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Boson sampling is a fundamentally and practically important task that can be used to demonstrate
quantum supremacy using noisy intermediate-scale quantum devices. In this work, we present
classical sampling algorithms for single-photon and Gaussian input states that take advantage of a
graph structure of a linear-optical circuit. The algorithms’ complexity grows as so-called treewidth,
which is closely related to the connectivity of a given linear-optical circuit. Using the algorithms, we
study approximated simulations for local Haar-random linear-optical circuits. For equally spaced
initial sources, we show that when the circuit depth is less than the quadratic in the lattice spacing,
the efficient simulation is possible with an exponentially small error. Notably, right after this depth,
photons start to interfere each other and the algorithms’ complexity becomes sub-exponential in
the number of sources, implying that there is a sharp transition of its complexity. Finally, when a
circuit is sufficiently deep enough for photons to typically propagate to all modes, the complexity
becomes exponential as generic sampling algorithms. We numerically implement a likelihood test
with a recent Gaussian boson sampling experiment and show that the treewidth-based algorithm
with a limited treewidth renders a larger likelihood than the experimental data.

Sampling from the probability distributions of random
quantum circuits is one of the problems to demonstrate
quantum supremacy using noisy intermediate-scale quan-
tum devices [1–5]. Boson sampling (BS) is one such
sampling problem using linear-optical devices believed
to be hard to classically simulate under some plausible
assumptions [6, 7]. While a scale of experimental BS
grows rapidly due to its importance [8–10], classical sim-
ulation algorithms taking advantage of current BS ex-
periments’ limitations are still restricted. Photon loss
and distinguishability of photons are representative limi-
tations, which have been extensively studied recently and
shown to be detrimental to quantum advantages [11–
17]. Another limitation of current experiments is that
the number of modes is not sufficiently large to reach a
collision-free BS, which may also reduce the complexity
of classical simulation [18, 19].
In this Letter, we focus on limited connectivity of a

linear-optical circuit. In general, typical global Haar-
random linear-optical circuits’ input and output modes
are fully connected, which makes it hard to classically
simulate. One possible implementation of global Haar-
random circuits is to prepare local beam-splitter arrays
[20], which corresponds to the current BS experiments’
setup. However, a deviation from a global Haar-random
unitary is apparent in the recent experiments [8, 9] be-
cause either the circuit depth is small or appropriate en-
semble of beam splitters are not employed [21]. Hence,
there is a chance that the connectivity of the circuit is
limited and that sampling from the underlying system
may not be as difficult as from a global Haar-random
circuit.
We propose classical algorithms using dynamical pro-

gramming [22, 23] taking advantage of a given circuit’s
limited connectivity for single-photon BS (SPBS) and

Gaussian BS (GBS) [6, 7]. Particularly, our algorithms’
complexity depends on connectivity of a relevant matrix’s
graph structure, characterized by the so-called treewidth
[24]. Since the algorithms’ complexity grows as the
treewidth instead of the system size, we may be able
to sample from some linear-optical circuits of a limited
treewidth faster than generic classical algorithms. By ap-
plying our algorithm to local beam-splitter circuits, we
analyze how the algorithms’ complexity grows as a circuit
depth and reveal a hierarchy of the complexity depend-
ing on the depth, namely, polynomial, sub-exponential,
and exponential regimes.

Boson sampling.— Consider an M -mode bosonic sys-
tem consisting of beam-splitter arrays characterized by a
unitary matrix U with N identical sources. Specifically,
the unitary matrix U represents the transformation of
mode operators {âj}Mj=1 as â†j → Û †â†jÛ =

∑M
k=1 Ujkâ

†
k

for a given beam splitter circuit Û . Let S ≡ {si}Ni=1 ⊂
[M ] be the set of input modes for identical sources. If
we measure an output state ρ̂ after beam splitters with
the photon number basis m̂ = ⊗M

j=1 |mj〉 〈mj |, the prob-
ability of an outcome m = (m1, ...,mM ) is given by
P (m) = Tr(ρ̂m̂). For simplicity, we define an equiva-
lent description of the output as r = (r1, . . . , rN ), where
ri’s represent modes that click. For single-photon state
input, the probability is written as [6]

P (m) =
|Per(US

r )|2
m!

=
1

m!

∣∣∣∣∣
∑

σ

N∏

i=1

Uri,sσ(i)

∣∣∣∣∣

2

, (1)

where the sum is over all permutations σ. Here, US
r is

an N × N matrix obtained by choosing S columns and
r rows, and Per(U) is the permanent of matrix U , which
is related to counting bipartite perfect matchings in the
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FIG. 1. (a) Input (red dots) and output (blue dots) photon
configuration, corresponding bipartite and symmetric graphs
and their tree decompositions of width w = 2. (b) Graph and
its possible tree decomposition of width w = 3.

corresponding graph [25]. Meanwhile, for a squeezed vac-
uum state input, the probability of an outcomem is given
by [7]

P (m) =
|Haf(Bm)|2

m!
√
det(V + 1/2)

, (2)

where Bm is a matrix obtained by repeating ith column
and row of B ≡ UDUT for mi times, and Haf(Bm) is
the hafnian of matrix Bm, which is related to counting
perfect matchings in the corresponding graph [26]. Here,
D ≡ ⊕M

j=1 tanh rj , and V is the output state’s the covari-
ance matrix. Squeezing parameters are given by rj = r
for j ∈ S, and rj = 0 otherwise.
Let us clarify the relation between graphs and BS (see

Fig. 1 (a)). To compute the (marginal) probability for
an outcome, we consider all possible paths from input
photons to the output configuration, which essentially
corresponds to interference. They can be described by
all perfect matchings of a bipartite graph of US

r with the
input modes S and output modes r being bipartite vertex
sets and the paths between them being edges for SPBS.
For GBS, vertices of a symmetric graph of Bm consist of
an output-photon configuration, and two vertices have an
edge if the two photons can come from the same source.
To compute a probability in this case, we consider all
possible perfect matchings of output photons, which cor-
responds to finding sources from which each pair of pho-
tons come. From this observation, when a given unitary
matrix’s connectivity is limited, we can expect that the
number of possible perfect matchings for each outcome
is small so that the induced graphs’ structure allows to
reduce the complexity.
Computing permanent and loop hafnian using dynam-

ical programming.— Before presenting sampling algo-
rithms, we first introduce classical algorithms comput-
ing the permanent and loop hafnian of a matrix. Here,

loop hafnian is generalized hafnian, related to counting
perfect matchings including loops [27, 28], which is nec-
essary for the sampling algorithm below. The complexity
of the best-known algorithms computing the permanent
and loop hafnian of a general N × N matrix scales as
2N and 2N/2, respectively [29, 30]. Meanwhile, there
are also various algorithms exploiting a matrix’s struc-
tures [27, 31, 32]. A particularly interesting algorithm is
dynamical programming that computes permanent [23].
A high-level idea of the algorithm is to construct tree de-
composition of bipartite graph for a given matrix, which
reveals the matrix’s structure (see Fig. 1). The algo-
rithm’s complexity grows as so-called treewidth, which
measures connectivity by exploiting the treelike struc-
ture of the graph [22]. We generalize the treewidth-based
algorithm to loop hafnian by using tree decompositions
for a given symmetric matrix and present the following
lemma, including the result in Ref. [23] as:

Lemma 1. If the treewidth of a graph representation of
an N ×N matrix is w, then dynamical programming can
compute its permanent and loop hafnian in O(Nw22w).

We provide the proofs of Lemmas and Theorems in
Ref. [33]. Notably, Lemma 1 shows that the complex-
ity’s exponent does not scale as the matrix size N but
the treewidth w. Therefore, for some structured matri-
ces, the complexity of computing their permanent or loop
hafnian can be highly reduced. For example, a forest,
i.e., disjoint union of trees, has treewidth 1 [34], so the
complexity does not grow exponentially as matrix size.
On the other hand, a complete graph, whose vertices are
all connected, has the treewidth N − 1 (N for bipartite
complete graph) [34]. Note that we recover the same ex-
ponent of the algorithm for a general matrix, i.e., 2N , for
permanent whereas it has a gap for loop hafnian (2N/2

for general loop hafnian) [27, 30].
Classical sampling algorithms based on treewidth.—We

now introduce classical sampling algorithms of SPBS and
GBS using limited connectivity. Although we have al-
gorithms computing permanent or loop hafnian using a
given graph’s structure, how to use such algorithms for
sampling is not clear. Remarkably, we show that if we
employ as a main routine chain rule of marginal prob-
abilities, such as the Clifford-Clifford algorithm [35] for
SPBS, and a recently proposed GBS algorithm [36], and
use our dynamical programming to compute permanent
or loop hafnian as a subroutine, we can fully utilize the
graph structure of a given circuit including computing
marginal probabilities [33]. For simplicity, we focus on
collision-free events, i.e., mi = {0, 1}, while we provide
algorithms for collisions in Ref. [33].

Theorem 1. (Classical sampling algorithm) If the
treewidths of bipartite graphs of US

r are at most w for
all possible outcome r, we can classically simulate SPBS
in O(MN2w22w). Similarly, if symmetric graphs of Bm
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have the treewidths at most w for all outcomes m, we
can classically simulate GBS in O(MNw22w).

Theorem 1 enables us to recover and generalize some
previously known results. One such example is effi-
cient simulability of shallow 1D GBS, i.e., depth D =
O(logM) by using limited bandwidth of the circuit’s uni-
tary matrix [37, 38]. Since bandwidth is a special case
of treewidth, we recover the result and also find that the
result holds for 1D SPBS. For 2D cases, however, even for
a constant depth, we encounter with an output described
by a graph including

√
N ×

√
N grid, whose treewidth

is w =
√
N [33, 39]. This is consistent with the recent

hardness result of high-dimensional GBS [40].
Approximate sampling.— When an approximation of

a given circuit has limited connectivity, we can expect
that an approximate sampling is possible using this struc-
ture. However, it is not straightforward to apply the
same method if we approximate the circuit matrix by a
nonunitary matrix because the corresponding process or
the output state may no longer be physical. Also, the
chain-rule-based algorithms implicitly assume unitarity
of the process or a legitimate quantum state. We present
a method to overcome this by introducing additional vir-
tual M modes to make the process physical again and
investigate its approximation error in Ref. [33]:

Theorem 2. (Approximate sampling) If a circuit uni-
tary matrix U is approximated by U−dU , one can imple-
ment sampling with the same complexity up to constant

as Theorem 1 with an error of poly(N, ‖dU‖1/4F ).

We assess a simulation’s error by total variation dis-
tance

∑
m |P (m)−Pa(m)|/2 between an ideal probabil-

ity distribution P (m) and a classical algorithm’s output
probability distribution Pa(m) and desire an approxi-
mation error to be O(1/poly(N)). In the following sec-
tion, we study an experimentally relevant physical model,
which is local Haar-random circuits. Since a current GBS
experiment does not employ a specialized ensemble to im-
plement a global Haar-random circuit [9], its setup can
be considered as a typical instance of the model. Also, it
can be interpreted as an extreme case where beam split-
ters’ reflectivities have a large uncertainty. We emphasize
that our approximation method in Theorem 2 is straight-
forwardly applicable to similar dynamics (e.g. Ref. [41]).
Approximate sampling for local Haar-random

circuits.— Consider N identical sources equally
distributed in M = kNγ modes of a d-dimensional
lattice [42] and local Haar-random beam-splitter arrays,
as illustrated in Fig. 2. The lattice consists of d-cube
sublattices of edge length L = (M/N)1/d, containing a
single source. For simplicity, let L be a positive integer.
As recently studied, random beam-splitter arrays can

be characterized by a classical random walk [43]. There-
fore, photons propagate diffusively on average. Using
this property, we find an upper-bound on the leakage

(1) (2)

(3) (4)

(a) (b)

(c) (d)

}
}

FIG. 2. Initial state in (a) 1D and (c) 2D architectures. Red
dots represent sources. Lα represents a sublattice having a
single source sα. Beam-splitter arrays in (b) 1D and (d) 2D
architecture. A single round consists of four steps (1)-(4). The
structure can be generalized for d-dimensional architecture,
where a single round consists of 2d steps.

rate from a source at sα up to κL denoted as ηα(κ) ≡∑
j |Uj,sα |2, where j is the sum over modes away from α

more than κL:

Lemma 2. For depth D ≤ dk2/dκ2N2(γ−1)/d−ε/2 with
ε > 0, the leakage rate ηα to distance κL is bounded from
above as

ηα(κ) ≤ exp(−N ε) (3)

with a probability 1− δ over Haar-random beam-splitter
arrays, where δ is exponentially small in N .

For later usage for d = 1, we note that the same in-
equality holds forD ≤ k2κ2N2(γ−1)−ε(logN)2/2 for leak-
age rate to distance κL logN . Motivated by Lemma 2,
our approximate sampling strategy is to discard the ele-
ments of a unitary matrix that are geometrically farther
from sources than κL, i.e., U → Ũ ≡ U − dU and imple-
ment Theorem 2. Since ‖dU‖2F =

∑
α∈S ηα(κ) is expo-

nentially small, the sampling error is too. From now on,
we focus on typical circuits, emphasizing that the portion
of atypical circuits is exponentially small.

Consider a special case (κ = 1/2) where interference
between photons from different sources is negligible typ-
ically. In this case, for SPBS, possible outputs can be
described by a disconnected graph, in which at most two
vertices are connected; thus, the treewidth is 1. For GBS,
assuming that a single source emits constant number of
photons at most, graphs describing possible outcomes are
again disconnected with constant number of vertices and
have bounded treewidth. One may also show that sam-
pling for this regime is easy by noting that the hafnian
of a low-rank matrix can be efficiently computed without
the assumption [27]. Thus,
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(a) (b)

FIG. 3. GBS on 2D lattice with N = 36, M = N2, and
γ = 2. (a) Red dots represent initial sources. Black solid
line describes the region at which a particular input photon
can typically propagate for D = Θ(L2(1−ε)) = Θ(N1−ε). (b)
Possible tree decomposition of the symmetric graph Bm when
outputs are at the same position with input sources. An upper
bound on the treewidth is Θ(

√
N) as shown: the first bag

(blue) and the second one (yellow).

Theorem 3. (Efficient-sampling regime) Approximate
BS can be efficiently performed for typical circuits
of depth D ≤ Deasy ≡ dk2/dN2(γ−1)/d−ε/8 =
Θ(N2(γ−1)/d−ε) . Especially for d = 1, the upper bound
becomes D ≤ k2κ2N2(γ−1)−ε(logN)2/2.

We note that the distinct upper-bound for 1D arises
because the treewidth O(logN) can be efficiently simu-
lated.
After D > Deasy (or κ > 1/2), photons from a sub-

lattice can now propagate to other lattices so that pho-
tons from different sources start to interfere (see Fig. 3
(a)). Thus, induced graphs have edges between sources
and photons from different sublattices (SPBS) or photons
from different sources (GBS) as shown in Fig. 3 (b). In
this case for 2D architecture, there exists an outcome cor-
responding to a graph containing a grid whose treewidth
is unbounded, i.e., w =

√
N . Therefore, the sampling

complexity starts to scale exponentially in
√
N [33],

which reveals a sharp transition of the complexity at
D = Deasy from polynomial to sub-exponential. Simi-
larly, when photons propagate further and for arbitrary
dimension, i.e., D = Θ(N2α/dDeasy) with 0 ≤ α ≤ 1
(equivalently κ = Θ(Nα/d)), we can find a tree decom-

position whose width is Θ(N
α
d + d−1

d ) for any outcomes.
Therefore, we have the following theorem:

Theorem 4. ((sub-)exponential regime) One can
sample from typical linear-optical circuits of D =
Θ(N2α/dDeasy) with 0 ≤ α ≤ 1 by complexity

O(poly(N)2Θ(N
α
d

+ d−1
d )).

Especially when α = 1, any photons can propagate
to all modes, i.e., photons fully interfere each other,
which forms the complete graph for all outcomes, so that
treewidth becomes Θ(N). Since generic global Haar-
random circuits are fully connected, at least Θ(N2γ/d) =
Θ(M2/d) order of depth is required to implement a global
Haar-random circuit using a local Haar-random circuit

Easy for any 
circuits*

Easy for 
typical circuits (Complete graph)

FIG. 4. The complexity diagram for local Haar-random BS.
As the star-marked, a sharp transition occurs for the complex-
ity of our algorithm. Easiness for any circuits (*) is proved in
Ref. [41]. Note that for 1D, the depth that is easy for typical
circuits is larger (see Theorem 3).

and such an input configuration. Fig. 4 summarizes the
result.
Interestingly, the recent GBS experiments’ circuit

depth scales as
√
M [9, 10], which implies that their cir-

cuit is not sufficient to form a global Haar-random circuit.
Nevertheless, aside from the deviation from global Haar-
random matrices, locality in their circuit is not apparent
because the scale is intermediate while our analysis fo-
cuses on an asymptotic regime. Therefore, our approxi-
mate algorithm might result in a large simulation error
for this intermediate-scale GBS because of a large con-
stant factor of the error.
One may also consider other initial configurations un-

der local Haar-random circuits, for example sources are
concentrated on a certain region. We show that for those
cases, one already needs a depth D = Θ(NDeasy) to
reach collision-free regime, and thus collision occurs with
a high probability, while equally spaced sources reach the
collision-free regime when D = Θ(Deasy) [33].
GBS validation test.— Finally, we implement the like-

lihood test to experimental samples [10] against sam-
ples generated by our treewidth-based approximate al-
gorithm:

ratio ≡ log
Prideal(Samples from experiment)

Prideal(Samples from treewidth algorithm)
,

(4)

which is equivalent to the test implemented in Refs. [9,
10]. Thus, we compare the likelihood of each sample set
with respect to the (lossy) ideal probability distribution.
For the treewidth algorithm, we have approximated

local Haar-random with limited propagation (see Fig. 5
(a)) and sampled from the approximated circuit using
Theorem 2. Specifically, we have rearranged the 144
modes one-dimensionally and set a propagation length
K for approximation. Note that setting a propagation
lengthK implies that the corresponding GBS’s treewidth
is w = 2K+1 and that a complete graph has a treewidth
w = M . To compensate the lost photons from the ap-
proximation, we have increased the squeezing parameters
and thermal photons to have the same average total pho-
ton numbers.
In Fig. 5 (b), we present the likelihood ratio as the
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FIG. 5. Likelihood test for the recent GBS experiment [10].
(a) Rearranged mode-configuration with squeezed states
sources (red dots). For approximated sampling, we discard
elements of a circuit matrix U that is farther than K for
the sources. (b) Log-likelihood ratio of experimental samples
against those from the treewidth algorithm.

number of samples increases for two classically verifiable
instances of the experiments in Ref. [10]. It clearly shows
that the treewidth-based approximate algorithm renders
larger likelihood than the experiment. We also provide
evidence in Ref. [33] for GBS experiments in the quantum
supremacy regime by investigating the likelihood ratio for
marginals that the treewidth-based algorithm might give
a larger likelihood with a limited treewidth. Therefore,
the numerical results imply that a fully connected circuit
is crucial for more rigorous quantum-advantage demon-
stration.

Discussion.— We have presented classical samplers
taking advantage of limited connectivity of a circuit. It is
an interesting open question to find more efficient sam-
pling algorithms than the one based on the treewidth.
Another open problem is to close the gap of complex-
ity for computing loop hafnian between the treewidth-
based algorithm (2N ) and the best-known algorithm
(2N/2) [36].

Finally, Theorem 3 shows that typical linear-optical
circuits up to depth D ≤ Deasy = Θ(N

2
d (γ−1)−ε) al-

low an efficient classical simulation except for an ex-
ponentially small fraction of random circuits. Mean-
while, there exists a circuit hard to classically simulate for

D = Ω(N
γ−1
d +ε) under reasonable complexity-theoretic

conjectures [6, 41, 44]. Theorem 3 can be compatible
with the hardness results since together the implication
is that the worst-case instances occupy only at most an
exponentially small faction of the space of all linear op-
tical circuits.
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S1. DYNAMICAL PROGRAMMING ALGORITHM (PROOF OF LEMMA 1)

In this section, we prove Lemma 1 by explicitly providing algorithms to compute permanent or loop hafnian of an
N ×N matrix with the complexity O(Nw22w).

Before providing our algorithms, we note that methods using tree decomposition and treewidth have broad applica-
tions to many areas in computer science and applied mathematics [1, 2]. There are many computational problems and
corresponding algorithms whose complexity depends on the treewidth instead of the system size. Remarkably, algo-
rithms based on the treewidth are believed to be almost optimal for specific problems in that only a tiny improvement
of the tree algorithm makes fail the Exponential Time Hypothesis [3].

We also note that in general, the exact computation of the treewidth for an arbitrary graph is NP-hard problem [4].
Nevertheless, we still have good approximation algorithms of treewidth [2], and for fixed k, a linear-time algorithm
whether the treewidth at most k and finding the corresponding tree decomposition [5]. In addition, a reasonable
upper bound on the treewidth is enough in practical situations.

A. Dynamical Programming Algorithm (permanent)

1. Tree decomposition of a bipartite graph

We generalize the algorithm computing permanent by using tree decomposition proposed in Ref. [6] to apply collision
cases in single-photon boson sampling. Let us first recall the algorithm of Ref. [6]. Consider an M ×M matrix U . Let
A and X denote the subset of its rows and columns, respectively, i.e., A = {α1, . . . , αk} and X = {r1, . . . , rk}, where
αi’s and ri’s are in [M ] ≡ {1, . . . ,M}. For collision-free cases, redundant elements do not appear in A and X, while
we can apply the algorithm even when there is redundancy by extending matrix U by repeating the corresponding
rows and columns and treating them as distinct row and column elements. However, since the algorithm proposed
in Sec. S1 A 3 is more efficient than the latter for collision cases and for simplicity, we assume that they are distinct.
Now, we define a bipartite graph G(U,A,X) for the matrix U as a graph having vertices A ∪X and edges (a, x) if
Ua,x 6= 0.

We now introduce a tree decomposition (T, χ) of a bipartite graph G. Tree decomposition of a graph G needs to
satisfy the following conditions:

i-1) The union of {α(t)}t∈T is the whole row set A.
i-2) The union of {χ(t)}t∈T is the whole column set X.
ii) For every edge (a, x) of G, there exists a node t of T with a ∈ α(t), x ∈ χ(t).
iii-1) For every a ∈ A, the set {t : a ∈ α(t)} forms a subtree of T .
iii-2) For every x ∈ X, the set {t : x ∈ χ(t)} forms a subtree of T .
The width w of a tree decomposition is the largest of |α(t)|+ |χ(t)| − 1 among all nodes t, and the treewidth is the

smallest width w over all possible tree decompositions for a given graph. Here, the subtree rooted in t is the tree that
consists of t and its descendants.

We now define a partial permanent for some sets D ⊂ A and Y ⊂ X as

per(D,Y ) ≡
∑

π∈BPM(G)

∏

a∈D
Ua,π(a), (S1)

where the sum is over all bipartite perfect matchings π : D → Y . If |D| 6= |Y |, then per(D,Y ) = 0 because they
cannot constitute a perfect matching. Here, the goal is to compute Per(Uα1,...,αk

r1,...,rk
) = per(A,X) (see Sec. S2 A) using

the tree decomposition and analyze the complexity.

2. Collision-free cases

Now we present the recursion formula to compute Per(Uα1,...,αk
r1,...,rk

) [6]:

Lemma 3. Let U be a matrix with associated graph G. Let (T, α, χ) be a tree decomposition of G. Let t be an
internal node of T , and let D and Y be such that

α(Tt) \ α(t) ⊂ D ⊂ α(Tt), χ(Tt) \ χ(t) ⊂ Y ⊂ χ(Tt), |D| = |Y |. (S2)
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Then,

per(D,Y ) =
∑

Dt,Dcj ,Yt,Ycj

per(Dt, Yt)
l∏

j=1

per∗(Dcj , Ycj ), (S3)

where the sum is over all D = (Dt, Dc1 , . . . ),Y = (Yt, Yc1 , . . . ) such that:

D = Dt t (Dc1 t · · · tDcl), Y = Yt t (Yc1 t · · · t Ycl), (S4)

α(Tcj ) \ α(t) ⊂ Dcj ⊂ α(Tcj ), Dt ⊂ α(t), (S5)

χ(Tcj ) \ χ(t) ⊂ Ycj ⊂ χ(Tcj ), Yt ⊂ χ(t). (S6)

Here, l is the number of children of the node t, and we define

per∗(D,Y ) ≡
∑

π

∏

a∈D
Ua,π(a), (S7)

where the sum is over all bijections π : D → Y such that π ∩ (α(t)× χ(t)) = ∅.
We provide a proof sketch and more detailed proof can be found in Ref. [6]. Let us consider a matching π : D → Y

and decompose elements as

D = (D ∩ α(t)) t (D ∩ α(Tc1) \ α(t)) t · · · t (D ∩ α(Tcl) \ α(t)), (S8)

Y = (Y ∩ χ(t)) t (Y ∩ χ(Tc1) \ χ(t)) t · · · t (Y ∩ χ(Tcl) \ χ(t)). (S9)

Using definition of tree decomposition, one can find that the matching can be decomposed as

π = πt t πc1 t · · · t πcl (S10)

in such a way that πt ⊂ (D ∩ α(t)) × (Y ∩ χ(t)) and for each child c we have that πc ⊂ (D ∩ α(Tc)) × (Y ∩ χ(Tc)),
where πcj ∩ (α(t)×χ(t)) = ∅. Also, the decomposition is unique. By defining Yt and Yci to be the range of πt and πci ,
respectively, and Dt and Dci to be the domains of πt and πci , they satisfy Eq. (S4). Therefore, matchings between
D and Y can be decomposed as Eq. (S10), which leads to Eq. (S3).

Here, by using inclusion-exclusion principle, one can find that [6]

per∗(Dc, Yc) =
∑

DtctDcc=Dc,
YtctYcc=Yc,

Dtc⊂α(t),Ytc⊂χ(t)

(−1)|Dtc|per(Dtc, Ytc)per(Dcc, Ycc), (S11)

where |Dtc| is the number of elements in Dtc. More explicitly, observe that for Dtc ⊂ Dt ∩ α(t) and Ytc ⊂ Yt ∩ χ(t),

per(Dtc, Ytc)per(Dc \Dtc, Yc \ Ytc) =
∑

π∗c (Dtc,Ytc)

∏

a∈Dc
Ua,π∗c (a), (S12)

where the sum is over perfect matchings between Dc and Yc, π
∗
c that contains a perfect matching between Dtc and

Ytc. Recall that per∗(Dc, Yc) is the sum over matchings that do not contain any matching between α(t) and χ(t), i.e.,
per∗(Dc, Yc) =

∑
π∗c (∅,∅)

∏
a∈Dtc Ua,π∗c (a) Thus, inclusion-exclusion principle leads to Eq. (S11). Therefore, one can

equivalently rewrite Eq. (S3) as

per(D,Y ) =
∑

D,Y
per(Dt, Yt)

l∏

j=1

(−1)|Dtcj |per(Dtcj , Ytcj )per(Dccj , Yccj ), (S13)

where the sum is over D = (Dt, Dtc1 , Dcc1 , . . . ) and Y = (Yt, Ytc1 , Ycc1 , . . . ) satisfying

D = Dt t (Dtc1 tDcc1 t · · · tDtcl tDccl), Y = Yt t (Ytc1 t Ycc1 t · · · t Ytcl t Yccl), (S14)

α(Tcj ) \ α(t) ⊂ Dccj ⊂ α(Tcj ), Dt ⊂ α(t), Dtcj ⊂ α(t) ∩ α(tcj ), (S15)

χ(Tcj ) \ χ(t) ⊂ Ycj ⊂ χ(Tcj ), Yt ⊂ χ(t), Ytcj ⊂ χ(t) ∩ χ(tcj ). (S16)

It proves Lemma 3. Using the recursive relation, we finally obtain the quantity of per(A,X).
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Now, let us analyze the complexity. We first need to compute per(Dt, Yt) for all node t’s. For a node t, since
Dt ⊂ α(t) and Yt ⊂ χ(t), one can evaluate all per(A,X) with A ⊂ D and X ⊂ Y in O(w22w) [6]: Consider an n1×n2

matrix U . Let A0 and X0 be its row and column set, respectively, and S = {(D,Y ) ⊂ A0 ×X0 : |D| = |Y |}. Then,
one can compute per(D,Y ) for all (D,Y ) ∈ S recursively as follows. Consider (D,Y ) with |D| = |Y | = i. Then,
letting a0 be the first element in D, we can compute its permanent by using (D′, Y ′) with |D′| = |Y ′| = i− 1,

per(D,Y ) =
∑

x∈Y
Ua0,xper(D \ a0, Y \ x). (S17)

Since the loop is over at most n2 elements and finding the sets D \ a0 and Y \ x costs at most O(n1 + n2), Thus, its
complexity is O((n1 + n2)22n1+n2).

Once we know all the values of per(Dt, Yt), per(Dtcj , Ytcj ), and per(Dccj , Yccj ), we can then evaluate per(D,Y ) for

all D and Y in O(lw22w) by using a subset convolution over the subsets of α(t)× χ(t) [7]. Therefore, the complexity
of computing Per(Uα1,...,αk

r1,...,rk
) is O(kw22w) since the sum of the number of children of all nodes is O(k).

3. Collision events

In general, more than a single photon can be detected in the same mode, i.e., ri’s are not necessarily distinct. In
this case, although we may still employ the algorithm in the previous section, we can further develop the algorithm
to be more efficient. We first set a threshold of the total number of photons in a mode c, i.e., the maximum number
of photons in an output mode is c, and we declare the overload if we have more than c photons. We note that when
M = ω(N2), the probability of collision is highly suppressed, i.e., c = 1 is sufficient [8]. To take into account collisions
properly, we modify the definition of graphs by additionally assigning photon numbers at each vertices.

Now the goal is to compute Per(Uα1,...,αk
r1,...,rk

), where αi’s and ri’s may not be distinct. While we focus on single-
photon boson sampling, i.e. αi’s are distinct, for generality, we assume that αi’s may not be distinct as well. Again,
let A = {α1, . . . , αk} and X = {r1, . . . , rk} with treating αi’s and ri’s are distinct, and we consider bipartite matchings
between A and X. We introduce weight vectors n and m such that ni is the number of repetition of i in A and mi is
the number of repetition of i in X for i ∈ [M ] for later usage. For boson sampling, n and m may correspond to an
input photon and output photon configuration (of marginals), respectively (see Sec. S2 A). Therefore, ni ∈ {0, 1} for
single-photon boson sampling. Let Gn,m = G(U,A,X) be the underlying graph structure of U , with row and column
vertex sets A and X.

Meanwhile, for A and X, we define Ā and X̄ to be the sets without redundancy of A and X, respectively. We
now define some generalized bipartite perfect matchings of G that allow multiple edges between vertices in Ā and
X̄. We represent a list of repeated edges as a vector τ , i.e., τ is a vector indexed by E = Ā × X̄ and for each
ij ∈ E the entry τij indicates the number of times that edge ij appears. The degree vector of a ∈ Ā is the vector
degĀ(a) with coordinates degĀ(a) =

∑
x∈X̄ τax, and the degree vector of x ∈ X̄ is the vector degX̄(x) with coordinates

degX̄(x) =
∑
a∈Ā τax. For weight vectors n and m, we define an (n,m)-matching of Gn,m as a vector τ such that

degĀ(ai) = ni and degX̄(xi) = mi for all ai ∈ Ā and xi ∈ X̄. Let BPMG(n,m) be the set of all (n,m)-matchings of
G.

Let Gn,m be the graph associated to U . We may view its row vertices as (i, li), where i ∈ Ā, li ∈ [ni], and
column vertices as pairs (j, kj), where j ∈ X̄, and kj ∈ [mj ]. The edges are between the vertices. Given a bipartite
perfect matching π ∈ BPM(Gn,m), there is a natural way to obtain an (n,m)-matching τ ∈ BPMG(n,m). Namely,
for each edge [(i, li), (j, kj)] in π we drop the second coordinate and obtain the edge ij. This gives a function
f : BPM(Gn,m)→ BPMG(n,m). Thus, one can easily show that the fiber f−1 consists of m!n!/τ ! elements. Then,

Per(Uα1,...,αk
r1,...,rk

) ≡
∑

π∈BPM(Gn,m)

∏

a∈A
Ua,π(a) =

∑

τ∈BPMG(n,m)

m!n!

τ !

∏

a∈Ā

∏

τ(a)

Ua,τ(a). (S18)

Note that the product over τ(a) appears because a ∈ Ā can be connected multiple vertices on X.
From now on, we assume that the weight vectors n and m are fixed. Given another weight vectors d ≤ n and

y ≤m (component-wise), the associated scaled partial permanent is defined as

per(d,y) ≡ 1

d!y!
Per(Udy ) =

∑

τ∈BPMG(d,y)

1

τ !

∏

a∈supp(d)

∏

τ(a)

Ua,τ(a), (S19)

where supp(d) ≡ {i ∈ [M ] : di 6= 0}. Here, Udy ≡ Uα1,...,αk
r1,...,rk

such that the weight vectors of αi’s and r′is are equal to d
and y, respectively. Then, the permanent that we want to compute is written as

Per(Unm) = n!m!per(n,m). (S20)
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Let us also define sat(d) = {i ∈ [M ] : di = ni} for a given n, and sat(y) = {i ∈ [M ] : yi = mi} and supp(y) = {i ∈
[M ] : yi 6= 0} for a given m. With a tree decomposition (T, α, χ) for Gn,m, we now provide the recursive relation to
compute Per(Unm).

Lemma 4. Let U be a matrix with associated graph G. Let (T, α, χ) be a tree decomposition of G. Let t be an
internal node of T , and let d and y be such that

α(Tt) \ α(t) ⊂ sat(d) ⊂ supp(d) ⊂ α(Tt), χ(Tt) \ χ(t) ⊂ sat(y) ⊂ supp(y) ⊂ χ(Tt), |d| = |y|, (S21)

where |d| = ∑M
i=1 di, and |y| is similar. Then,

per(d,y) =
∑

dt,dc,yt,yc

per(dt,yt)
l∏

j=1

per∗(dcj ,ycj ), (S22)

where the sum is over (dt,dc1 , . . . ,dcl) and (yt,yc1 , . . . ,ycl) such that:

d = dt +
l∑

j=1

dcj , y = yt +
l∑

j=1

ycj , (S23)

α(Tcj ) \ α(t) ⊂ sat(dcj ) ⊂ supp(dcj ) ⊂ α(Tcj ), supp(dt) ⊂ α(t), (S24)

χ(Tcj ) \ χ(t) ⊂ sat(ycj ) ⊂ supp(ycj ) ⊂ χ(Tcj ), supp(yt) ⊂ χ(t), (S25)

supp(dt) t supp(dc1) t · · · t supp(dcl) = supp(d), (S26)

supp(yt) t supp(yc1) t · · · t supp(ycl) = supp(y). (S27)

Here, per∗(dc,yc) is defined as

per∗(dc,yc) ≡
∑

τ∈BPMG(dc,yc)

1

τ !

∏

a∈supp(dc)

∏

τ(a)

Ua,τ(a), (S28)

where τ ∩ (α(t)× χ(t)) = ∅.
Proof. Let us consider d and y satisfying Eq. (S21) and a generalized matching τ ∈ BPMG(d,y). Here, τ ⊂ D × Y
with D ≡ supp(d) and Y ≡ supp(y). Consider the following decompositions:

D = (D ∩ α(t)) t (D ∩ α(Tc1) \ α(t)) t · · · t (D ∩ α(Tcl) \ α(t)), (S29)

Y = (Y ∩ χ(t)) t (Y ∩ χ(Tc1) \ χ(t)) t · · · t (Y ∩ χ(Tcl) \ χ(t)). (S30)

Let τt be the submatching of τ with domain contained in D∩α(t) and range contained in Y ∩χ(t). If some a ∈ D∩α(t)
is not in the domain of τt, there is a child c such that a ∈ α(Tc) and π(a) ⊂ χ(Tc) by definition of tree decomposition.
Also, if x ∈ Y ∩χ(t) is not in the range of τt, then there is a child c such that x ∈ χ(Tc) and τ−1(x) ⊂ α(Tc). Similarly,
we have

τ(D ∩ α(Tc) \ α(t)) ⊂ Y ∩ χ(Tc) (S31)

τ(Y ∩ α(Tc) \ χ(t)) ⊂ D ∩ α(Tc). (S32)

Hence, we can decompose

τ = τt t τc1 t · · · t τcl , (S33)

in such a way that τt ⊂ (D ∩ α(t)) × (Y ∩ χ(t)) and for each child c we have that τc ⊂ (D ∩ α(Tc)) × (Y ∩ χ(Tc))
and τc ∩ (α(t)× χ(t)) = ∅. One can easily check that this decomposition is unique. Now, we decompose given weight
vectors d and y following the decomposition, which leads to the conditions (S23)-(S27). Thus for a given generalized
matching τ we decompose it, which leads to Eq. (S22). Also, when submatchings satisfying Eqs. (S23)-(S27) are
given, we can combine them to constitute a matching τ .

Again, we show that

per∗(dc,yc) =
∑

dtc,dcc,ytc,ycc

(−1)|dtc|per(dtc,ytc)per(dcc,ycc), (S34)
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where the sum is over dtc, dcc, ytc, ycc satisfying

dtc + dcc = dc, ytc + ycc = yc, supp(dtc) ⊂ α(t), supp(ytc) ⊂ χ(t) (S35)

supp(dc) = supp(dcc) t supp(dtc), supp(yc) = supp(ycc) t supp(ytc). (S36)

To show that, observe that for some dtc ≤ dc and ytc ≤ yc (elementwise) with supp(dtc) ⊂ α(t) and supp(ytc) ⊂ χ(t)
and supp(dc) = supp(dtc) t supp(dc − dtc), supp(yc) = supp(yc) t supp(yc − ytc),

per(dtc,ytc)per(dc − dtc,yc − ytc) =
∑

τc(dtc,ytc)∈BPM(dc,yc)

1

τc!

∏

a∈supp(dc)

∏

τ(a)

Ua,τc(a), (S37)

where the sum is over τc that contains a generalized perfect matching between dtc and ytc. Since per∗(dc,yc)
corresponds to the sum over generalized perfect matchings that do not contain any matching between α(t) and χ(t),
by using inclusion-exclusion principle, we obtain the expression of (S34). Therefore, we can rewrite Eq. (S22) as

per(d,y) =
∑

per(dt,yt)
l∏

j=1

(−1)|dtcj |per(dtcj ,ytcj )per(dccj ,yccj ) (S38)

where the sum is over dt,yt,dtcj ,ytcj ,dccj ,yccj such that

d = dt +
l∑

j=1

(dtcj + dccj ), supp(dt) ⊂ α(t), y = yt +
l∑

j=1

(ytcj + yccj ), supp(yt) ⊂ χ(t), (S39)

D = supp(dt) t supp(dtc1) t · · · t supp(dtcl) t supp(dccj ) t · · · t supp(dccl), (S40)

Y = supp(yt) t supp(ytc1) t · · · t supp(ytcl) t supp(yccj ) t · · · t supp(yccl), (S41)

α(Tcj ) \ α(t) ⊂ sat(dccj ) ⊂ supp(dccj ) ⊂ α(Tcj ), χ(Tcj ) \ χ(t) ⊂ sat(yccj ) ⊂ supp(yccj ) ⊂ χ(Tcj ), (S42)

supp(dtcj ) ⊂ α(t) ∩ α(tcj ), supp(ytcj ) ⊂ χ(t) ∩ χ(tcj ). (S43)

Using the recursive relation, we can finally compute Per(Unm = n!m!per(n,m).
We now analyze the complexity. First, at node t we need to compute per(dt,yt) for all dt ≤ d and yt ≤ y with
|dt| = |yt|. Let us consider n1×n2 matrix U with a weight vector n and m. Let d ≤ n and y ≤m with D = supp(d)
and Y = supp(y) and |d| = |y| = i. We set the upper threshold as c. As previous, we use a recursive relation: Letting
a0 be the first element of D,

per(d,y) =
1

d!y!
Per(Udy ) =

1

d!y!

∑

x∈Y
Ua0,xPer(U

d−da0
y−yx ) =

1

d!y!

∑

x∈Y
Ua0,x(d− da0)!(y − yx)!per(d− da0 ,y − yx),

(S44)

where da0 and yx are weight vector corresponding a0 and x, respectively. Thus, one can compute per(d,y) for
|d| = |y| = i using per(d′,y′) for |d′| = |y′| = i− 1. Here, the loop is over at most n2 elements and finding the sets
d− da0 and y − yx costs at most O(n1 + n2). Since the number of elements of pairs of d and y is O((c+ 1)n1+n2),
the complexity of computing permanent of all d and y is O((n1 + n2)2(c+ 1)n1+n2).

Once we know all the values of per(dt,yt), per(dtcj ,ytcj ), and per(dccj ,yccj ), per(d,y) for all d and y can be
computed in O(lw(2c+1)w log c) by using a (non-circular) convolution [9]. Therefore, the total complexity to compute
per(n,m) for a k × k matrix is O(kw(2c+ 1)w log c).

B. Dynamical Programming Algorithm (loop hafnian)

1. Tree decomposition of a symmetric graph

Now, we provide a classical algorithm using dynamical programming to compute a loop hafnian of a symmetric
matrix. We define a symmetric graph G(B,X) for a symmetric matrix B, where vertices X represent columns (or
rows) of B and the graph edge ij if Bij 6= 0 for i, j ∈ X. We then define a tree decomposition of symmetric graph G
to compute the loop hafnian of matrix B, which is written as

lHaf(B) =
∑

π∈PM(G)

∏

ij∈π
Bij , (S45)
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where PM(G) is the set of perfect matchings of G. Tree decomposition of a symmetric graph is (T, χ) such that
i) The union of {χ(t)}t∈T is the whole column set X.
ii) For every edge (xi, xj) of G, there exists a node t of T with xi, xj ∈ χ(t).
iii) For every x ∈ X, the set {t : x ∈ χ(t)} forms a subtree of T .
The width w of a tree decomposition is the largest of |χ(t)| − 1 among all nodes t, and the treewidth of a graph is

the smallest width over all possible tree decompositions of the graph.
We now define the partial loop hafnian of a subgraph D of G,

lhaf(D) =
∑

π∈PMG(D)

∏

ij∈π
Bij . (S46)

2. Collision-free cases

Again, we first assume that mi ∈ {0, 1} for all i’s, i.e., collision-free cases. Note that the loop hafnian that we want
to compute is written as (see Sec. S2 B)

lHaf(Bm) = lhaf(X), (S47)

where Bm is obtained by repeating ith column and row of B for mi times.
We first present the recursion relation:

Lemma 5. Let B be a matrix with associated symmetric graph G. Let (T, χ) be a tree decomposition of G. Let t
be an internal node of T , and let Y be such that

χ(Tt) \ χ(t) ⊂ Y ⊂ χ(Tt). (S48)

Then,

lhaf(Y ) =
∑

Y
lhaf(Yt)

l∏

j=1

lhaf∗(Ycj ), (S49)

where the sum is over all Y = (Yt, Yc1 , . . . , Ycl) such that:

Y = Yt t (Yc1 t · · · t Ycl), χ(Tcj ) \ χ(t) ⊂ Ycj ⊂ χ(Tcj ), Yt ⊂ χ(t). (S50)

Proof. Consider a matching π ∈ PMG(Y ) with χ(Tt) \ χ(t) ⊂ Y ⊂ χ(Tt). Consider an element of the matching,
ij ∈ π. If both i and j are in χ(t), we let ij ∈ πt and i, j ∈ Yt. Otherwise, i.e., i ∈ χ(t) but j 6∈ χ(t), or i 6∈ χ(t)
but j ∈ χ(t), or i, j 6∈ χ(t), by definition of tree decomposition, there exists a child such that i, j ∈ χ(Tc), and we let
ij ∈ πc and i, j ∈ Yc. Such a way guarantees that the decomposition satisfies the condition (S50). Then, we obtain a
unique decomposition π = πt t πc1 · · · t πcl .

Conversely, for given matchings πt and πc1 , . . . , πcl defined as above, if we combine them, we can construct a
matching π ∈ PMG(Y ). Thus,

lhaf(Bm) =
∑

π∈PMG(Y )

∏

ij∈π
Bij =

∑

Y


 ∑

πt∈PMG(Yt)

∏

ij∈πt
Bij






l∏

j=1

∑

πcj∈PMG(Ycj )

∏

ij∈πcj

Bij




=
∑

Y
lhaf(Yt)

l∏

j=1

lhaf∗(Ycj ), (S51)

where lhaf∗(Ycj ) is the sum for matchings πcj satisfying πcj ∩ (χ(t)× χ(t)) = ∅.

Finally, by using inclusion-exclusion formula, similarly to permanent,

∑

i

∑

Ytc⊂Yc∩χ(t)
|Ytc|=i

(−1)ilhaf(Ytc)lhaf(Yc \ Ytc) =
∑

π∗c

∏

ij∈πc
Bij , (S52)
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where the sum is over π∗c ’s satisfy π∗c ∩ (χ(t)× χ(t)) = ∅. To show this, observe that for some Ytc ⊂ χ(t) ∩ Yt,

lhaf(Ytc)lhaf(Yc \ Ytc) =
∑

πc(Ytc)

∏

jk∈πc
Bjk, (S53)

where the sum is over πc that contains a perfect matching for Ytc. Since we want to compute the sum over perfect
matchings that do not contain any matching between Ytc, using inclusion-exclusion formula, we obtain Eq. (S52).
Thus, using the recursive relation of Eq. (S52), one can compute lHaf(Bm) = lhaf(X).

Let us analyze the complexity. First, the complexity of computing lhaf(Yt) for all Yt at node t can be obtained as
follows: Let B be an n× n symmetric matrix. Let X be the set of columns and consider Y ⊂ X. Then, letting a0 be
the first element of Y ,

lhaf(Y ) =
∑

π∈PM(Y )

∏

ij∈π
Bij =

∑

x∈Y
Ba0,x

∑

π′∈PM(Y \{a0,x})

∏

ij∈π′
Bij =

∑

x∈Y
Ba0,xlhaf(Y \ {a0, x}). (S54)

For each Y , we loop over at most n elements, and for each we need O(n) to find the set Y \ {a0, x}. Thus, we can
compute lhaf(Y ) for all Y in O(n22n).

When the values of lhaf(Yt) and lhaf(Ycj ) are given, one can compute lhaf(Y ) as the permanent case by using a

subset convolution, the complexity of which is given by O(lw22w). Therefore, at node t, the complexity of computing
all Y is O(lw22w), and the complexity of computing lHaf(Bm) is O(kw22w).

3. Collision events

Let us consider cases with collision events. To do that, let B be a symmetric matrix and a weight vector m =
(m1, . . . ,mM ) is given. The goal is to compute the loop hafnian of Bm, obtained by repeating i’s row and column
for mi times. Let G be the underlying graph structure of B. More explicitly, vertex set X is composed of i’s for mi

times, treating i’s as distinct. We again define X̄ to be the set of i ∈ [M ] such that mi > 0, i.e., removing redundancy
from X.

We define a generalized perfect matching of X̄ that allows repeated edges. We represent a list of repeated edges
as a vector τ indexed by E, and for each ij ∈ E the entry τij indicates the number of times that edge ij appears.
The degree vector of τ is deg(τ) with coordinates deg(τ)i ≡

∑
j∈[M ] τij . For a given weight vector m, we define an

m-matching of G as a list τ such that deg(τ) = m. Let PMG(m) be the set of all m-matchings of G.
Following Ref. [10], we define

B(τ) ≡
( ∏

ii∈El
Tτii(Bii)

)
 ∏

ij∈E0

(Bij)
τij


 , (S55)

where El ⊂ E consists of the loops, and E0 ≡ E \ El, and the sequence {Tk(a)}k∈N satisfies the following recursion:

T0(a) = 1, T1(a) = a, Tk(a) = a(Tk−1(a) + (k − 1)Tk−2(a)). (S56)

In particular, Tk(a) represents the loop hafnian of a constant matrix with an element a. We can now rewrite a loop
hafnian as

lHaf(Bm) = m!
∑

τ∈PMG(m)

1

τ !
B(τ), (S57)

define a rescaled loop hafnian as

lhaf(y) ≡ 1

y!
lhaf(By) =

∑

τ∈PMG(y)

1

τ !
B(τ). (S58)

To show Eq. (S57), we again find a way to reduce a matching of a graph G(B,X) to a generalized m-matching
allowing multiple edges. We can rewrite vertices of G as (i, li) by introducing li ∈ mi for redundancy. For an edge
between (i, li) and (j, lj) of a matching π, we drop the second indices and obtain an edge of a generalized matching τ .
Such a way defines a function f : PMG(m) and for a given generalized matching τ ∈ PMG(m), one can easily check
that fiber f−1(τ) consists of m!/τ ! elements. By taking into account the loops, we finally obtain Eq. (S57).

Now, we present the recursive relation:
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Lemma 6. Let B be a matrix with associated graph G. Let (T, χ) be a tree decomposition of G. Let t be an internal
node of T , and let y be such that

χ(Tt) \ χ(t) ⊂ sat(y) ⊂ supp(y) ⊂ χ(Tt). (S59)

Then,

lhaf(y) =
∑

yt,yc

lhaf(yt)
l∏

j=1

lhaf∗(ycj ), (S60)

where the sum is over (yt,yc1 , . . . ,ycl) such that:

y = yt +
l∑

j=1

ycj , supp(yt) ⊂ χ(t), χ(Tcj ) \ χ(t) ⊂ sat(ycj ) ⊂ supp(ycj ) ⊂ χ(Tcj ), (S61)

supp(yt) t supp(yc1) t · · · t supp(ycl) = supp(y). (S62)

Here,

lhaf∗(yc) =
∑

τc

∏

ij∈τ
Bij , (S63)

where the sum is over perfect matchings τc satisfying τc ∩ (χ(t)× χ(t)) = ∅.

Proof. Consider y satisfying (S59) and a matching τ with deg(τ ) = y. Let Y ≡ supp(y). First, we define a
submatching τt ≡ τ ∩ (χ(t)×χ(t)). We let i, j ∈ Yt for such ij. On the other hand, for ij ∈ τ , if i 6∈ χ(t) and j ∈ χ(t),
or i ∈ χ(t) and j 6∈ χ(t), or i 6∈ χ(t) and j 6∈ χ(t), one can find a child c such that i, j ∈ χ(Tc) by definition of tree
decomposition. We then define τc such that ij ∈ τc and let ij ∈ Yc. Therefore, we now have a unique decomposition
of a matching,

τ = τt t τc1 t · · · t τcl . (S64)

Also, the decomposition of y into yt and ycj ’s following that of Y guarantees the condition (S61), (S62). Conversely,
if submatchings τt and τcj ’s are given that satisfy the above conditions, we can combine them to construct a matching
τ . Therefore, we obtain Eq. (S60).

In a similar way as previous cases, one can rewrite

lhaf∗(yc) =
∑

i

∑

ytc:|supp(ytc)|=i
(−1)|ytc|lhaf(ytc)lhaf(ycc), (S65)

where the sum is over ytc such that

yc = ytc + ycc, supp(ytc) t supp(ycc) = supp(yc), supp(ytc) ⊂ χ(t). (S66)

Therefore, one can rewrite (S60) as

lhaf(y) =
∑

lhaf(yt)
l∏

j=1

lhaf(ytcj )lhaf(yccj ), (S67)

where the sum is over yt, ytcj , and dccj such that

y = yt +
l∑

j=1

(ytcj + yccj ), supp(y) = supp(yt) t supp(ytc1) t · · · t supp(ytcl) t supp(ycc1) t · · · t supp(yccl),

(S68)

supp(yt) ⊂ χ(t), supp(ytcj ) ⊂ χ(t) ∩ χ(tcj ), χ(Tcj ) \ χ(t) ⊂ sat(yccj ) ⊂ supp(yccj ) ⊂ χ(Tcj ). (S69)

Using the recursive relation, we can compute lHaf(Bm) = lhaf(m)/m!.
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Let us analyze its complexity. At node t, all lhaf(yt) can be computed recursively as follows: Let B be an n × n
symmetric matrix. Consider y ⊂ X and y such that supp(y) = Y . Then, letting a0 be the first element of Y ,

lhaf(y) =
1

y!
lHaf(By) =

1

y!

∑

π∈PM(Y )

∏

ij∈π
Bij =

1

y!

∑

x∈Y
Ba0,x

∑

π∈PM(Y \{a0,x})

∏

ij∈π
Bij (S70)

=
1

y!

∑

x∈Y
Ba0,xlHaf(By−ya0,x) =

1

y!

∑

x∈Y
Ba0,x(y − ya0,x)!lhaf(y − ya0,x) (S71)

where ya0,x is the weight vector corresponding to {a0, x}. For each y, we loop over at most n elements, and for each
we need O(n) to find the set Y \ {a0, x}. Thus, we can compute lhaf(y) for all y in O(n2(c+ 1)n).

On the other hand, for given values of lhaf(yt) and lhaf(ycj ), lhaf(y) for all y can be computed using a convolution
with a fast Fourier transform, the complexity of which is given by O(lw(2c + 1)w) [9]. Therefore, the complexity at

node t is given by Õ((2c+ 1)w) for all y at node t.

S2. SAMPLING ALGORITHMS

A. Clifford-Clifford algorithm (single-photon boson sampling)

In this section, we recall the Clifford-Clifford algorithm to simulate single-photon boson sampling [11]. Let us
consider single-photon state input,

|ψin〉 =
∏

j∈S
â†j |0〉, (S72)

where S represents the set of the position of input single photons. The Clifford-Clifford algorithm employs a standard
Monte-Carlo method, which uses marginal probabilities. Consider a sampling from a probability distribution of
p(r) = p(r1, . . . , rM ). The probability to obtain an outcome (r1, . . . , rN ) can be decomposed as the conditional
probabilities

p(r1, . . . , rM ) = p(r1)p(r2|r1) · · · p(rM |r1, . . . , rM−1). (S73)

Thus, by sampling from r1 to rM in order using conditional probabilities, which are obtained by marginal probabilities
as

p(rk|r1, . . . , rk−1) =
p(r1, . . . , rk)

p(r1, . . . , rk−1)
. (S74)

we can sample from a target probability distribution as well.
In order to compute marginal probabilities of single-photon boson sampling, we introduce an expanded sample space

for sampling from the photon number distribution of an output state following Ref. [11]. First, a photon number
outcome m = (m1, . . . ,mM ), where mi represents the number of output photons in ith mode, can be equivalently
described by z = (z1, . . . , zN ) with z1 ≤ z2 ≤ · · · ≤ zN , where z represents the modes where a photon is detected.
The probability to obtain z is written as

p(z) =
1

µ(z)
|Per(USz )|2, (S75)

where USz is a matrix obtained by choosing zi rows and columns corresponding to input modes j ∈ S. Here, the

number of different instances of z is
(
N+M−1

N

)
. By expanding the sample space, we define

q(r) ≡ 1

N !
|Per(USr )|2, (S76)

where r = (r1, . . . , rN ) ∈ [M ]N is an unordered tuple. Note that p(z) = N !q(z)/µ(z) and that Per(USz ) = Per(USr ).
Thus, sampling from q(r) and sorting r in ascending order is equivalent to sampling directly from p(z). We expand
the sampling space even further with an auxiliary array α = (α1, . . . , αN ), where α is a permutation of S. By defining

φ(r1, . . . , rk|α) =
1

k!

∣∣Per(Uα1,...,αk
r1,...,rk

)
∣∣2 , (S77)

one can prove that q(r) = Eα[φ(r|α)] [11], where the expectation is taken over uniform α, and we use for sampling

φ(r|α) = φ(r1|α)φ(r2|r1,α) · · ·φ(rN |r1, . . . , rN−1,α). (S78)

Therefore, one may perform boson sampling by computing a marginal probability φ(r1 . . . , rk|α).
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B. Gaussian boson sampling classical algorithm

In this section, we present a Gaussian boson sampling classical algorithm and show that such a algorithm can
be used to take advantage of graph structure of a given circuit. Let us first briefly review a phase-space method
to handle Gaussian states (See Refs. [12–15] for more details about Gaussian states.). Gaussian states are defined
as ones that are described by a Gaussian distribution in phase space. Since it follows a Gaussian distribution, an
M -mode Gaussian state can be fully characterized by its 2M×2M (Wigner) covariance matrix V and M -dimensional
first-moment vector d. The first-moment vector and covariance matrix of a given quantum state ρ̂ are defined as
dj = Tr[ρ̂Q̂j ] and Vjk = Tr[ρ̂{Q̂j − dj , Q̂k − dk}]/2 with a quadrature-operator vector Q̂ ≡ (x̂1, p̂1, . . . , x̂M , p̂M ),

satisfying the canonical commutation relation [Q̂j , Q̂k] = iΩjk, where

Ω ≡ 1M ⊗
(

0 1
−1 0

)
. (S79)

In addition, the dynamics of the quantum state under Gaussian unitary transformations can be equivalently char-
acterized by the symplectic transformation of its covariance matrix, namely, Û ρ̂Û† ⇐⇒ SV ST, where symplectic
matrices conserve the canonical commutation relation, STΩS = Ω. A squeezing operation and a beam splitter oper-
ation are a Gaussian unitary transformation. Therefore, we describe beam splitter arrays by using their symplectic
transformation.

For Gaussian boson sampling, we first begin with a vacuum state, the covariance matrix of which is given by
12M/2. We then apply a squeezing symplectic transformation on source modes in S, which is written as Ssq =
⊕Mi=1diag(eri , e−ri) where ri = r for i ∈ S and ri = 0 otherwise. We assume a momentum-squeezing operation with
a real positive squeezing parameter r > 0 without loss of generality. Thus, the covariance matrix of the input state
is written as Vin = Ssq12MS

T
sq/2 = ⊕Mi=1diag(e2ri , e−2ri)/2. In addition, beam splitters are also Gaussian unitary

operations, so that beam splitter operations between two modes can be characterized by symplectic matrices SBS,
which is formally written as

SBS =

(
cos θ eiφ sin θ

−e−iφ sin θ cos θ

)
⊗ 12. (S80)

The symplectic matrix corresponding to given beam splitter arrays of depths D can be efficiently computed by matrix
multiplications of 2M × 2M beam splitter symplectic matrices.

We now present more details about Gaussian boson sampling and its classical algorithm. We consider N number of

sources in M bosonic modes with beam splitter arrays. We write a (complex) covariance matrix Σij = Tr[ρ̂{ξ̂i, ξ̂j}]/2
of the final Gaussian state ρ̂ with ξ̂ = (â1, . . . , âM , â

†
1, . . . , â

†
M ) to follow a notational convention used in Refs. [16, 17].

Note that a covariance Σ can be easily obtained by a (Wigner) covariance matrix V , Σ = FV F †, where F changes

the order of quadrature operators as (x̂1, p̂1, . . . , x̂M , p̂M ) to (x̂1, . . . , x̂M , p̂1, . . . , p̂M ) and multiply 1√
2

(
1 i
1 −i

)
⊗ 1M .

In the case of Gaussian states of a covariance matrix Σ and a zero displacement, the probability of each outcome
(n1, n2, . . . , nM ) obtained by the measurement in photon-number basis is given by [16]

P (m1,m2, . . . ,mM ) =
1√

det(Σ + 12M/2)

Haf(Am)

m1! · · ·mM !
, (S81)

where

A = XM [12M − (Σ + 12M/2)−1], Xm =

(
0 1M

1M 0

)
. (S82)

Here, Am is a matrix obtained by repeating the jth and (j +M)th row and column of A for nj times for 1 ≤ j ≤M ,
and Haf(A) is the hafnian of a matrix A [18].

We supply a recently proposed classical algorithm to simulate Gaussian boson sampling in Ref. [19]. We first
decompose a covariance matrix as Vout = V + W , with V = SST/2 and W ≥ 0, where S is a symplectic matrix so
that V is a covariance matrix of a pure state. Thus, the Gaussian state of Vout can be interpreted as a mixture of
states obtained by applying a random displacement sampled from a normal distribution of W to a pure Gaussian
state of V . Hence, by applying a random displacement µ sampled by a normal distribution with a covariance matrix
W , we sample a pure Gaussian state having a covariance matrix V and a mean vector µ.

We then sample (x1, p1, . . . , xM , pM ) from a normal distribution with the covariance matrix V +1/2 and transform

the sample to a complex vector (α1, . . . , αM ) with αj ≡ (xj+ipj)/
√

2. Based on the sample (α∗2, . . . , α
∗
M ), we compute
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conditional probability p(m1|α∗2, . . . , α∗M ), which can be computed by the conditional covariance matrix and mean
vector. More explicitly, for k ∈ [M ],

P (m1, . . . ,mk|αk+1, . . . , αM ) =
1√

det(Σ(k) + 12k/2)

lHaf(Ã
(k)
m )

m1! . . .mk!
=

1√
det(Σ(k) + 12k/2)

|lHaf(B̃
(k)
m )|2

m1! . . .mk!
, (S83)

where lHaf(A) is the loop hafnian of a matrix A [20] and Σ(k) is the conditional covariance matrix for (αk+1, . . . , αM ),

and we have used the block structure of A(k) and Ã(k) as

A(k) = Xk[12k − (Σ(k) + 12k/2)−1] = B(k) ⊕B(k)∗, (S84)

Ã(k) = fdiag(A(k), γ(k)) = B̃(k) ⊕ B̃(k)∗ , (S85)

where fdiag(A, γ) is a matrix filling the diagonal elements of A by the vector γ, and γ ≡ (Σ + 1/2)−1α and γ(k)

is obtained similarly to A(k). Here, B
(k)
m is obtained by repeating ith column and row for mi times from marginal

probabilities. By directly computing the loop hafnian of B̃
(k)
m for 0 ≤ m1 ≤ mmax, we sample n∗1. Since mj can

be infinitely large in principle, we choose an upper-threshold of mj carefully (See Sec. S3). After obtaining m∗1, we
discard α2 and continue to sample n2 by computing p(m∗1,m2|α∗3, . . . , α∗M ) for 0 ≤ m2 ≤ m∗max. We continue the
procedure and finally obtain a sample (m∗1, . . . ,m

∗
M ).

We now show that such a algorithm can be exploited to take advantage of graph structure by showing that marginal
probabilities also enjoy the same structure. Let us simplify the expression A(k) and B(k). We recall that for a block
matrix of partitions A and B,

M =

(
MA MAB
MBA MB

)
, (S86)

the Schur complement is defined as M/MB ≡ MA −MAB(MB)−1MBA [21]. Especially, the Schur complement has a
property that

(M−1)A = (M/MB)−1. (S87)

According to the algorithm above, we only need to be able to sample from a conditional (by heterodyne detection) pure
Gaussian state to simulate Gaussian boson sampling. Especially, the conditional covariance matrix from heterodyne

detection on B is given by V
(B)
A = (V + 1/2)/(V + 1/2)B − 1/2 [15]. Let us define Q

(B)
A ≡ Σ

(B)
A + 1/2. One can easily

check that we can rewrite Q
(B)
A = Q/QB. When we have a Gaussian state with a covariance matrix V and a mean

vector d, the mean vector of a conditional probability after obtaining µB by heterodyne detection is given by [15]

d
(B)
A = dA + VAB(VB + 1/2)−1(µB − dB). (S88)

Now, to compute a marginal probability, we invert Q
(B)
A as

AA ≡ X
[
1−

(
Q

(B)
A

)−1
]

= X
[
1− (Q−1)A

]
= X

(
1−Q−1

)
A . (S89)

Here, we have used the Schur complement’s property of Eq. (S87),
(
Q

(B)
A

)−1

= (Q/QB)−1 = (Q−1)A. After rewriting

Q = (U ⊕ U∗)T (U ⊕ U∗)† + 1/2, we can find Q−1 = (U ⊕ U∗)(T + 1/2)−1(U ⊕ U∗)†, where

T =

(
⊕Mi=1 sinh2 ri ⊕Mi=1 sinh ri cosh ri

⊕Mi=1 sinh ri cosh ri ⊕Mi=1 sinh2 ri

)
, (T + 1/2)−1 =

(
1 −⊕Mi=1 tanh ri

−⊕Mi=1 tanh ri 1

)
. (S90)

Thus, AA = BA ⊕B∗A, with BA = [U(⊕i tanh ri)U
T]A. Finally, ÃA = fdiag(AA, γA) and B̃A = fdiag(BA, γA). Here,

γA = [Q−1]Aα
(B)
A and α

(B)
A is a complex mean vector transformed from d

(B)
A . Since marginal probabilities depend on

the loop hafnian of B̃A and its graph can be obtained by simply discarding vertices for part B (conditioning part),
marginal probabilities follow the graph structure of a probability.
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C. Proof of Theorem 1

To simulate single-photon boson sampling, we implement the Clifford-Clifford algorithm by computing marginal
probabilities φ(r1, . . . , rk|α) with k = 1, . . . , N . At each k ∈ [N ], we compute M marginal probabilities, corresponding
to Per(Uα1,...,αk

r1,...,rk
), so the maximal complexity is O(MNw22w). One can easily see that the bipartite graphs corre-

sponding to marginal probabilities are minors of a bipartite graph for a probability. Since we iterate for k ∈ [N ],
the total complexity of sampling is at most O(MN2w22w). For Gaussian boson sampling, at each step k ∈ [M ], we
need to compute total two marginal probabilities corresponding to the conditional covariance matrices, i.e., zero and
a single photon, and each of those is a loop hafnian of k × k matrix, having the maximal complexity O(Nw22w).
Thus, the total complexity is O(MNw22w).

S3. ERROR OF PHOTON-NUMBER TRUNCATION

In this section, we analyze the influence of photon-number truncation in squeezed states. When we have N squeezed
vacuum states and measure them in photon-number basis, the probability to generate a total of k photon pair events
(2k photons) is given by the negative binomial distribution [16, 22]

PN (k) =

(N
2 + k − 1

k

)
sechNr tanh2k r. (S91)

Note that beam splitter arrays do not change the probability distribution of total photon numbers. The tail probability
of the negative binomial distribution is given by [23]

Pr(k > αNsech2r) ≤ exp

[−αN(1− 1/α)2

2

]
. (S92)

While increasing a constant α decreases the truncation error exponentially, the order of the complexity of sampling does
not change. Any accuracy can be achieved by increasing α with a constant factor which reduces error exponentially.
In order to make the truncation error to be smaller than ε for sufficiently large α, we may choose αNsech2r =
2sech2r log(1/ε) ≡ mmax.

S4. APPROXIMATION METHOD

A. Approximation of a unitary matrix

Let U be a true unitary transformation matrix. Our approximation strategy is U → Ũ ≡ U − dU , where we have
removed unitary matrix elements for jump more than diffusive dynamics. Note that Ũ is no longer unitary in general.
We provide an approximation algorithm and the upper bound of its simulation error.

We first extend Ũ to a unitary matrix in 2M × 2M . Using singular value decomposition, Ũ = RDV , we transform
Ũ → Ū = Ũ/κ to make the singular values smaller than 1, i.e., κ is chosen to be the maximum singular value or 1

if the maximum singular value is smaller than 1, and define Ū ≡ RD̄V = RD̃V/κ. Note that in practice one may
merely replace singular values larger than 1 by 1, while we divide them by the maximum for simplicity of the proof.
By Mirsky’s theorem [24], we have

(σ̃1 − σ1)2 ≤
∑

i

(σ̃i − σi)2 ≤ ‖dU‖2F (S93)

where σi’s are singular values of U , i.e., σi = 1 and σ̃i’s are singular values of Ũ in descending order. Thus,
(κ− 1)2 ≤ ‖dU‖2F . Defining µ = κ− 1, µ2 ≤ ‖dU‖2F . Now we extend the matrix Ū to a 2M × 2M unitary matrix

W =

(
Ū R

√
1− D̄2V

R
√

1− D̄2V −Ū

)
. (S94)

We also extend a true unitary matrix into a 2M × 2M matrix as U2M ≡ U ⊕ (−U). One can check that U2M and W
are close if the approximation of U is small:

‖dW‖2F ≡ ‖W − U2M‖2F = Tr(W − U2M )†(W − U2M ) = 2‖Ū − U‖2F + Tr(1− D̄2), (S95)



14

where

‖Ū − U‖2F =

∥∥∥∥∥
Ũ

µ+ 1
− U

∥∥∥∥∥

2

F

≤ ‖U − dU − (1 + µ)U‖2F = ‖dU + µU‖2F ≤ (
√
M + 1)2‖dU‖2F , (S96)

and

Tr(1− D̄2) = Tr

(
1− D̃2

(1 + µ)2

)
=

M∑

i=1

(
1 +

σ̃i
1 + µ

)(
1− σ̃i

1 + µ

)
≤

√√√√
M∑

i=1

(
1 +

σ̃i
1 + µ

)2 M∑

i=1

(
1− σ̃i

1 + µ

)2

(S97)

≤

√√√√
M∑

i=1

(
1 +

σ̃i
1 + µ

)2

(
√
M + 1)‖dU‖F ≤ 2

√
M(
√
M + 1)‖dU‖F . (S98)

Here, the first inequality follows from the Cauchy-Schwarz inequality, and the second inequality follows from the
Mirsky’s theorem and the fact that σ̃i/(1 + µ) ≤ 1 is the singular values of D̄. Hence,

‖dW‖2F ≤ 2(
√
M + 1)2‖dU‖2F + 2

√
M(
√
M + 1)‖dU‖F ≤ 2(

√
M + 1)2(‖dU‖2F + ‖dU‖F ). (S99)

B. Single-photon state approximation

Our approximation algorithm operates as follows: We first approximate a unitary matrix by a nonunitary matrix
Ũ = U −dU and obtain the extended 2M × 2M unitary matrix W as Sec. S4 A. We then employ the Clifford-Clifford
algorithm. Running the algorithm, at kth step, we compute φ(r1, . . . , rk|α) as Eq. (S77) for rk from 1 to M for

given r1, . . . , rk−1. For those cases, the graph structure of an approximated matrix Ũ can be employed so that it can
be computed by using dynamical programming. More specifically, the relevant bipartite graph has vertices for the
sources and (r1, . . . , rk), depends only on Ũ . Since we do not cover all outcomes rk from M +1 to 2M , the probability
sum over rk = 1, . . . ,M can be less than zero, meaning that we have a chance to detect photons outside of the first M
modes. For these cases, we return “out”, and otherwise we continue. Such a way guarantees that we obtain photons
only at the first M modes as we desire.

Let us analyze the total variation distance:

TVD =
1

2

∑

x=xM⊕0

|Pideal(x)− Papprox(x)|+ 1

2

∣∣∣∣∣∣
∑

x6=xM⊕0

(Pideal(x)− Papprox(x))

∣∣∣∣∣∣
(S100)

≤ 1

2

∑

x

|Pideal(x)− Papprox(x)| ≤ N

2
‖dW‖F . (S101)

where xM ⊕ 0 represents outcomes for which photon numbers are zero other than the first M modes. The second
inequality is from Ref. [25], which states that the TVD is bounded by the operator norm of two unitary transformation
matrices, and the last inequality follows from the definition of the operator norm and Frobenious norm.

C. Gaussian state approximation

For Gaussian boson sampling as well, we first extend an approximated matrix Ũ = U − dU to W and transform it
to a symplectic matrix. Our Gaussian state’s covariance matrix is then written as

V̄2M = SW (D ⊕ 1M/2)ST
W , (S102)

where the added 1M/2 represent vacuum. The true extended covariance matrix can be written as

V2M = (SU ⊕ S−U )(D ⊕ 1M/2)(SU ⊕ S−U )T. (S103)

First, we show that the distance between the approximated and true covariance matrices are bounded by the Frobenius
norm of unitary matrices,

‖V2M − V̄2M‖F = ‖SDST − S̄DS̄T‖F ≤ 2‖S − S̄‖F ‖D‖F ‖S‖F = ‖S − S̄‖F
√

2M [N cosh 4r + (M −N)]

≤ 2‖dW‖F
√
M [N cosh 4r + (M −N)]. (S104)
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Finally, since we only care about the output photons at the first M modes, we postselect such outcomes. This can
be implemented by first computing the probability to obtain nonzero photons for the additional M modes and sample
from the binary. If photons click for the modes, then we return “out”, otherwise we proceed the algorithm by using
conditional covariance matrix for the first M modes. Such a way leads to the TVD as

TVD =
1

2

∑

xM⊕0

|Pideal(x)− Papprox(x)| ≤ 1

2

∑

x2M

|Pideal(x)− Papprox(x)| ≤
√

1− F (V2M , V̄2M )

≤ (N cosh 4r/2)1/4‖V2M − V̄2M‖1/2F ≤ ‖dW‖1/2F poly(N). (S105)

Here, the second and third inequalities are found as follows: Recall that total variation distance can be bounded by
quantum infidelity 1− F [26],

1

2

∑

x

|P (x)− Pa(x)| ≤ 1

2
‖ρ̂− ρ̂a‖ ≤

√
1− F (ρ̂, ρ̂a). (S106)

Quantum fidelity between two M -mode Gaussian states characterized by covariance matrices V1, V2 and zero means,
one of which is pure, can be written as [27, 28]

F (V1, V2) =
1√

det(V1 + V2)
, (S107)

where we used a covariance matrix instead of quantum state ρ̂ in the argument because a covariance matrix completely
characterizes a quantum state in our case. The following lemma shows that the quantum infidelity between two
Gaussian states characterized by V1 and V2 can be bounded by the Frobenius norm ‖ · ‖F of their difference matrix
X = V1 − V2.

Lemma 7. Let V1 be a covariance matrix of a Gaussian state in bosonic modes M obtained by applying beam
splitter arrays on single-mode squeezed states of squeezing parameter r and V2 be a covariance matrix of a Gaussian
state. For small ‖X‖F , the quantum infidelity between the two Gaussian states is bounded by 1 − F (V1, V2) ≤
‖X‖F

√
N cosh 4r/2.

Proof. Note that the covariance matrix V1 can be decomposed as V1 = S(12M/2)ST by a symplectic matrix S satisfying
SΩST = Ω and that the symplectic matrix can be decomposed as S = OSsq, where O represents a symplectic matrix
corresponding to beam splitter arrays and Ssq represents squeezing operators to generate squeezed vacuum sources.
We then have

det(V1 + V2) = det(2V1 −X) = det(12M − S−1XS−T) ≤
(

1 +
1

2M
|Tr[S−1XS−T]|

)2M

≤
(

1 +
1

2M
‖X‖F ‖S−TS−1‖F

)2M

≤
(

1− 1

2
‖X‖F ‖S−TS−1‖F

)−2

, (S108)

where for the first inequality, we have used the symmetric property of X and the inequality of arithmetic geometric
means and the fact that

Tr[S−1XS−T] = Tr[S−1(V1 − V2)S−T] = Tr[12M/2− S−1V2S
−T] = Tr[12M/2− Ṽ2] ≤ 0. (S109)

The Cauchy-Schwarz inequality has been used for the second inequality. For the last inequality, we used (1+x/M)M ≤
(1− x)−1 for 0 ≤ x ≤ 1. Then, the quantum fidelity between Gaussian states with covariance matrices V1 and V2 is
approximated as

1− F (V1, V2) = 1− 1√
det(V1 + V2)

≤ 1

2
‖X‖F ‖S−TS−1‖F =

√
N cosh 4r/2‖X‖F . (S110)

D. Proof of Theorem 2

According to Theorem 1, we can perform exact samplings in O(MN2w22w) (single-photon boson sampling up to
threshold) and in O(MNw22w) (Gaussian boson sampling) for collision-free cases. Therefore, by Eq. (S100) and
Eq. (S105), we can do approximate samplings in the same complexity with error O(poly(N)‖dW‖F ) in terms of the

total variation distance. Finally, by Eq. (S99), ‖dW‖F ≤
√
‖dU‖2F + ‖dU‖F up to poly(N), thus this proves the

theorem.
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S5. DIFFUSIVE DYNAMICS OF RANDOM BEAM-SPLITTER ARRAYS

A. Classical random walk behavior of random beam-splitter arrays

Let us consider two modes â
(D)†
k and â

(D+1)†
k at depth D, which are written as

â
(D)†
k =

M∑

j=1

U
(D)
k,j â

(0)
j , and â

(D)†
k+1 =

M∑

j=1

U
(D)
k+1,j â

(0)†
j . (S111)

After applying a beam splitter between them, the modes are transformed as

â
(D+1)†
k = eiφ1


cos θ

M∑

j=1

U
(D)
k,j â

(0)†
j + eiφ0 sin θ

M∑

j=1

U
(D)
k,j â

(0)†
j


 , (S112)

â
(D+1)†
k+1 = eiφ2


cos θ

M∑

j=1

U
(D)
k+1,j â

(0)†
j − e−iφ0 sin θ

M∑

j=1

U
(D)
k+1,j â

(0)†
j


 , (S113)

where cos θ and sin θ represent the beam splitter’s transmissivity and reflectivity, respectively, and we obtain the
following relation

U
(D+1)
k,j = eiφ1

(
U

(D)
k,s cos θ + eiφ0U

(D)
k+1,s sin θ

)
, (S114)

U
(D+1)
k+1,j = eiφ2

(
U

(D)
k,s cos θ − e−iφ0U

(D)
k+1,s sin θ

)
. (S115)

After averaging the transmissivity cos θ over the uniform distribution of θ ∈ [0, 2π), and the phases φ0, φ1 and, φ2

over the uniform distribution of [0, 2π), we obtain

E[|U (D+1)
k,s |2] = E[|U (D+1)

k+1,s |2] =
E[|U (D)

k,s |2] + E[|U (D)
k+1,s|2]

2
, (S116)

which shows that the transmission and reflection rate of a random beam-splitter array follows a random walk behavior.

B. Proof of Lemma 2

We provide the proof of Lemma 2 in this section. We first note that on average the random beam-splitter circuits
can be characterized by a symmetric random walk and that the goal is to find an upper-bound on the leakage rate. We
observe that the leakage rate assuming an infinite number of modes is always larger than one with boundaries because
boundaries makes the walker return to the initial lattice. Thus, it is sufficient to find an upper-bound assuming an
infinite number of modes.

For one-dimensional random walk, the probability of propagating farther than l in step t is given by

P ≤ 2 exp

(
− l

2

2t

)
. (S117)

Thus, the leakage rate for d-dimensional case can be upper-bounded as

E[η] ≤ 1−
[
1− 2 exp

(
− l

2

2t

)]d
≤ 2d exp

(
− l

2

2t

)
, (S118)

where η = η(~θ, ~φ) is a function of parameters (~θ, ~φ) for beam splitter arrays, which are random variables following a
uniform distribution on [0, 2π).

Using Markov’s inequality, we obtain

P (η ≥ a) ≤ E[η]

a
=

2d

a
exp

(
− l

2

2t

)
. (S119)
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(a) (b)

FIG. S1. Examples of 2D constant-depth circuit diagrams. First depth (black), second (red), third (blue), and fourth one
(green). Examples of 5× 5 circuit appearing (a) elementary wall in a depth-3 circuit, (b) grid graph in a depth-4 circuit. Both
have unbounded treewidth Θ(N).

Since we are interested in the leakage rate of a source, we set l = κL = κk1/dN (γ−1)/d with L = (M/N)1/d

for a d-dimensional case. Taking into account the dimension of the circuit, we set t = D/d. Especially for depth

D ≤ dk2/dc1κ
2N

2(γ−1)
d −ε/2 and a = exp(−N ε) with an arbitrary ε > 0, we find

P [η ≥ exp(−N ε)] ≤ 2d exp

[(
1− 1

c1

)
N ε

]
. (S120)

Thus, the probability is exponentially small in N when c1 < 1. In other words, except for an exponentially small

probability for (~θ, ~φ), the leakage rate η(~θ, ~φ) is exponentially small.
In addition, for d = 1, if we set l = κL logN = κkNγ−1 logN , we can similarly obtain forD ≤ c1k2κ2N2(γ−1)−ε(logN)2/2

P [η ≥ exp(−N ε)] ≤ 2d exp

[(
1− 1

c1

)
N ε

]
. (S121)

S6. PROOF OF THEOREM 3

In this section, we provide the proof of Theorem 3. First, let us consider single-photon boson sampling. By the
assumption, D ≤ Deasy ≡ dk2/dN2(γ−1)/d−ε/8. It corresponds κ = 1/2, so that l = L/2; thus, the sources are confined

at the initial sublattices under the approximate matrix Ũ . Since the photons are detected at their initial sublattices
for typical circuits, the corresponding outcomes are represented by disjoint graphs with two vertices (input photon and
output photon for each sublattice). Therefore, the graph has treewidth w = 1. Thus the complexity is O(MN2) by
Theorem 1. Now we check whether the error satisfies the condition O(1/poly(N)). We start with the total variation
distance as

TVD ≤ poly(N)
√
‖dU‖2F + ‖dU‖F ≤ O(1/poly(N)), (S122)

where we use Theorem 2 for the first equality, and Lemma 2 for the second inequality. Therefore, the approximate
boson sampling can be efficiently performed.

Now, let us move to the Gaussian boson sampling. The only difference is that a Gaussian source, i.e., squeezed
vacuum state, can emit multiple photons so that output can be many photons even confined in the same sublattice.
We still assume that this multiplicity is at most a constant c without loss of generality. Then in a single sublattice,
at most c photons can be detected, which leads the treewidth c − 1 because it yields the complete graph in the
symmetric tree decomposition. Although each sublattice has a complete graph, there are only disjoint graphs, and
total treewidth is bounded, i.e., w ≤ c− 1. Consequently, the sampling complexity is O(MN) by Theorem 1, and the
error analysis is the similar to the case of single-photon boson sampling.

S7. CONSTANT-DEPTH 2D CIRCUIT

In this section, we briefly show that for 2D structures, only constant-depth is enough to achieve unbounded treewidth
of induced graphs. Let us focus on a dense circuit, i.e., L = 1, in a 2D lattice, with local interactions. We can draw
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(a)

(b) (c)

(d)

FIG. S2. (a) Virtual tree decomposition including all modes, which will be used to construct real bags of a symmetric tree
decomposition. The former is the latter’s child. Here, we assume that a photon from source can jump up to 3 modes away.
M = 144 and N = 16 (b) An example output distribution. (c) Corresponding symmetric graph. (d) True tree decomposition
taking into account true outcomes only. An upper bound on the treewidth is w = 8.

2D circuit diagrams Fig. S1, in which vertices represent input positions of the circuit, and edges correspond the
connectivity by local interaction. In Fig. S1 (a), a graph with unbounded treewidth already appears for depth-3,
called elementary wall [29]. If we step one depth more, we can obtain a grid (Fig. S1 (b)). Both have the treewidth
w = Θ(N) with N is the height of the wall or length of the grid. One can find that there exist output configurations
including the graph of circuit diagrams, which indicates that the treewidths of circuit diagrams are lower bounds
on the maximal treewidths of the induced graphs over possible outcomes. Thus, the corresponding bipartite graph
(symmetric graph) for single-photon (Gaussian) boson sampling has at least this unbounded treewidth.

It is worth mentioning that the simulability of constant-depth circuits in the literature. For linear optical circuits
with single-photon inputs, all depth-2 circuits are easy, some depth-4 circuits are hard, and the depth-3 case is
unknown [30]. By our argument, some depth-3 circuits are hard using our treewidth-based algorithm. In addition,
for a 2D Gaussian local random boson sampling, constant-depth hardness is suggested under certain conjectures [31].
For qubit circuits, there exist depth-3 circuits with treewidth Ω(n) by using expander graph [32].

S8. UPPER BOUND ON THE TREEWIDTH OF INDUCED GRAPHS (PROOF OF THEOREM 4)

In this section, we explicitly give examples of boson sampling in 2D and prove Theorem 4 by finding the upper bound
of treewidth we need. Fig. S2 shows an example of a 2D Gaussian boson sampling and its tree decomposition. Fig. S2
(a) shows a possible virtual tree decomposition before we obtain an output photon distribution. When output photons
are clicked as shown in Fig. S2 (b), the corresponding symmetric graph is given by Fig. S2 (c). Finally, we can find
the tree decomposition of an output distribution by obtaining an overlap of the virtual tree decomposition and output
photons. Here, depending on how far a photon can propagate, we have to adjust the size of each bag accordingly. When
a photon can propagate up to κL (assuming κ is a nonzero integer for simplicity), for the virtual tree decomposition,

the size of a bag is upper-bounded by
√
M × (2κ+ 1)L, and it contains at most

√
M/L× (2κ+ 1)L/L = (2κ+ 1)N1/2

sources. One can easily check that even if photons outside of a bag propagate into the bag, the number of photons
that can be clicked has the same scaling as the number of sources. Thus, the width is given by w = Θ(κN1/2).

If we let κ = Θ(Nα/2), w = Θ(N
1+α
2 ). The latter corresponds to the diffusive dynamics with D = Θ(NαDeasy).
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(a) (b) (c) (d)

FIG. S3. (a) Virtual tree decomposition including all modes (red: input modes, blue: output modes), which will be used to
construct real bags of a bipartite tree decomposition. Here, we assume that a photon from source can jump up to 3 modes away.
The colored region represents the first bag. M = 144 and N = 16 (b) An example output distribution. (c) Corresponding
bipartite graph. We depict edges only from the first input mode for simplicity. (d) An equivalent graph including grids by
rearrangement of the vertices. An upper bound on the treewidth is w = 9.
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FIG. S4. 3 × 3 grid graph and its tree decomposition using band structure (left). The first bag (blue) has element {1, 2, 3, 4}
and the second bag (yellow) has element {2, 3, 4, 5}. The width of this tree decomposition is 3 (right), which is exactly equal
to the treewidth.

Fig. S3 is for a similar case but single-photon boson sampling and bipartite tree decomposition. We remark here that
our description represents an upper bound on the treewidth. The exact treewidth is hard to find in general, but we
illustrate that for the 2D grid case, the band decomposition is enough for the exact treewidth, as shown in Fig. S4.

Finally, let us consider an arbitrary dimension d. One may find a similar virtual tree decomposition. For example, if
a photon can jump up to κL, the size of bags is upper-bounded by M1/d×M1/d×· · ·×(2κ+1)L = M (d−1)/d×(2κ+1)L,

and the number of sources is at most (M
d−1
d × (2κ+1)L)/Ld = Θ(κN

d−1
d ). Therefore, the width is Θ(κN

d−1
d ). When

κ = Θ(Nα/d), (D = Θ(N2α/dDeasy) for diffusive dyanmics), the width is given by Θ(N
α
d+ d−1

d ). It proves Theorem 4.

S9. OTHER INITIAL CONFIGURATION FOR BOSON SAMPLING USING LOCAL HAAR-RANDOM
BEAM SPLITTERS

When we want to conduct an experiment or simulate for boson sampling that is believed to be hard [8], we need to
ensure collision-free cases, i.e., M = ω(N2) or γ > 2 in the main text. We first emphasize that there is a possibility
that the sampling for M = O(N2) is not as difficult as for M = ω(N2) [33, 34]. Let us focus on achieving such
conditions with two representatives examples of different initial configurations in 2D systems, as shown in Fig. S5.
Here, we again assume local Haar-random circuits, which is motivated from the recent experimental setup [35, 36].
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(a) (b)

FIG. S5. Examples of different initial configurations. We assume M = Θ(N2). (a)
√
N ×

√
N grid shape of initial sources, (b)

1×N strip shape of sources.

Also we assume that γ is slightly larger than 2, which is the experimentally favorable and minimal condition to achieve
collision-free cases. We have shown that when D = Θ(Nγ−ε), any modes can interact with all modes regardless of
an initial configuration. Especially when the initial sources are equally distributed as we analyzed, the photons can
be detected on all M modes when D = Θ(Deasy) = Θ(Nγ−1−ε), i.e., all M = Θ(Nγ) modes are effectively involved.
Therefore, for example, when γ is slightly greater than 2, we only need an almost linear depth of N to achieve
collision-free cases. On the other hand, when all input modes are concentrated at the center or the corner of the√
M ×

√
M lattice as

√
N ×

√
N sublattice as shown in Fig. S5 (a), at D = Θ(Deasy), photons can propagate up to

Θ(N (γ−1)/2) and the number of effective modes is at most Θ(Nγ−1). Thus, a linear depth is not enough to achieve
collision-free cases and we need a larger depth when γ is slightly larger than 2. To make the effective number of modes
to be M = ω(N2), the required depth is D = ω(N2−ε) = ω(N3−γDeasy); the modes around edges do not effectively
contribute before the depth. A difference from the equally distributed case is that even though initial sources can
interact each other at a smaller depth, since the initial sources are dense, it does not guarantee collision-free case
when D = O(N2−ε) = O(N3−γDeasy). One can also show a similar behavior of another example shown in Fig. S5 (b).
Finally, it is worth noting that if we do not assume local Haar-random circuits, there is an ensemble that reaches a
global Haar-random and collision-free outcomes with a lower depth [37]. Nevertheless, we emphasize again that a local
Haar-random circuit is the experimental setup currently used for quantum supremacy demonstration, and that under
this assumption, it is advantageous to choose the equally spacing initial state to minimize the depth for collision-free.

S10. NUMERICAL METHOD FOR LIKELIHOOD TEST

In this section, we elaborate the numerical method that we have conducted to show that our treewidth-based
algorithm gives a larger likelihood than GBS experiments. The recent GBS experiment has used two layers of 2-
dimensional beam-splitter arrays for 144 modes. To reveal the locality of the given circuit, we first rearranged the 144
modes one-dimensionally as shown in Fig. 5(a). In this procedure, we have randomly shuffled the input and output
modes to find the best configuration for local approximation. For each case, we approximate the unitary matrix of
the circuit by imposing a spatial locality, i.e., photons from a source can propagate only for K steps. It means that
we discard some elements of the matrix that correspond to the coupling between modes over than K steps from each
source. We then choose a configuration that gives the best fidelity between an approximated Gaussian state with
the propagation length K and the ideal Gaussian state. For this procedure, because the approximation effectively
decreases the number of photons, we have increased the squeezing parameters and also thermal photons of the input
state to have the same mean photon number as the experiment. We note that the likelihood test is equivalent to the
test implemented in Refs. [35, 36].

More specifically, we compute the log-likelihood ratio:

ratio ≡ log
Prideal(Samples from experiment)

Prideal(Samples from treewidth algorithm)
=

Nsamp∑

i=1

log
Prideal(m

(i)
exp)

Prideal(m
(i)
tree)

, (S123)

where samples from experiments are written as {m(i)
exp}Nsamp

i=1 , and samples from treewidth algorithm are written as

{m(i)
tree}

Nsamp

i=1 , and Nsamp is the number of samples.
For the numerical demonstration, we have chosen the experimental data of focal waist 65µm and power P =

0.15, 0.3, 0.6, 1.0, 1.65 W . In the main text, we have presented the first two cases, which are classically verifiable since
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FIG. S6. Log-likelihood ratio for different powers and different number of marginal modes. We have averaged over 60, 20, 10,
30, 20 different choices of marginal modes for each point for (a)-(e), respectively.

the classical simulation is possible. For the larger powers, we have tested for the many different randomly chosen
marginal modes and averaged the score, and the results are presented in Fig. S6. First, we observe how the score
changes for the classically verifiable cases in Fig. S6(a)(b). While the overall behavior is not monotonic, the largest
likelihood ratio is attained for the smallest number of marginal modes. Now for the quantum supremacy regime,
the behavior is almost consistent with the classically verifiable cases in the sense that the score decreases up to 60
marginal modes. Due to the computational cost, we cannot test for larger number of marginals and ultimately for full
distribution, but based on the classically verifiable cases, we expect that our classical algorithm may have a better
likelihood than the experiment. It is worth emphasizing that we had to choose a larger K to attain a larger likelihood
from our treewidth-based algorithm as the power grows, which is due to the fact that for a large number of photons,
more photons can propagate further even under the same unitary matrix, so that the approximation error inevitably
increases (e.g. Eq. (S110)).
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