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Abstract

Finding the ground state energy of electrons subject to an external electric field is a fundamental
problem in computational chemistry. We prove that this electronic-structure problem, when restricted to
a fixed single-particle basis and fixed number of electrons, is QMA-complete. Schuch and Verstraete have
shown hardness for the electronic-structure problem with an additional site-specific external magnetic
field, but without the restriction to a fixed basis [20]. In their reduction, a local Hamiltonian on qubits
is encoded in the site-specific magnetic field. In our reduction, the local Hamiltonian is encoded in the
choice of spatial orbitals used to discretize the electronic-structure Hamiltonian. As a step in their proof,
Schuch and Verstraete show a reduction from the antiferromagnetic Heisenberg Hamiltonian to the Fermi-
Hubbard Hamiltonian. We combine this reduction with the fact that the antiferromagnetic Heisenberg
Hamiltonian is QMA-hard [18] to observe that the Fermi-Hubbard Hamiltonian on generic graphs is
QMA-hard, even when all the hopping coefficients have the same sign. We then reduce from Fermi-
Hubbard by showing that an instance of Fermi-Hubbard can be closely approximated by an instance of
the Electronic-Structure Hamiltonian in a fixed basis. Finally, we show that estimating the energy of the
lowest-energy Slater-determinant state (i.e., the Hartree-Fock state) is NP-complete for the Electronic-
Structure Hamiltonian in a fixed basis.

1 Introduction

Simulating quantum mechanical systems is one of the most important computational challenges in modern
science. Solving this problem, broadly defined, will allow us to probe the foundations of physics, chemistry,
and materials science, and will have useful applications to a wide variety of industries. On the other hand,
the very properties that make quantum mechanical systems so interesting — such as the exponential growth
of the underlying state space and quantum entanglement — also make quantum simulation a particularly
difficult computational task.

Finding the means to tame this daunting complexity is an objective that is nearly as old as quantum
mechanics itself. Paul Dirac, in a foundational paper from 1929, asserted that “The fundamental laws
necessary for the mathematical treatment of a large part of physics and the whole of chemistry are thus
completely known, and the difficulty lies only in the fact that application of these laws leads to equations
that are too complex to be solved. It therefore becomes desirable that approximate practical methods of
applying quantum mechanics should be developed, which can lead to an explanation of the main features of
complex atomic systems without too much computation” [10].

Today, nearly a century later, Dirac’s quote captures the underlying motivation for a large body of quan-
tum science research. For example, in the context of simulating systems of many electrons, the complexity
inherent in the simulation problem has been addressed by approximation methods such as Hartree-Fock and
Density Functional Theory [12], as well as by considering simplified quantum models such as the Hubbard
and Heisenberg Hamiltonians [3]. Moreover, even in a new, exciting era in which noisy, intermediate-scale
quantum computers are being developed that may be well suited to solve certain quantum simulation prob-
lems, Dirac’s wisdom prevails. Existing quantum algorithms, such as the phase estimation algorithm and the
variational quantum eigensolver all obtain approximate solutions to special cases of the quantum simulation
problem (see, e.g., [15, 17, 19]).
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However, there are also fundamental limitations to these simulation algorithms that stem from quantum
computational complexity. Kitaev, building on the classical work of Cook and Levin, proved that a very
general quantum simulation problem (approximating the ground state energy of a k-local Hamiltonian) is
QMA-complete [8, 14]. QMA is a natural quantum analogue of NP, and QMA-complete problems should
not have an efficient quantum algorithm, for essentially the same reasons that NP-complete problems (such
as boolean satisfiability) should not have efficient classical algorithms.

Nonetheless, QMA-completeness should not be interpreted as a categorical roadblock, but rather as
an important guidepost for the development of future quantum algorithms. In the same way that many
practically interesting instances of classical constraint-satisfaction problems have special structural properties
that avoid the worst-case hardness implied by NP-completeness results, we study QMA-completeness in
order to understand which structural properties reduce the complexity of the simulation problem — and
which properties do not — enabling improved quantum simulation algorithms that could potentially exploit
this structure.

In this work our goal is understand the computational difficulty of simulating systems of interacting
elections. Our main result shows that when restricted to a fixed number of electrons and a fixed single-
particle basis, approximating the ground state energy of the electronic structure Hamiltonian is QMA-
complete. This can be interpreted as a direct sharpening of Dirac’s quote: we conclusively demonstrate
that these properties do not add enough structure to enable the existence of an efficient quantum simulation
algorithm to approximate the ground state energy of such systems.

1.1 Paper Outline

Section 2 gives an overview of our results and techniques. Section 3 gives the reduction from the anti-
ferromagnetic Heisenberg Hamiltonian to the Fermi-Hubbard Hamiltonian. Section 4 shows the reduction
from Fermi-Hubbard to the Electronic Structure Hamiltonian in a fixed basis. In Section 5 we show that
finding the lowest energy Hartree-Fock state for the Electronic Structure Hamiltonian in a fixed basis is
NP-complete. Some of the technical lemmas used to show the QMA-hardness of the Electronic Structure
Hamiltonian in a fixed basis are given in the appendix.

2 Overview of Results

2.1 Formalizing the electronic structure problem

In computational complexity, finding the ground state of a local Hamiltonian acting on qudits is the canonical
QMA-complete problem. Local Hamiltonians are interesting not only because they are analogous to classical
constraint-satisfaction problems involving a set of low-arity functions, but because physical Hamiltonians are
typically local due to the nature of physical forces. The computational complexity of finding ground states
of qubit Hamiltonians has been studied extensively, and hardness shown even for Hamiltonians that are
physically realistic in the sense, e.g., that the terms are placed on a 2D lattice or all the same up to a
positive rescaling [18]. Much less is known about the hardness of local Hamiltonians for indistinguishable
particles. In this work, we consider the local Hamiltonian problem for fermionic systems.

The local Hamiltonian problem for systems of indistinguishable particles has two distinctive features.
First, the Hamiltonians themselves are invariant under permutations of the particles. Second, the goal is
to estimate the lowest-energy of a symmetric (for bosons) or anti-symmetric (for fermions) state. Generic
Hamiltonians (i.e., quartic polynomials in the elementary operators with general coefficients) for both types
of indistinguishable particles have been shown to be QMA-complete [16, 21], but, as with Hamiltonians
on distinguishable particles, we can ask how hard more physically realistic classes of Hamiltonians are.
Physically realistic Hamiltonians on indistinguishable particles have special properties that could make them
more amenable to computing ground energies. In particular, here we are focused on the computational
complexity of the electronic structure Hamiltonian
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which acts on an anti-symmetric state ¢» € R"7*3 of 5 electrons, where r; is the position of the i-th electron

in 3-dimensional space. For 7 electrons and a specified electric potential V : R? — R, this is the Hamiltonian
dictated by the laws of electromagnetism. Of particular interest in chemistry is the molecular electronic
structure Hamiltonian, in which the external potential

Vir)=— Z |I'—ij{j| (2)

is that of nuclei modelled as classical point particles, each with positive charge Z; and located at fixed position
R;. In reality, the nuclei are also quantum particles, but they are so much more massive than the electrons
that this model (the Born-Oppenheimer approximation) is usually a sufficiently accurate approximation to
the Hamiltonian of a molecule specified by the nuclear charges and number of electrons. There is a separate
optimization procedure to find the lowest-energy configuration of nuclear positions.

Physically, the wavefunction of the electrons is over continuous real space. Computationally, we need
to discretize the space of possible wavefunctions in some way in order to have a finite representation of
a potential ground state. This leads to the fundamental computational problem of quantum chemistry,
estimating the ground state energy of the electronic structure Hamiltonian in o fized basis:

1
HE (@ V)=T+V+U= Y tijal,a5,+ Y wvijal, a0+ 3 > uijkaal al japears  (3)
i,j€[n] i,j€[n] i,,k,1€[n]
oce{+£1} oce{+1} o,re{£1}

where ¢ = (¢1,...,¢,) is the single-particle basis with elements ¢; : R*> — C and

1 * 2
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viy = / dr gt (r)V (1) (x), (5)
wisui = [ drdw:(rm;<s>ﬁ¢k<s>¢l<r>. (6)

The indices i, j, k, I € [n] index spatial orbitals, and o, 7 € {£1} indicate the spin. Given the potential V' (r)
and a fixed set of orbitals, the Hamiltonian shown in (3) is then completely determined by the integrals
for the kinetic and potential energy shown in Egs. (4) to (6). The Electronic Structure problem then is to
determine whether the ground energy of the resulting Hamiltonian is less than some threshold E or greater
than E + 1/poly(n). This is the version of the problem posed by Whitfield et al. ([22]), who left its hardness
as an open problem. We answer here in the affirmative by showing a family of single-particle bases (with
zero potential V(r) = 0) that encodes hard problems. In H®%) | the ¢ and 7 indicate the sign of the spin of
the spin orbital. For each spatial orbital ¢;(r), there are two spin orbitals ¢; 11(r). We use £1 as an index
for simplicity, but of course physically the electron’s spin has magnitude 1/2.

Definition 1 (Electronic structure in fixed basis set — ESFBS). An instance of electronic structure in a
fized basis set is specified by an external electric field V : R® — R, a number n of electrons, a basis set
&= (1,...,0n), and thresholds a < b, where b — a > 1/poly(n). The external potential V and the basis set
¢ must be specified concisely (using poly(n) bits) in a way that allows for efficient (poly(n)-time) calculation
of the integrals in Egs. (4) to (6). The goal is to determine whether the ground state energy of Hgs in the
subspace of 1 electrons spanned by the given basis is at most a or at least b.

Our definition of the problem allows for states with arbitrary total spin, and this freedom will be critical
in our construction. One can also consider a variant in which the total spin is fixed, analogous to, for
example, the XY problem with fixed magnetization. Our definition of the problem also restricts the states
allowed to a finite-dimensional space spanned by a set of fixed single-electron orbitals. By necessity, this
is the form of the problem solved in practice by computational chemists. However, for practical purposes,
it is desirable that the ground state or ground energy in the chosen basis is close to that in a complete,
infinite-dimensional basis. The difference between these two is known as the basis-set error, and bases are
typically chosen in order to minimize this error. The basis we use in our construction is artificial in this



sense; in the absence of an external potential, there is nothing to to confine the electrons to the subspace of
R3 spanned by the basis. However, the orbitals that we use are still superpositions of Gaussians, a commonly
used form in computational chemistry, e.g. the STO-3G basis set [1] with each basis function composed of a
fixed superposition of three primitive Gaussians. Indeed, we prove the following theorem that the electronic
structure in a fixed basis is QMA-hard by encoding a QMA-hard Hamiltonian in the construction of the
basis.

Theorem 1 (ESFBS is QMA-complete, informal). The electronic structure problem in a fized-basis set and
at fized particle number is QMA-complete.

Our results contribute to a large body of work formally establishing the computational intractability of
increasingly physically realistic Hamiltonians. There are still many important problems in computational
chemistry whose computational complexity is unknown. For example, even in a fixed basis, does fixing the
spin make the problem easier? Does the problem become more tractable if the given orbitals are guaranteed
to have small basis-set error? Is the electronic structure problem hard in a complete (infinite-dimensional)
basis? If so, is it still hard when the external potential arises solely from a set of positively charged nuclei
at fixed positions? We pose two variants of the electronic structure problem whose hardness is an open
question. In both cases, the “size” of the problem is the number of electrons.

Electronic structure in a fixed basis with bounded basis-set error: Given an external electric
potential V| number of electrons 7, thresholds a < b, and a basis set ¢ with basis-set error ¢(n) =
1/poly(n) for the given potential V', determine whether the lowest energy of a state in the space
spanned by ¢ is at most a or greater than b = a + 1/poly(n). The basis-set error is defined as

(P H[¢) — mingyernes (Y|H|P) < e(n).

The parameters of the problem are the promised basis-set error bound e(n), the thresholds a(n) and b(n),
and the family of potentials considered (as a function of 7); an instance is specified by simply the number of
electrons 7, the potential V', and a specification of the basis set ¢. This variant entertains the possibility that,
while the problem is hard for arbitrary bases, it may always be easy for good bases (in the sense of having low
basis-set error). In practice, chemists always want to use a good basis, and often do, though in general they
have no guarantees on the error of the bases that they use. Note that a good basis need not necessarily be
complete for the whole space; all that matters is that its span includes a state sufficiently close to the ground
state. For example, in Schuch and Verstraete’s construction for the QMA-hardness of electronic structure
with magnetic fields, the external electric potential V implies a good basis of size n = n that captures the
ground state but is far from complete. Theoretical and numerical results suggest that for physically realistic
external potentials there is a always good basis of size poly(n) [11, 13], though the constant prefactors may be
impractically large. Furthermore, there may exist pathological external potentials for which no polynomially
large good basis exists.

To account for both the possibility of no good polynomially large basis and the desirability of working in
a small basis, we define another variant of the problem that includes finding the basis in which the state is
expressed. The formulation attempts to be as general as possible while remaining in QMA.. Ideally, we would
like to consider all states that can be efficiently represented and whose energy can be efficiently estimated
by a quantum computer. To formalize this, we specify some family of parameterized orbitals in which the
putative low-energy state can be expressed. For example, the family of bases could consist of all weighted
sums of Gaussians. In this case the prover would provide, for each basis element, the centers, the weights,
and the exponents of the constituent Gaussians.

Electronic structure in parameterized basis: Given an external electric potential V|, number of
electrons 7, thresholds a < b, and a family of basis functions {¢g},, and basis size k, determine
whether there exists a basis ¢ = (¢g,,...,Ps,) such that the lowest energy of a state in the space
spanned by ¢ is at most a or greater than b = a + 1/poly(n).

The problem is parameterized by the thresholds a(n) and b(n) and the family of basis functions {¢g}, allowed;
an instance is specified by just the number of electrons 7, basis set size k, and potential V. A certificate
consists of the classical description of orbitals ¢ and a quantum state on 2k qubits that is supposed to
represent a low-energy of state of 7 electrons in the basis ¢.



Other variants of the electronic structure problem have been considered. Schuch and Verstraete show
QMA-hardness for electronic structure with an additional site-specific magnetic field in a good basis, which
is used to encode an instance of a QMA-hard problem [20]. Their result is thus incomparable to ours; we
removed the magnetic field, but also the restriction to a good basis.

There are several related computational problems concerning various ways of representing and working
with quantum states. One is N-representability. Note that the 2-electron reduced density matrices (2-
RDMs) of the quantum state encode all the information necessary to compute the energy of the electronic
structure. The N-representability problem is to determine whether or not for a given set of 2-RDMs there
exists a consistent quantum state on the full space. This problem has been shown, under Turing reductions,
to be QMA-complete [16]. Another related problem is Density Functional Theory (DFT), which is premised
on the fact that the electron density (i.e. the average number of electrons at each point in space) is also
sufficient to calculate the energy of the electronic structure Hamiltonian. That is, there exists a universal
functional that takes as input the electron density and outputs the energy. However, while such a functional
exists, it may not be computationally efficient. Indeed, computing it has been shown to be QMA-hard, also
under Turing reductions [23]. For both N-representability and DFT, it remains an open question whether
they remain hard when the inputs (2-RDMs and electron densities, respectively) are restricted to the ground
states of electronic structure Hamiltonians. Broadbent and Grilo recently proved [5] QMA-completeness of
the Consistency of Local Density Matrices problem (i.e., the qudit analog of N-representability) under Karp
reductions, but left as an open question whether or not their techniques can be used to show QMA-hardness
under Karp reductions of N-representability and the universal functional of DFT.

2.2 Hubbard Hamiltonians

The proof that Electronic Structure in a Fixed Basis Set (ESFBS) is QMA-hard proceeds in two stages. We
first reduce from the antiferromagnetic Heisenberg Hamiltonian to the Fermi-Hubbard Hamiltonian. Then
we reduce from Fermi-Hubbard to ESFBS. This subsection gives an overview of the first reduction.

The Bose-Hubbard and Fermi-Hubbard Hamiltonians are:

HEW = Z Uni(n; — 1) + Zti,j (bij + h-C-) ) HF = Z Ungyni— + Zti,jaz,aajmv (7)
ieV {i.j}eE eV {i.j}eE,oce{+}
where G = (V, E) is the interaction graph, and a,»aj- + a;ai = bib;r- — b;bi = 0;5. When we refer to the
“Hubbard” model without qualification, we mean the Fermi-Hubbard model, in which the particles are
fermions. Hubbard Hamiltonians are of practical interest because they approximate Hamiltonians of many
more complicated condensed-matter and chemical systems. Their solutions are taken to qualitatively describe
those of the approximated systems.

Childs et al. [6, 7] show that the Bose-Hubbard Hamiltonian and XY Hamiltonian are QMA-hard with
uniform coefficients. In both cases, because the coefficients are uniform, the instance is encoded entirely
in the graph, which does not seem embeddable in, say, three spatial dimensions, as we would want for a
physically realistic Hubbard Hamiltonian. Schuch and Verstraete [20] show as an intermediate result that
the Fermi-Hubbard Hamiltonian on a 2D lattice with a site-specific magnetic field is QMA-hard; the instance
is encoded entirely in this magnetic field. We show that the magnetic field is not necessary, at the cost of
having an arbitrary weighted interaction graph.

Theorem (FH is QMA-complete). The Fermi-Hubbard Hamiltonian with arbitrary coefficients and fized
particle number is QMA-complete, even if all of the tunneling coefficients have the same sign and are bounded
by a polynomial in the number of particles.

The proof reduces from the antiferromagnetic Heisenberg Hamiltonian:

HEES) = N, Wi, W=UI+XX+YY +22)/2, (8)
{i.j}eE
which is known to be QMA-hard [9, 18]. As in related previous constructions, we fix the number of particles

to equal the number of spatial orbitals, i.e., half the number of spin orbitals. The large onsite-repulsion
term U penalizes two electrons occupying the same spatial orbital, and so the ground space of the repulsion



term has exactly one electron in each spatial orbital. As was done in [16], the spin of the electron in
each orbital encodes a logical qubit. With the repulsion term dominating the Hamiltonian, we treat the
rest perturbatively. To second order, this yields an antiferromagnetic Heisenberg Hamiltonian on the same
graph as a Hubbard Hamiltonian. We go between a qubit Hamiltonian and a fermionic Hamiltonian using
the Jordan-Wigner transformation a; <> [] j<i Z;(X; +1Y;)/2. In general, this transforms local fermionic
Hamiltonians into non-local qubit Hamiltonians, but with a particular ordering of the spin orbitals, the
parity strings [ j<iZj cancel out. In our case, this yields the local Heisenberg Hamiltonian.

2.3 Overview of Techniques for Electronic structure

We reduce from an instance of Fermi-Hubbard. The interaction graph has an edge for every pair of fermions
with a non-zero interaction term. Given an input Hamiltonian of this form, we create a set of orbitals
corresponding to the vertices in the interaction graph. ¢; is the orbital for vertex i. Each ¢; is a superposition
of what we call primitive orbitals, which are just Gaussians centered at various points in space. For the most
part, these points are spaced out from all the other points by a parameter I', which is set to be large. For
every edge {4,j} in the interaction graph of the Fermi-Hubbard Hamiltonian, there is a pair of primitive
orbitals, one in ¢; and one in ¢;, such that the two primitive orbitals are a distance 7; ; apart. The v; ;’s
are small compared to I'.

The dominant term that emerges from this construction is the kinetic energy between two Gaussians
with exponent « that are separated by a distance of +; ; (with a slight correction due to the fact that the
Gaussians are not exactly pairwise orthogonal). Each distance ; ; can then be tuned to obtain the desired
coefficient to encode the Fermi-Hubbard Hamiltonian. Each orbital also includes a primitive orbital with
exponent 8 > « in order to increase the onsite-repulsion term, ensuring that the ground space for the effective
Hamiltonian has exactly one electron per spatial orbital. Thus, each of our orbitals has the form

d
0u(x) =27 260(x) + (2) 23 01400, ©)

where each ¢;; is a Gaussian and the parameter d is an upper bound on the degree of the graph. The
functions ¢; o all have some large exponent 5 and are therefore more concentrated than the functions ¢;;
for [ > 0 which have a smaller exponent «.

We use two approximation steps which ultimately show that the electronic structure Hamiltonian H
closely approximates the Fermi-Hubbard Hamiltonian H (HuPP),

(ES)

H(ES) 4_§ H(round) 4_)3 H(main) %)El ]_I(Hubb)7 (10)

Each step introduces some small error, the bounding of which constitutes the bulk of the technical work in
our proof.

The transition from H®S) to H(ound) jpncludes two approximation steps. The first approximation arises
from the fact that the orbitals ¢ that we use are not perfectly orthonormal. However, there is an orthonormal
basis ¢ that is very close to ¢. We show that the difference is sufficiently small that we can proceed with
the coefficients from the nonorthonormal basis but using the elementary operators of the orthonormal basis.
There is one exception to this approximation: the overlap of the Gaussians that are relatively close (distance
vi,; apart) has a non-negligible effect and requires a slight correction to the corresponding kinetic energy
coefficient. In the second approximation step, we drop the interactions of primitive orbitals that are at
least a distance of I' apart, resulting in an expression with many fewer terms. The effect of applying
both approximations results in the Hamiltonian H®°") The transition from Howd) to Hmain) jinyolyes
dropping the potential-energy terms that involve more than one primitive orbital. The difference between
H(round) anq F(main) j5 an energy offset which is constant for a fixed number of electrons plus an error term
which we bound in the proof. We then show that the parameters can be set so that the coefficients of H (main)
approximate the Fermi-Hubbard model to within any inverse polynomial.

2.4 Product states

Classical algorithms for finding the ground state energy of quantum Hamiltonians are often limited by the
fact that the ground state seems to have no concise classical description. For that reason, chemists often



try to find the lowest-energy Slater determinant, known as the Hartree-Fock state. Within a fixed basis
& = (¢p1,...,0n), a Slater determinant is a state of the form

ISD(B)) = bib} - b} [0}, (11)

where each b; = Z;l: B, ja; is a sum of annihilation operators in the original basis and the rows of the nn xn
matrix B are orthonormal.

Definition 2 (Lowest-energy Slater determinant (LESD)). Given a local fermionic Hamiltonian in a fized
basis of size n, number n of electrons, and bounds b > a, where b — a = 1/poly(n), determine whether the
lowest-energy Slater determinant has energy at most a or at least b. The Slater determinant is specified the
matriz n X n B with entries specified by polynomially many bits.

Theorem 2 (informal). LESD for electronic structure Hamiltonians (H®S) as defined in 3) is NP-complete.

Schuch and Verstraete showed that the LESD problem for generic quartic number-preserving fermionic
Hamiltonians is NP-hard [20, arXiv version]. We show NP-hardness for the restricted class of such Hamilto-
nians with coefficients implied by a basis and external potential as in Egs. (3) to (6); that is, our Theorems 1
and 2 cover the same class of electronic structure Hamiltonians and differ only in the class of states to be
optimized over. Schuch and Verstraete’s proof for the QMA-hardness of electronic structure with magnetic
fields could likely be extended to the NP-hardness of the Slater determinant version, but neither we nor they
have done so.

2.5 A Note on Notation

By [n], we mean the set {1,2,...,n}. We use || - || for the spectral norm of a matrix and the Euclidean norm
of a vector. We use | - | for the element-wise scalar norm.

3 Fermi-Hubbard Model

We will show that the version of the Fermi-Hubbard Hamiltonian problem described below is QMA-complete.
In order for the Fermi-Hubbard model to approximate the antiferromagnetic Heisenberg from which we are
reducing, we need a large onsite-repulsion term wug to penalize orbitals with double occupancy. The Fermi-
Hubbard problem remains QMA-complete for any ug that satisfies the lower bound in the theorem stated

below. For the reduction from Fermi-Hubbard to Electronic Structure, we require that the tg,};ubb) coefficients

are bounded by a polynomial in n, the number of electrons. The hardness result that we prove establishes
that Fermi-Hubbard remains hard, even under that constraint.

Theorem 3 (QMA-completeness of Hubbard Hamiltonian with uniform onsite repulsion). There exist con-

stants p > q > 0 such that for all u(()Hubb) > nl43r+24  determining to precision n~? the ground state energy
in the n-particle subspace of a Hubbard Hamiltonian

py(Hubb) _ u(()H“bb) Z Ni 1M —1 + Z t(H;lEb) (azoaj’a + a},c,ai,a) (12)
i€[n] i<j o€{xl}

subject to ‘tggubb)‘ < ,/npuéHubb) is QMA-complete.

We will reduce from the antiferromagnetic Heisenberg Hamiltonian problem:

Definition 3 (Antiferromagnetic Heisenberg Hamiltonian). An instance of antiferromagnetic Heisenberg
Hamiltonian is defined by an edge-weighted graph G = (V, E) with k : E — Rxq as
HYS)(Gw) = Y ki (XX +YiY + Z,Z)) (13)
{i,j}€E

We will require in our reduction that the coefficients x; ; are bounded by a polynomial in the number of
qubits. Although not explicitly stated, the following theorem is proven in [18].



Theorem 4 (QMA-completeness of antiferromagnetic Heisenberg Hamiltonian [18]). Finding the ground
state of an antiferromagnetic Heisenberg Hamiltonian is QMA-complete even when restricted to families of
Hamiltonians in which the coefficients are bounded by a polynomial in the number of qubits.

To prove Theorem 3, we show that for sufficiently large u(H“bb) the Hubbard model approximates an

antiferromagnetic Heisenberg model up to second order in perturbation theory.

We'll treat U(Hubb) — uéHubb) > ;i Mi+1Mi,—1 as the penalty term and 7 (Hubb) — py(Hubb) _ 77(Hubb) a9
the perturbation. To convert the fermionic Hamiltonians above to qubit Hamiltonians, we use the Jordan-
Wigner transform with the ordering (1, +1), (1,—1), (2,+1), (2,—1), .... For the full Hilbert space H we’ll
use a basis of one qubit per spin orbital. For the ground space Ho of UMPP) " we’ll use a basis of one qubit
per spatial orbital, the latter spanning the half-filled subspace of the corresponding pair of spin orbitals. We
associate the occupancy of the orbitals of spin +1 and —1 with the qubit states |0) and |1), respectively. Let
Iy be the projector onto Ho and II; = I — I, the projector onto the orthogonal subspace. In Hg, UHPP) jg
7ero (UéHUbb) = II,UMPP)T]) = 0), and outside it is at least u(Hubb) In the half-filling regime, the ground
space of UM"PP) s spanned by those basis states having exactly one electron in each spatial orbital. In H,,
T ubb) vanishes. In the notation below, we use a bit to indicate whether an orbital is filled. For edge {i,7},
the first two bits correspond to orbitals ¢; 41 and ¢; _1 and the last two bits correspond to ¢; 41 and ¢; _1.
So the state [0110) has ¢; —1 and ¢; 41 filled. The “excitation” terms are

T = I, = 3 (< 1) PP (11100) + (0011)) ((1001] — (0110))], - (14)
{i,j}€E

With this, using Theorem 5 from the next section, we get

2(t(Hubb)>

Hubb Hubb Hubb 2V cﬁ

HED =~ [t ] e oy — e Wiy =D =car+ Y Wi, (15)
{ijyee Yo {i.j}eE

where

h(emQ(t(Hubb)f _ Ly () (16)

i, (Hubb) Ceft (Hubb) i\j
tho Yo {i.j}€E

3.1 Perturbation Theory

We will use the following formulation of second-order perturbation theory, adapted from a special case of
the more general formulation by Bravyi et al. [4].

Theorem 5. [Second-order perturbatz'on theory/ Consider a Hamiltonian H = H®) + [®et) - Let Ty be
the projector onto the ground space of H®*™  and II, = 1 — IIy. Define

H(eff) _ +H(()pert) o H(pert) (H(pen)> Hl(f)oert), (17)

where A; = ILAIL; and A; ; = ILAIL;. If Hépen) =0 and Hl(pen) > A > 2H®e)  ghen

(pert) ||
] <o (L), as)

where Hyoy is the projection of H onto its eigenspace with eigenvalues at most A/2.

3.2 Fermi-Hubbard is QMA-Hard
Proof of Theorem 3. There are constants p, g > 0 such that it is QMA-hard to find the ground state energy

to precision n~? of
g (Heis) _ Z ki j Wi, (19)
{ig}eE



subject to 0 < k; ; < nP. Consider such an instance. We want to choose ugH“bb) and t(H-“bb) such that

i,
H(Hcis) — H(CH) — Coff (20)
and Hubh
HHIQ)W“ ) H<eff>H = o(n™9). (21)
The first constraint, Eq. (20), is
( t(Hubb)>2
. (eff) ]
Kij=h;; = 27(Hubb) (22)
Ug
or
Hubb Hubb
tz(,j ) =4 ué )Iii7j/2. (23)
Therefore, for any x; ; such that |«; ;| < n? we can choose tz(-gubb) such that ‘t%ubb) < \/npu(()Hubb) and

that Eq. (20) is satisfied. To satisfy the second constraint, Eq. (21), we use second-order perturbation theory
(Theorem 5).

Furthermore, the assumption that u(()HUbb) > n'4+3r+2¢ implies that the condition of Theorem 5 is met:
HT(Hubb) H < Z tlggubb) (24)
{i.j}eE
oe{£1}
< \”/2_, . u(()Hubb)np (25)
{i.5},0 4(Hubb)

2N

= \Jul"P Ve (26)

< u(()Hubb) . %,/n14+3p+2q n>2:p,q>0 (27)
Hubb) 1 Hubb) _ 1 (Hubb
g\/ug >.§¢ug >:§ug ). (28)

Theorem 5 then yields

(25)

1.5
(Hubb) 3 n6n1'5p (u(Hubb))
g <o (O] < “E o
( (Hubb)) ( (Hubb))
UO UO
n6n1.5p n6n1'5p
= | < ) = *(q+1)) — —q)
© \/W —O<W> O(” o(n™) (30)
0
O

4 Electronic structure

Here we prove our main result:

Theorem 1 (QMA-completeness of electronic structure in fixed basis set). Determining the ground state
energy of an electronic structure Hamiltonian in a fixed basis set and with fixed particle number to inverse-
polynomial precision is QMA-complete.



We'll start by defining a set of n spatial orbitals. Once the orbitals are fixed, the ¢ and wu coefficients are
determined by the integrals in (4) and (6), which then yields the physical Hamiltonian

HES) =1 +U = Z t; Jaz sjoc+ = Zuz,g,k lal o'aj 70k, 70l (31)
i,j€[n] ,J k,l€[n]
oe{+1} o,re{£l}

in the absence of any external potential (V' = 0). We show that, when restricted to the subspace with
exactly n electrons (with arbitrary spin), this yields an effective Hamiltonian that is close, up to rescaling
and shifting, to a Fermi-Hubbard Hamiltonian

H(Hubb) Hubb) Z T +1M4,—1 + Z t(Hubb) (a’z o@j.o + a’ ai#") (32)

i€[n] 1<j

with where there are constants p > ¢ > 0 such that uéHubb) > pl4+3p+24 5nd ‘tEEUbb)’ < \/npuéHubb) for all
edges {4, j}.

4.1 Orbitals

Recall from Section 2.3 that our goal is a basis of orbitals such that the electronic structure Hamiltonian in
that basis is sufficiently close to a Hubbard Hamiltonian. We define here a set of orbitals that effectively
encodes the interaction graph of the Hubbard Hamiltonian. Each orbital represents a vertex of the interac-
tion graph and consists of a superposition of Gaussians centered at various points in space. For the most
part, these Gaussians are far apart from each other. If two vertices are connected by an edge, then their
corresponding orbitals have two Gaussians that are relatively close to each other. This distance between the
Gaussians can be tuned to match the interaction coefficient in the Hubbard Hamiltonian. Let

= (2) " e (et (33)

be the Gaussian centered at 0 € R? with exponent o > 0. Each of our orbitals will be a superposition of
Gaussians. The centers of these Gaussians will be a set of points {x;}, ; in R3, where i € [n] and [ € {0}U][d],
and d < n — 1 is an upper bound on the maximum degree of the interaction graph G. Note that although
the points are in R3, the properties we require of them can be satisfied by placing them all along a line;
we’ll use an arrangement in the 2-dimensional plane for convenience. We require two properties of this set
of points:

1. For each edge {i, j} in the interaction graph, there is exactly one pair (I,1') € [d]? such that Ixi0 — x50 || =
Yi; > 0. Let Ymin and Ymax be lower and upper bounds on v, ; over {i,j} € E.

2. Every other pair of points is at least I' > .y apart (in Euclidean distance).

The important part is the m = | E| pairs of points such that points from different pairs are at least a distance
of T apart. Each pair of points is associated with an edge {7, j} in the interaction graph. The pair of points
associated with edge {7, j} will be ; ; apart, where I > v, ;. In addition, there is a set X of (d+ 1)n —2m
points each of which is a distance at least I" from any other point in the construction. The points associated
with vertex ¢ in the interaction graph are as follows:

1. z; is a point from X.

2. If p < deg(i) and j is the p-th neighbor of vertex 4, then x;, will be one of the points from the pair
associated with edge {i,j}. (The other point from the pair will belong to vertex j.)

3. If p > deg(i), then z;, is a point from X. (These are just dummy neighbors to ensure that all of the
orbitals have the same form.)
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With these points, we can define the primitive orbitals

¢z,p( ) {gﬁ ( Xi,O) p= 07 ' (34)

€o (r—x;,), otherwise,

where o and § are positive constants to be set later. Ultimately, we will need 8 > a. The composite orbitals
that we’ll use in the construction will be superpositions of these primitive orbitals:

$i(r) = —=dio(r Zd)zz (35)

f

It will be convenient to be able to refer to the indices of the primitive orbitals that are a distance +; ; apart,
corresponding to edge {4,j}. Define B(i,5) = {(i,p), (J,q)}, where j is the p-th neighbor of ¢ and ¢ is the
g-th neighbor of j.

We will eventually show that the kinetic energy terms between the primitive orbitals that are separated
by only a distance of ; ; will be the dominant terms in the Hamiltonian (besides the onsite-repulsion). We
will then tune the +;; distances so that the coeflicients resulting from kinetic energy integrals scale with
the t(Hubb) from Eq. (32), which are the coefficients in the Fermi-Hubbard Hamiltonian from which we are
reducmg The radius 3 will be chosen to be large enough so that the potential energy coefficients w; ; ; ;
effectively result in a ugn; 41m; —1 with a large coefficient ug.

The construction is illustrated in Figure 1 with a small example. The orbitals are strictly positive

K14
L

) ® 3,2
1 21 Va1
. . . T van .:I Y31 g :I Y32

1,0 2,0 3,0 4,0 11 12 13 2,2 2,3 33 42 43

Figure 1: The top figure is the interaction graph of a Heisenberg Hamiltonian. The bottom figure shows a
possible placement of the primitive orbitals. Larger points represent Gaussians with radius 8. Smaller points
represent Gaussians with radius a. The orbitals are color coded according to which vertex they belong to
from the interaction graph, and thus which composite orbital they contribute to.. For example, the orbital
associated with the blue vertex in the interaction graph would be a superposition of the blue Gaussians in
the bottom figure. The amplitude of the large blue Gaussian on the left is 1/1/2. The amplitude of each of
the smaller blue Gaussians is 1/v/2d, where here d = 3.

everywhere, so the overlap [ dr¢;(r)¢;(r) cannot be exactly zero, but we will show that it’s very close. That
is, we will show that the orbitals are not perfectly orthonormal, but that they are sufficiently close. For now,
we’ll proceed as if they are, and address the effect of the nonorthonormality in Section 4.2. The purpose
of including the ¢; o component as part of the orbital, which is far away from every other primitive orbital
center, is to decouple the scale of the onsite-repulsion term in the Hamiltonian from that of interaction term,
which are effected by the one of the components ¢, ; for each orbital ¢;. To this end, we will ultimately set
B > «. Including the other components {¢i»l'}l’> deg (i) is simply to ease the analysis by making all of the
orbitals {¢;}, have integrals, over single-electron operators, that are of approximately the same form.
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4.1.1 Integrals of Operators over Gaussians

Since the composite orbitals are superpositions of primitive orbitals, the expressions for overlap, kinetic
energy, and potential energy for the composite orbitals will be linear combinations of the corresponding
expression for combinations of primitive orbitals. The following integrals of operators over Gaussians will be
useful in expressing these terms for the primitive orbitals.

The overlap of two Gaussians with exponents o and 3 with centers x apart:

2v/af 502 af 2
exp IxII” ) -

a+p _a+6

soalx) = [ area(wigate = = ( (30
Due to the rotational invariance of the Gaussians, all of the functions defined in this subsection depend only
on the magnitude of their argument, and so we will write, for example, s (||x]|).

We can define the n(d+ 1) x n(d+ 1) matrix S of overlap between the primitive orbitals, where each row
and column is indexed by a pair (i, p) corresponding to a primitive orbital:

1 *
S(ip)Gia) = T3 / dre(; p) ()G, () (37)

Note that so g(||x]|) denotes the overlap of primitive orbital ¢;¢ (whose exponent is 3) and ¢; ¢ (Whose
exponent is «), where ¢; ¢ and ¢, , are separated by a distance [|x[|: s(;0),(j,p) = Sa.s([|X]|). The overlap of
two primitive orbitals with the same exponent are denoted by:

sallIx]) = saalllx]) = exp (~a x| /2) | (38)
sa(Ix1) = s, (Ixl) = exp (=B 1xI* /2) . (39)
Therefore s;,0),¢j,0) = ss(|[x[|), where primitive orbitals ¢(; ¢y and ¢; ) are a distance [|x|| apart. Also,

5(i,p),(i,a) = SallIX]]), where p,q > 0 and primitive orbitals ¢; ,) and ¢; o) are a distance |[x|| apart.
The kinetic energy between two Gaussians with exponents o and § with centers x apart is:

a 7/4 ) )
tasl) = = [ a9 =) =272 OO (32 exp (nxl) < s,
(40)
where p = af/(a + ), with
ta(lxl) = ta.a(lxl) = 5 (3= alx|®) exp (=a xI* /2) . (41)
1) = 50l = 5 (3 B11xl?) exp (4 eI /2) (42)

Define T to be the n(d + 1) x n(d + 1) matrix of kinetic energy terms between primitive orbitals. An entry
of matrix T is

1 *
tip). () = 5 / dr i ) (1) V20 ) (1)- (43)

Therefore, t¢; 0y,;,0) = tg(|[x]|), where primitive orbitals ¢(; o) and ¢(;) are a distance [|x|| apart. Also,
t(ip).G.a) = ta(lX]]), where p,q > 0 and primitive orbitals ¢(; ,y and ¢(;,q) are a distance ||x|| apart.
The potential integrals:

o (|1x||) = /drdsga(r)Qfa(S —x)*[r—s| 7" = ﬁFo (allxl?) < 2va, (44)
wlex (||x|)) = /drds{a(r)fa(r —x)€a(8)éa(s —x) Ir —s| 7" = exp (,a HXHz) ufeW(0),  (45)
W) (1x]) = / drdséa(r)*€a(s)a(s = %) v = s~ = exp (—allx|* /2) ulCD (x/2),  (46)
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where )
Fy(z) = / e 12k gt (47)

0
is the Boys function of order k. The analogous definitions for ug)ther) (x), ug)ther) (x), and ug X) use
Gaussians with exponent 5. The potential energy terms on the primitive orbitals are represented by an
n%(d + 1)? x n?(d + 1)? matrix U, where each row and column is indexed by a pair of primitive orbitals
[(¢,p), (4,q)]. The entry in row [(¢,p), (j, ¢)] and column [(k,r), (I, s)] is the potential energy term for orbitals

Dip) (1), D) (1), Dk (1), and Py 5 ()

(other) (

E,p) (r)fﬁaq) (5)¢(k,r) (S)¢(z,s) (r)

v —s|

Ul(i,p), (G,)), [(k,r) s (15)] = / drds (48)

The definitions of the integral functions above correspond to the situation where all four indices (4, p), (4, q),
(k,r), and (I, s) denote at most two distinct orbitals with the same exponent. Specifically, for p, g > 0, where
||Ix]| is the distance between ¢; ;) and ¢; q):

Coul

U500, Ga) G ()] = U™ (%), (49)
exch

i), GG Ga)] = U (%), (50)
other

Ui, p). (i) ). ()] = U (). (51)

4.2 Orthonormalizing and rounding

Having constructed our orbitals, we now make two approximations to get a clean, “round” Hamiltonian
H(round) - Pirgt the orbitals we defined in Eq. (35) are slightly nonorthonormal, and so we derive a related
orthonormalized basis in which the electronic structure Hamiltonian doesn’t change too much. Second, we
remove contributions to the Hamiltonian from the electron-electron interaction pairs of primitive orbitals
that are far (> I') away from each other. The error of these approximations is quantified by Lemma 1.

The matrix S is defined in (37) to be the overlap matrix of the primitive orbitals. We can construct a
set of orthonormal primitive orbitals by setting:

b = -1/2 ,
Gin(r) = ; [577] ) e ®(0) (52)

and new orthonormal composite orbitals

$i(r) = fm Zqim (53)

with annihilation operators a; , [12]. The Hamiltonian in this orthonormal basis is
. 1
gES) — pES) | yES) Z ti}jd;gdj)a + By Z Uj jk lalL Jaj ~0k, 0] o (54)
i,5€[n] i,5,k,1€[n]
oce{£1} o,re{£1}
where
by = [ @i )Td ), (55)
s = [ dvdsd ()55 (5)Ud1(5)51(v). (56)

The matrices T and U showing the kinetic and potential energies using the orthonormalized primitive
orbitals are analogous to the definitions (43) and (48). The pair T and T and the pair U and U are related
by conjugation by S—1/2:

T=8"12715712 (57)
U= (S"1208 12U (572 gs1/?), (58)

13



Since S ~ I, the coefficients ¢ and @ for the orthonormalized orbitals are close to ¢t and u for the non-
orthonormalized orbitals, but the difference needs to be carefully bounded. We will approximate H (ES) by
the Hamiltonian H (round) that uses creation and annihilation operators of the orthonormal basis (;5 with the
original coefficients, subject to two modifications. First, we add a first-order correction to the off-diagonal
kinetic coefficients. Second, we remove contributions from pairs of primitive orbitals that are at least I" apart
(which makes many terms vanish completely).

The rounded Hamiltonian is

H(round) _ T(round) + U(round). (59)
The rounded kinetic operator is
7(round) _ ¢ round) Z o + Z t(round) (a g a ai,a) ’ (60)
€[n] {i,j}€E
ae{il} oe{=*1}
roun 1
15" = er = 3 (ta(0) +15(0), (61)
(round) «
t; ij T 4d f(wi,j)v (62)
where
Wi,j = Oé’)’iz,j, flw) = w? exp(—w). (63)

Before getting to the rounded potential operator, let’s consider the difference between 7" and the true
kinetic operator T in Eq. (54). Let ¥y = 1/v/2 and t; = 1/v/2d for I > 0. Since the composite orbitals
are superpositions of the primitive orbitals, the kinetic energy term for a pair of composite orbitals is just a
linear combination of kinetic energy terms for pairs of primitive orbitals:

big =Y Uptaip).Ga)- (64)

p,q

We will eventually show that the kinetic energy contribution for pairs of primitive orbitals that are at least
I' apart will be negligible. Therefore, the only kinetic energy terms that contribute significantly to the sum
above are £(; ) (i) and (i p) (j.)» Where {i,j} is an edge and B(i,5) = {(i,p), (j.¢)}. This means that for
edge {i,7}, there is only one significant term in the sum for #; ;. If {i,j} is not an edge, then all of the
primitive orbitals for composite orbitals ¢ and j are at least " apart, and {i,j ~ 0. For the diagonal terms
t}-m there are d 4 1 significant terms in the sum, corresponding to E(i,p),(i,p) terms. Thus, we will show that

~ Elz wgf(i,p),(i,p)y i= j7
tij = Z¢p¢qt(i,p)»(j,q) ~ it(i,p)’(j,q) {i,j} € E, (65)
p’q 0, {i.j} ¢ E,

where B(i, j) = {(i,p), (j,q)}. We would now like to approximate each £(; ) (j,q) With t(; ), (j.¢)» Which is the
kinetic energy term for a pair of simple Gaussians. This turns out to be a sufficiently accurate approximation

for E(i,p),(i,p)~ Note that

(r nd) 1
L = 5 (ta(0) +15(0 Z?ﬁt(z,p)(z,p)

However, for edge {i,j}, where B(3,j) = {(i,p), (4,4}, prlmltlve orbitals ¢(; ,y and ¢ 4y are only 7; ; apart.
In this case, there is sufficient overlap between the orbitals that the effect of orthonormalizing the orbitals
has a significant impact on the kinetic energy between the pair. Therefore, instead of setting tgf;und) to be
(1/2d)t (i p),(j,q)> We use a slightly corrected expression as defined by the function f. For comparison:

1 o
2 oG = 153 — wig) exp(-wi;/2), (66)
round (6% —Qw; j
t(,J )= T 1d fwiy) = 1d L exp(—w;,j/2). (67)
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For the potential operator, the coefficients u are a sufficiently good approximation for the . We will
show that we can also drop potential energy terms that involve any two primitive orbitals that are a distance
at least I" apart. Thus, we only need to include terms w; p),(j,q).[(k.r),(1,5)], Where the indices (i,p), (7, q),

(k,r), and (I, s) are all the same or all come from the set B(i,j) for some edge {4, }. Thus, ugrjoznld) will be
0, except when i, j, k, [ are all equal or are all endpoints of the same edge. The rounded potential operator

is

1
(round) _ ~ (round) ~t ~f ~ ~
U - 2 ui,j,k,l ai,aa’j;rakﬂ'al,o'v (68)
(i,5,k,1)€EB
oexl

where
B= {J {iY! (69)
{i,j}€E
is the set of all 4-tuples of indices such that they are all the same or there are two distinct indices correspond-
ing to an edge in the graph. For example, (4,4,1,1%), (¢,7,4,1) € B but (i,1,7,k), (i, k, k,i) ¢ B for {i,j} € E
and {i,k} ¢ E. The coefficients are defined as

(round) _  (round) __ 1 1
CU - ui,i,i,’i - iu(i:0)7(i»0)7(i)0)7(7;)0) + @ Z u(i,p),(i7p)7(i,p),(i7p) (70)
p€ld]
1 (Coul) 1 (Coul)
(round) _  (round) __ 1 _ 1 Coul
Uiggi = Yiag = @“(i PG Ga) i) = e (ig)s (72)
(round) (round) _  (round) _  (round) __ 1 exch
i T Wi T Wigig o T Wi 4d2 Ui, i.0). o) o) = Tt (is), (73)
round round round round
z(zmzlj )= 510;1 )= Ej’tlz = Ef?z ) (74)
(round) _  (round) _  (round) __ (round) __ 1 _ 1 ther
dads = Uiy = Uegs = Uagag = 7EUenan.6e.Go = gate o (s (75)

with ugr;)znld) = 0 for (4,4, k,1) ¢ B. The following lemma bounds the difference between H(FS) and H(rownd),

Lemma 1. If 3> a > 1, wyin > 4, T > 6400833, and ozF2 > 12log B + 80logn + 4wmin + 24, then

+ 8n*Va - exp(—wmin/2), (76)

H(ES) _ H(round)H < 2 .
H < 3n“af(wmin) + 20 3

where wiin = a2,
The matrices T, T, S, and S~'/2 are all close to block diagonal. Blocks are either single entries on
the diagonal (corresponding to primitive orbitals that are a distance at least T' from all other primitive

orbitals) or a 2 x 2 sub-matrix corresponding to an edge {i,7}. Suppose that B(i,j) = {(¢,p), (,q)}. For
any n(d+1) x n(d+1) matrix A, let A; ; denote the 2 x 2 sub-matrix of A indexed by the elements of B(¢, j):

A j= (a(i,pL(i,p) a(i7p)7(j,q)) )
’ a3j,q),(i,p)  4(,9),(j,a)

We refer to all of the A; ; blocks collectively as the edge blocks of A. The proof of Lemma 1 uses the fact
that the off-diagonal terms of 7" outside of the T; ; blocks are small. The same is true for T and R=S"1/2,

U and U are also related by conjugation by S~1/2® S~1/2. We will show that U and U are also close to
block diagonal. We define U; ; to be the 4 x 4 sub-matrix of U corresponding to the intersections of the four
rows and four columns indexed by:

[(@,p), (5, p)], [(G,p), (4, @), [(J,a), D), [(4:9), 9]

The proof of Lemma 1 uses the fact that the off-diagonal terms of U outside of the U; ; blocks are small.
The same is true for U. We refer to all of the U;,; blocks collectively as the edge blocks.

Lemma 1 is proved in Appendix A. Outside of this subsection, all creation and annihilation operators
are those of the orthonormalized basis (}5; in other words, we’ll drop the tildes.
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4.3 Getting the main Hamiltonian

With the rounded Hamiltonian H (") in hand, we make one final approximation to get to the main
Hamiltonian H™a1) that we will later show is close to a Hubbard Hamiltonian. Specifically, we remove the
“off-diagonal” Coulomb interaction terms. The error of this approximation is bounded by Lemma 2.

The main Hamiltonian is

H(round) _ H(main) + H(approx) +n-ecp, (77)
H(main) mam) Z i s1mi 1 + Z t round) ( S + a;r"gai,o’) , (78)
{i,j}€E
oe{£1}

where cgnain) = u(ﬁcoul)(O) /4 . The difference H{rownd) — fr(main) _ . cr contains two types of terms,

both of whose coefficients are O(y/a): the smaller part of the onsite terms cgound), and the offsite terms

corresponding to edges in the interaction graph. The following lemma bounds the contribution from this
difference..

Lemma 2.
HH(round) _ H(main) _ nCTH < 30712\/& (79)

Proof of Lemma 2. First, recall that we're restricting to the fixed-particle number subspace, in which the
diagonal part cp Zi’a n; o of T(round) s the constant n - ep. That is, T(round) — p(main) 4y e et

By = B\{(Z,Z,Z,Z) i€ [n}} (80)

be the subset of B whose elements contain two distinct indices (corresponding to an edge).

HH(round) o H(main) —n. CTH _ HU(round) o U(main) (81)
= Yoo wial a0l aksan, — ™™ Y nian (82)
(i,5,k,1)EB i€[n]
o,re{£1}
round main 1 round
<> ‘Cg |+ 5 > “z(‘,j,k,z : (83)
i€[n] (i,5,k,1) € B2
o,re{+1}
1 Coul 1 (round)
=n- Zdug )(0) + 3 Z uijl;’l (84)
(4,4,k,1)EB2
o,re{£1}
<n- iu(Coul) (0) + 1 4 14" e (0) (85)
- 4d 2 ~~ 2 «
T T N et
B>
2
< 15n2u{C(0) = 1502 - ——V/a < 30n2Va. (86)
Nz
O

4.4 Hardness of estimating ground state energy

Now, we’re ready to prove the main theorem.

Proof of Theorem 1. Membership in QMA is straightforward. For hardness, we reduce from the Fermi-

Hubbard model. Recall Theorem 3: for some p, ¢ and all uéHUbb) > pl4+3r+24 finding the ground state to
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precision n~? of

H(Hubb (Hubb) Z T 417, -1 + Z t(Hubb) ( oqj,0 + Cl o @i a') (87)

1€[n] i<j

subject to ‘tz(;l-ubb)‘ < \/nP (HUbb is QMA-complete. In the preceding sections, we showed that, using our

choice of single-electron orbltals, the electronic structure Hamiltonian is close to

H(ES) ~ H(main) tneocp = cgj ain nz i1+ Z t(round (az 0o+ a] o @i, U) +n-cr. (88)
i<j

To prove the theorem, it suffices to show that for any Hubbard Hamiltonian satisfying the conditions
of Theorem 3, we can set the parameters a, 5, {;, ]} ,I' such that

pH(Hubb) — H(main) (89)

and .
HH(mam) — HES) _ . CTH =0 (pn_q) (90)

for some p € R. With this, finding the ground state of H®5) to precision O(pn—1?) would allow us to find
the ground state of HMUPP) to precision O(n~9), and so the former must be QMA-hard. We’ll base our
parameterization on four constants independent of n:

1
a =log,, a, b =log, 5, r = log, p, g = —log, v/ flwy) = ~5 log,, f(wo), (91)

where wy is a lower bound on w; ; to be set later. The first three immediately set o, 3, and p, respectively.
Equating n” H®uPP) and H(Main) requires

main 1
n”uéHubb) = cg ain) — OV (92)
r (Hubb)
ntiy = gV Wi)- (93)
Coefficient ranges If we set
|b=130+6p+4q+2r| (94)
then
u(()Hubb) _ VB > 1@ — g 1,050-r _ T 1443p+2g > pli+spt2g n>4 95)
2y/mn™ T 4 n 4
satisfies the lower bound in the statement of Theorem 3.
If we set
1 3 1
== —b—=—Zr>1 96
g=—gpta—h—o—ir>1| (96)

then for n > 9,

1
1V Tn) 2 o/ Flw) = gt = %“é%pﬁb (97)

> 1 n%r—}-%p-&-ib B n="/pB —p /npu(()Hubb)7 (99)
27 2ym
and thus for any t( P) <y fnpul™™P) there is some w; j > w that satisfies Eq. (93).
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Bounding the difference between ES and Hubbard The difference between the electronic structure

Hamiltonian and the main Hamiltonian is

HH(main) +n-cp— H(ES) H < HH(main) +n-cp— H(round) H + HH(round) _ H(ES) H

1

20m2
1

20m2

< 30n%Va +

< 30n%Va +

=0 (n4+%a + n2+a—2g) )

Therefore, to satisfy Eq. (90), it would suffice to have

1
4+ -a<r—
+2a r—q

and
24a—-2g<r—q.

Plugging Eq. (96) into the latter yields

1
p+q+5<a—§b.

Parameter setting In summary, our constraints are
304 6p+4qg =b—2r,
1 n 5 < lb
2P T STy
1
44 qg < —ia + 7,
1
p+qg+d5<a-— §b.
The following settings satisfy all the required constraints:

a = 18p + 12¢ + 90,

5
h="2

3%
7”_%@

=2
113
I=34 P~ 5

5 Hardness of finding lowest-energy Slater determinant

1
2

+ 3n2af(wmin) + 8nt aexp(—Wmin/2)

+3naf(wo) +8ntvan/ f(wo)

1 _ _ 1,
:O(n2+2a+n 2+n2+a 29+n4+2a g)

-,

(100)
(101)
(102)
(103)

(104)

(105)

(106)

(107)

(108)
(109)

(110)

(111)

(112)

(113)
(114)

(115)

In this section, we show that finding the lowest-energy Slater determinant (i.e., Hartree-Fock state) of an
electronic structure Hamiltonian is NP-hard. This is a natural complement to our QMA-hardness result,
in that Slater determinants are the most natural class of fermionic states that are efficiently representable
and manipulable classically. The proof has much in common with that of Theorem 1. We start with the
same parameterized construction of orbitals described in Section 4.1, and then orthonormalize and round
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them as in Section 4.2 to get the Hamiltonian H ("4 We then diverge from the QMA-hardness proof by
setting the parameters in a different regime. Specifically, we set the exponents a and 3 large enough that
the Hamiltonian becomes essentially classical (diagonal). The proof concludes by showing that this classical
Hamiltonian can express an NP-hard problem such as independent set.

Theorem 2. Determining the lowest-energy Slater determinant of an electronic structure Hamiltonian in a
fized basis and with fized particle number to inverse-polynomial precision is NP-complete.

Proof. To start, we'll set 7; ; =y for all {3, j} € E. We show that the parameters «, 3, v, I' can be set such
that the electronic structure approximates a diagonal Hamiltonian

H(Es) —neep A H(class) _ ugclass) Z Miami_1 + ugdass) Z N o N7 (116)
i {i,j}€E
o,re{+1}
where
ass roun S5 1
ugclass) _ Cg]o d)7 u(201a ) _ @u(Coul) (7) (117)

For a diagonal Hamiltonian, there is always a computational basis state of lowest energy. Because basis
states are a special case of Slater-determinants, finding the lowest-energy Slater-determinant for diagonal
Hamiltonians is equivalent to finding the ground state.

For sufficiently large u(dabb) > 4n2u§dass), the ground space of H(12%) in the k-electron subspace for

k < n will have at most one electron in each spatial orbital, and the ground state energy is

h(n) =u§™ >~ nin, (118)

{i.j}eE

where n; = n; 41 + ni,—1 is the occupancy of the i-th spatial orbital.

The state space is spanned by vectors n such that ). n; = k, which we can interpret as representing a
subset S C V of vertices with size |S| = k. The classical function h(n) is then proportional to the number
of edges with both endpoints in the set S. In other words, if h(n) = 0, then the set S is an independent

set of size k; otherwise h(n) > uédass). Therefore, if ugdass) is sufficiently larger than u(dass) then finding
the lowest-energy Slater-determinant of H(°12%) in the k-electron subspace to precision ué lass) | is as hard as

determining if a graph has an independent set of size k.
To finish the proof, we just need to set the parameters such that

w19 5 g2y (clas) (119)
H HES) _ prletass)|| - %ugclass). (120)
Let v = 1, leaving o, 3, and I to be set. The first constraint is satisfied by 5 > 16n*:
(121)
ugclabb) (round) 1 (Coul) (0) (122)
\f f (123)
(124)
> d2 art (Var?) (125)
= dn2uf™). (126)
For the second constraint, if o > 1, then
%“gdm) %ﬁ eflz g % = 161n2 (127)



Lemma 3. Fora>1, v;; =7 > 1,

HH(round) . H(Class) < 140[112@70"72/4. (128)

Proof of Lemma 3. The classical Hamiltonian H(¢12%%) has no kinetic component, and so we need to bound
the entirety of the non-constant kinetic component of the rounded Hamiltonian H (touwd) .

oo —ner]| = || 32 0N (a s+ a ) (129)
{ij}eE
oe{£1}

<4 Z tl('fj(*)und) (130)
{(i.j}€E

< %rﬂm < a’nPyPem /2, (131)

For the potential difference, define
B3:BQ\{(i’jaj>i):{iaj}EE}’ (132)

i.e. the indices of potential terms that are not Coulomb (which are exactly those included in H(¢12%%)). Then

HU(round) _ H(class) (133)
1 roun Ss <
=13 Z ug,;27ld)aiaa;Tak,Talﬁ —ugda ) Z N 41N —1 —ugdasg) Z NiooTjrs (134)
(4,5,k,1)EB i€[n] {i,j}eE
o,7e{£1} o,re{£1}
1 round
<5 Z uz(',j,k,l ) (135)
(i,4,k,1)€Bs
o,re{£1}
< 1 n 1 9
<5 A2, ~@2Jaexp (—av?/2) (136)
o\ )
B3
< 6van®exp (—ay?/2) . (137)
Putting them together,
HH(round) . H(class) < HT(round) —n-cp ‘ + HU(round) - H(class) —n-cp ’ (138)
< 704712(0/72)6_0‘72/2 < ldan2e= 7" /4 (139)
O
Together, Lemmas 1 and 3 imply that for v = 1, 8 > a > 74 + 48logn, I' > 640n'833, and ol? >

121og 8 + 80logn + 4o + 24,

HH(ES) . H(class) —n. CTH < HH(ES) 7 H(round)H + HH(round) . H(Class) —-n- CTH (140)
< 3n°af (Wmin) + 202 + 8n*V/a - exp(—wmin/2) + ldan2e=o7/4 (141)
1

= 3n2ae™ /% 4 202 +8nty/a - exp(—a/2) + 1dan?e™ /4 (142)
< 1optea/t < 1y Lo 1 (143)

— 20n2 — 20n?2  80n?  16n?2
where used the fact that for x > 0, max{z?e~*/2 \/ze %/% xe~*/*} < 4e~*/3. For sufficiently large n, it
suffices toset B =a =mn, vy =1, and I = n32, O
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A  Proof of Lemma 1

The proof of Lemma 1 uses the following technical lemmas that quantify the statement that matrices T, S,
and U are approximately block diagonal. It will be convenient to refer only to the entries along the diagonal
or inside the edge blocks. For an n(d+1) x n(d+ 1) matrix or an n?(d+1)2 x n?(d+1)? matrix A, let A(Plock)
to denote the matrix obtained by replacing all of the off-diagonal entries of A outside the edge blocks with
0. Define

144
145
146

147

S(neg) -5 S(block)’

R=S872

(144)
(145)
R(aprx) _ (S(block))—l/2’ ( )
(147)

R(es) — R _ plaprx)

Note that, because S is block diagonal, R(P™) is also block diagonal. However R(Plok) £ R(2prx)  The
matrix R("2) unlike S(™*2)  has non-zero entries even on the diagonal and within the blocks, though these
are small.

The first lemma bounds max(|R™®)|), where max(|A|) is defined to be the maximum of the absolute
values of the entries in matrix A.

Lemma 4. If al'? > 4logn + 2wmin + 2 and wmin > 4, then

r(ne8) — max (‘R(neg)’) < n’exp [—(al? — wmin)/2] . (148)

Corollary 1. For al'? > 4logn + 2wmin + 2 and wmin > 2,
r{28) < p2exp [~ (al? — wmin) /2] < n?exp [~ (410gn + 2wmin + 2 — wmin) /2] < exp(—1) < 1/2.  (149)

The entries of matrix S are just the overlap of normalized Gaussians, so the diagonal is all ones. Block
S;.; corresponding to edge {i,j}, where B(i,7) = {(i,p), (,q)} is

o ]. Ei,j
Sz,J = (ei,j 1 ) , (150)
€ij = S(ip),(jrg) = Sa(Vij) = exp(—wi,;/2), where w; ; = a7} . (151)

The entry s(; ), (i,p) is not contained in an edge block if and only if p = 0 or p > deg;. In this case, the
orbital ¢; , is at least a distance I" away from every other primitive orbital, and the block for s(; ) (i p) is
just the single element on the diagonal. For these primitive orbitals, we have

_(aprx) .
8(i,p),(i,p) = T(i,?o),(i,p) =L
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The edge blocks of R(®P™) can be computed exactly as

aprx —1/2
REJP )= (S, (152)
1 1 1 1
1 \/1—&-61,]- + \/1—6i,j \/1+€i,j N \/1—€i,j
=35 1 1 1 1 . (153)

\/1+5i,j o \/1761')]' \/1+6i=j + \/1767;1j

The following lemma bounds the error from just taking the leading term in ¢; ;. Note that the 2 x 2 matrix
Rgzprx) has identical on-diagonal entries and identical off-diagonal entries. Let ON (Rgzprx)) refer to the value
of the on-diagonal entries and let OFF(RZ(ZPYX)) refer to the value of the off-diagonal entries. The matrix

Rg?jer)T mREZPrX) has the same symmetries, so we can define ON and OFF for those matrices as well.

Lemma 5. For wpin >4 and {i,j} € E where B(i,j) = {(4,p), (4,9)},

1< ON(rP™)) <1 +¢€7 ), (154)

—l -y < OrR(rOv) < — 2 (155)

ta(0) < ON (REPT REP™) < 0 (0) + awised, (156)

— S\ @i A+ 4e ) < Orr (REPITREP™) < =24/ Flwny), (157)

(aprx)\ ©2 (aprx)\ ©2
max (‘(Rif ) Ui,j(Rizp ) - U

Corollary 2. For wpin > 4,

PP max (‘R@P“) ) <372 (159)
Corollary 3. For aI'?> > 4logn + wmin + 2 and wWmin > 4,
Pmax = max (|R|) < r&0) 4 riee) < 2. (160)

Define T(¢8) = 7 — 7(lock) - Qimilarly, define U®¢8) = U — U(®P1°K)  The following lemma bounds these
coefficients.

Lemma 6. For 3> a > 1 and aI? > 64,

b = max (IT)) < 55, (161)
t(ne8) — max (‘T(“eg) D < Bexp (—al?/4), (162)
Umax = max (|U]) < 28%, (163)
ulpet) = max (|Uees)|) < 26°T. (164)

Proofs of the technical lemmas follow the proof of Lemma 1. Note that the conditions of the technical
lemmas (and corollaries) are implied by the conditions of Lemma 1.

Lemma 1 (restated). If 8 > a > 1, wyin > 4, I' > 6400883, and al'? > 12log B + 801log n + dwmin + 24,

then
1
HH(ES) — H(round) H S 3n2af(wmin) + 2072 + 8n4 - exp(—wmin/2), (76)
n

where win = a2,
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Proof of Lemma 1. We will bound the kinetic and potential parts separately, starting with the former.
Define T (apr’i) = Rfap"‘)T (block) R(aprx) "and recall that T = RTR. The first task is to bound the error of
approximating 7 by T'(@P):

max (‘T — T (aprx)

) — max (‘RTR _ R(aprx)T(block)R(aprx)

) (165)
< max (‘RTR - RT<bl°Ck>RD + max (’RT(MOCI‘)R — R(@prx) p(block) plapr) ) . (166)

We will bound each term from (166) separately. We will use the fact that if A and B are m x m matrices,
then max(]AB|) < m-max(|A]) - max(|B]). Since the matrices R and T are n(d+ 1) x n(d + 1) matrices and
d+1 < n, we will pick up a factor of at most n? every time this rule is applied.

max (‘RTR - RT(bIOCk)RD = max (|R(T - T<block>)R|) (167)
< (rmax)? max (|7 — TP ) = (1) 21 0e8) (168)
< 4n®Bexp(—al?/4). (169)

The last inequality uses the bound from (160) that rp.x < 2 and from (162) that tinee) < Bexp(—al?/4).
To bound the second term from (166), recall that R = R(P™) 4 R(neg),

)

— max (‘ |:R(aprx) + R(neg):| T(block) [R(aprx) + R(neg)} _ R(aprx)T(block)R(aprx)

)

max (‘RT(block)R o R(aer)T(block) R(aprx) 170)

)

— max (‘R(aer)T(block)R(neg) + R(neg)T(block)R(aprx) + R(neg)T(block)R(neg) 172)

(
(171)
(
(

< it i) (200009 +rlis)) 173)
43 2 3 1
<t 5B exp[—(al” —wan)/2] [2 5 + 3 (174)
~~ e ~ =~
(161) (148) (159)  (149)
< 6n?Bexp [f(aFQ — Wmin)/2] < 6n* B exp(—al?/4) (175)

The last inequality is implied by the assumptions of the lemma, specifically that oI'? > 2wy,. Putting
together the bounds from (169) and (175) we get that

max (‘T — T(aprx)

) < 10n*Bexp(—al?/4). (176)

The next step is to use the approximation for the kinetic-energy terms for the primitive orbitals to get the
kinetic-energy term for the composite orbitals. Recall that composite orbital ¢; is a superposition of ¢; ,:

d
¢ = Z VpPip,
p=0

where g = 1/v/2 and Yp>0 = 1/v/2d. Therefore, the kinetic-energy terms for the composite orbitals are
just superpositions of the kinetic-energy terms for the primitive orbitals:

tij = Z YWl (ip),(0)-

p,q

We can apply this principle to T and T®@P™) ag well:

. e s(aprx) _ +(aprx)
Ly =D VobalinGa  and L5 =D Ul o)
p.q p.q
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Using the bound from (176):

g = 8571 < vl G — Byt (177)
p.q

1 o
< 5(d+1)? max (’T _ lap)

) < 5n8Bexp(—al?/4). (178)

The next task is to bound |t§3prx) — tf;f;-mnd) |. We will consider three separate cases. In each case, we will
show that
tgagprx) 4t round)‘ < Oéf(wmm) (179)

Recall that T@Prx) = R(aprx)(block) Rlaprx) g4 matrix T(@P™) is block diagonal. This means that tgjr;;x() o=

0 unless (4,p) = (J,q) or {i,5} € E and B(i,5) = {(4,p), (4,¢)}. This will considerably simplify the sum

(aprx (aprx)
Z Yo¥at(ip), () (180)

p,q

Case 1. Diagonal element: ¢ = j. First note that if p = 0 or p > deg;, then the block containing (i, p) is

just the single entry on the diagonal. In this case, ng;r)x()l 0= =1and tgjir) ()Z ») = Lap), (i)
Thus, when ¢ = j, the sum (180) simplifies to
(a rx) 1 1 (aprx) (aprx)
L™ =gtaoo+ta; D ON (Ri,jp TRy ) 5 d >t (i) (181)
j{i,j}EE p>deg;

The function ¢ is defined in (41) so that t5(0) = t; 0),(5,0) and t4(0) = t(; p),(i,p) for p > 0. Thus,

flaprx)

(ap) _ 1 Z ON( aprxT R(aprx))+21d Z ta(0). (182)

g {i,j}€E p>deg;

Recall from (61) that the diagonal coefficients of T4 are

round 1 1 1
157 = er = 3 (t5(0) +1a(0)) = 515(0) + 55> ta(0). (183)
p>0
Therefore the difference between fg?’rx) and tEr]O und) o

7(aprx) (round)| _ i aprx) (aprx)
tisi ti ’ = |94 Z ON ( T;;R; ) ta(0) (184)
j{i,j}€E
1 aprx aprx
<o ‘ON( POT, S RIP™ ) — ta(O)‘ (185)
j{i,j}eE
1 , ,
<% Z aw; jer; by (156) (186)
Jj{ij}eE
«
Sgq 2 f) (157)
j{ijlekE
[
< —- : min min Z 2 1
< 5g 4 Flwmin) w (188)
«
= §f(wm1n) S Oéf((*‘]min)~ (189)

Note that since wpin > 2 (by the assumptions of the lemma), the function f(w) = w? exp(—w) is maximized
at Wmin -
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Case 2. Off-diagonal element corresponding to edge: {i,j} € E. In this case, there is exactly one p and
exactly one ¢ such that (i,p) and (j,¢q) are in the same block, where B(i,j) = {(¢,p), (j,q)}. Thus, the
summation in Eq. (180) has only one non-zero term:

;(aprx) 1 (aprx) - (aprx)
tij = ﬁOFF (Ri,j T; i R;; ) (190)
Recall from (62) that tz(-?u“d) = -2/ f(w; )
Therefore
7laprx round 1 aprx aprx «
fprd _glrownd) - ¥ ’OFF (RZ{JP TRy >) - (_2 f(wi,j)>’ (191)
1 «o 9
< 5g gV Wis) -dei; by (157) (192)
[0
= —wi,j exp(—3wi;/2) (193)
< aw;,j exp(—wi ;) (194)
< af(Wmin)- (195)

Again, we are using the fact that since wpi, > 2, the function f(w) = w? exp(—w) is maximized at wWyin.

Case 3. Off-diagonal element corresponding to non-edge: {i,j} ¢ E. In this case, (i,p) and (j,q) are in
different blocks for all p, ¢, and so the summation in Eq. (180) is empty. That is, fg;prx) = 0. Recall that

(round) . . ..
tij is also zero for {i,j} ¢ E.

Finally, we can combine the bound for |¢; ; — fg;prx) from (178) and the bound for EEZPYX) - tfrj und)
from (179):

fr o] < | i) oo

<Y i - tz(,r;und)‘ ’ al il =2> |fi, - tf»ff““d)] (197)

i&j 4]
<23 [fy — 1P 23 | glround) (198)
4] %]
< 10n8Bexp(—al?/4) + 2naf(Wmin)- (199)

We can apply the conditions of the lemma to simplify this expression. The lower bound on oI'? implies
that exp(—al?/4) < (10n53)~! - exp(—wmin). Using the assumptions that a > 1 and wyiy > 1

10n8B exp(—al?/4) < n? exp(—wmin) < 720(Wmin)? eXp(—Wmin) = N2 f (Wmin )
Recall that f(w) = w? exp(—w). The final bound for the kinetic-energy difference is
HT<ES> - T<r0‘md>H < 3n2af (Wmin)- (200)

Next, we consider the terms for the potential energy. As with the kinetic-energy terms, we will approxi-
mate U = (R® R)U(R® R) by

U(aprx) — (R(aprx) ® R(aprx))U(block) (R(aprx) ® R(aprx))' (201)

The matrices are now n?(d + 1)? x n?(d + 1)?. We will use the fact that if A and B are m x m matrices,
then max(|AB|) < mmax(|A|)-max(|B|). Since d+ 1 < n, we pick up a factor of at most n* every time this
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principle is applied. We will bound max(|U — U®™)|) in two stages. First we bound

max ()U — (R® RUPPH (R R) D — max (( (R® RYU(R® R) — (R® RUPPH (R R) D (202)
— max (‘ (R® R)(U — UM (R @ R) D (203)
< 1® (Fimax) *ull®) (204)

8 4 3 _ 8 03
<n %251611“—3271 B8°/T. (205)

The next step is to bound

max (‘ (R® R)UMN (R @ R) — [P ) (206)
—  max (‘ (R® R)UMHM (R @ R) — (REP™) g REPm))y(block) (R(apr) g Rlapr)) D . (207

If we substitute R = R("&) 4 R(®P™) in to the expression (R ® R)UP) (R ® R) and expand the product,
we get the sum of 2¢ terms:

(R ® R)U(block) (R ® R) — Z (R(a) ® R(b))U(block) (R(C) ® R(d)) (208)
a,b,c,de{neg,aprx}

In bounding the difference from (207), we are left with the terms in which a, b, ¢, d are not all equal to “aprx”,
so every remaining term will have at least one factor of R(™®):

3
- 4 x 4—zx
(Re U (R 1) - 00 < i 3 () (rezed)” (riee) (200)
X
=0
3
< nBUpax - 15 - rfﬁ‘;f) [max {T$§§X)7 rfﬁ‘;f) H (210)
3 3
<n®28% 15 -n*exp [—(al® — wmin)/2] - () (211)
~— 2
(16 (148) (159,149)
<102n"°B% exp [~ (al'? — wmin) /2] (212)
< 102n'°83 exp(—al'?/4). (213)

The last inequality uses the assumption from the lemma that aI'? > 2wmyin. Putting the two bounds from
(205) and (213) together, we get that:

max (‘U — plapr)

) (214)
< max (’U — (R® RUPPD (R R) D + max (‘ (R® R)UPN (R @ R) — [@pr) ) (215)
< 32n8B3 )T + 102008 exp(—al?/4). (216)

Since the composite orbitals are superpositions of the primitive orbitals, the potential-energy terms for
the composite orbitals can be expressed as linear combinations of the potential-energy terms for the primitive
orbitals. Therefore

wigki = Y Uelarlstlie), Gl (o)) (217)
p,q,7,8,€[d+1]
where the amplitudes v are defined to be vy = 1/v/2 and Yp>0 = 1/v/2d. The same definition for @; ; 5 and

ﬂg?p,le) can be applied using the potential-energy terms for the primitive orbitals defined in U and U®Pr),

We can apply the bound from (216) to bound the difference in the potential-energy terms for the composite
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orbitals:

(a rX) ~ ~ (aprx)
g =W = D bt (“W Gl G ™ Ui(ap), Gl s)]) (218)
p,q,7,s,€[d+1]
1 - .
< (d+1)* max (’U — term)|) (219)
1 ,
< 1”4(32”853 JT 4 102n'°33 exp(—al?/4)) (220)
< 8n'2B3 T 4 26n' 3% exp(—al?/4). (221)

We can now apply the assumptions of the lemma to simplify the above expression. The assumption that
I' > 64011833 implies that 8n'233/T" < 1/(80n%). The assumption that al'? > 12log 3 + 80logn + 4wmin +
24 > 12log B + 80logn + 40 implies that 2611433 exp(—al'?/4) < 1/(80n°). Therefore

12 53 1493 2
8n 287 /T 4 26n""3° exp(—al=/4) < 1006 (222)
The next task is to bound |uzajp,le) - uErJOL,lcnld) |. Since

U(aprx) _ (R(aprx) ® R(aprx))U(block) (R(aprx) ® R(aprx))

is block diagonal, many of the terms in the sum (217) will be zero. We consider three cases. In each case,
we will show that 8
@) — a | < 4v/a - exp (~wmin/2)- (223)

Case 1. Onsite term ¢ = j = k = [. Note that the entry in row [(¢,p), (¢, q)] and row [(¢,7), (4, s)] is outside
of a block unless p = ¢ =r =s. If p = 0 or p > deg,, then the block containing [(,p), (i,p)] is just the

single entry on the diagonal. In this case, TE?I;;X()W) ® réigr)x() ) = 1 and the diagonal element at [(i,p), (i, p)]

is the same for U®P™) and U. If p = 0, then primitive orbital ®i.0 is a Gaussian of width § and the diagonal
term of U at [(4,0), (¢,0)] is as in Eq. (44) defined as u,(ﬁ,coul) (0). For p > deg;, then primitive orbital ¢; , is

a Gaussian of width « and the diagonal term of U at [(¢,p), (4,p)] is as in Eq. (44) defined as ulcom (0).
Thus, when ¢ = j = k = [, the sum (217) simplifies to
~(aprx) 1 (block) ) ©2 (block) ®2
=g X ((R) o (re)T) (224)
0<p<deg; (i,p),(i,p), (4,p),(4,p)
1 (Coul) 1 (Coul)
s 0) + o > ulfe(o). (225)
p>deg;
Recall that ugrlof?d) is defined in (71) to be
round 1 Coul ou 1 Coul u
e = Ju ™ (0) + 4du(c D(0) = Jug™" (0 4d2 3wl (o) (226)

p€(d]
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Therefore,

Ay — o (227)
1 OC! ocC
=15 <( R(bl k) (R(bl k)) ) ) _ u((lCoul)(O) (228)
0<p<deg; (4,p),(%,p),(4,p),(i,p)

_ %42 ((R(block)> (R(block)) —Um) - (229)

0<p<deg; (i,p),(i,p),(4,p), (i,p)
1 block block) | &2
< o d-max <‘<R( oc )) o (RGP — Uiy (230)
S*leEmax 4y/a - exp(—wi ;/2) < 4/ - exp(—wmin/2). (231)
(1o8)

The last inequality uses the assumption of the lemma that wpyi, > 2.

Case 2. All indices within block corresponding to edge {i,j} € E. Let B(i,j) = {(i,p), (4, q)}-

Consider, for example, the term uga]p]ri). The sum in (217) has only one non-zero term corresponding to

vow [(i.p). (j.)] and column [(7.q). (i, ). So

~(aprx) __ 1 (block) ®2 (block) ®2
Ujj i = 4d2((Ri,j ) Ui (R ij ) S (232)
[(,p),(4,0)],[(5,9),(i,p)]
Recall that
(round) __ 1 Coul _ 1
Ugs = gte () = TG, G LG () (233)

The first equality comes from the definition of u(*™*d) in (72) and the second comes from the definition of

ulCow (7i,7) in (44). The entry in row [(i, p), (4, ¢)] and column [(4, q), (i, p)] is inside the block corresponding

to edge {i,j}. Therefore,

aprx roun 1 oc ®2 ocC. ®2
{aprx) g, (rou .d)’ = — max (‘ (RS}I k)) Ui ; (Rg;l k)) = Ui,

) (234)

igigii g 4d2
< 1 16\/aei7j =4y - exp(—w; j/2) < 4y/a - exp(—wWmin/2). (235)
(158)
The same bound holds for ﬂfaf’;’;) - Erlo;”;d) , Ngalpjr’;) —uj; sy | et cetera for {i,j} € E.

Case 3. At least one pair of indices corresponding to non-edge {i,j} ¢ E. In this case, both &EZPZXZ) and

u" ) are zero
0,3,k,1 )
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All together,

1 I n
HU(ES) _ gy(round) H <= Z (uz el — ug;;f)) aiaa] T (236)
i,3,k,l
1 round ~ ~ ~
<5 D [Higk By )‘ ‘ 0} 0] o1 o liL0 (237)
i,4,k,1
1 ~ (round)
90N 4 Z Wigke,l — Wi k1 (238)
o, 1,7,k
S2 Y |Gk — At |+ 2 Y [t Uk (239)
i,3,k,l ©,7,k,l
1
<ot (s ) 20 4V - expl( /2 (240)
(223)
(222)
L gt ( /2) (241)
= c € —Wmin
502 n“va - exp(—w
Egs. (200) and (241) imply the lemma:
HH(ES) _ H(round) H < HT(ES) _ T(round)H + HU(ES) _ U(round) H (242)
< 3n’af (Wmin) + 20 5+ 8ntv/a - exp(—wmin/2). (243)
O

A.1 Proof of Lemma 4

Proof of Lemma 4. Define €.y to be the largest off-diagonal element of S and €,e to be the largest entry
of S™eg) which is the largest entry of S outside of an edge block:

€max = MAX (i p) (j.g) = Sa(Ymin) = €XP(—Wmin/2), (244)
(i,p)#(4,9)
e s (599) )=t e

Let S(Plock) — 1 4 §(OD). g(OD) has at most one entry per row or column, and that entry is between 0 and
€max- Using the Taylor expansion

o0

s (2 —=1)N
MV2=3%"(2) k%(M — " (246)
k=0 ’
of a matrix M around the identity I, we have
R(neg) — p _ Rlaprx) (247)
—~1/2
— (S>—1/2 _ (S(block)) (248)
~1/2 ~1/2
- (I+ g(©oD) | 5<neg>) _ ( ja S(om) (249)
L — 1 [(S(OD) + S<neg>)k - (S<OD>)]€} . (250)

k=0
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Entrywise,

k
[(S(OD) +5009)) } (251)
(i0,00), (k1)
= ( §(oD) 4 S(neg)) .. (5(0D) n S(neg>) (252)
(i1,01 )5 (B =150k —1) Go-to). (i) (el (i)
= Z S(i0,l0)s(i1,01) """ Sik—1,lk-1),(iklk) (253)

Higrobyr ™ X s by 41 ||

where the summation excludes the diagonal entries. (Recall that I, S (OD) "and S(™e8) have disjoint support.)
Similarly,

k
[(5(01))) ] = > S(ioudo) (i1,81) """ Slin—1be1),(isla): (254)
(i0,00),(iklk) 0< }<F

Higrabyr TXigr yoler ‘

where the summation excludes both the diagonal and anything outside of the blocks. The difference be-
tween Eq. (253) and Eq. (254) is the summation in Eq. (253) restricted to when at least one of the neighboring
pairs is at least I' separated. Each term with exactly x pairs separated by at least I' contributes at most

kxm

€max Eneg- L NETE are (k) places in the sequence that these pairs can occur. For each factor contributing more

than €neq there is at most one index value (iy, ), and for each factor contributing at most €,eq there are
at most n(d + 1) — 1 < 2n? indices. Therefore

RS(OD) + S(Hffg))k - (S<OD>)’1 (255)

(i0,l0),(ik,lk)
k
> (1) e e (250)
e k— € x
2 T &® max
;( ) (202 60g) € = (27260 g < )(an) (257)

k: T k—1
2 : €max _ 2 k €max
2” €neg ( ) (2n25ncg) B k(Zn Eneg) (1 * 2n2€ncg) (258)

=0

IN
?T‘ H
»—l ,_.

(2n 6meg) ( €neg + 6maux)kil (259)
< (202 eneg) (2emax) T = lmfﬂ(%mm)k, (260)
max

where we used the fact that

2’[1 €neg = 27’l2 —al? /2 <e- n e —al? /2 <e- n e —(4log ntwmin+2)/2 _ e—wm;n/Q = €max (261)
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by assumption. Returning to the expression in Eq. (250), the norm of each entry of R(¢2) then is

‘T(neg) _ f: (—g)+ (kD! (S(OD) n S(ncg))k _ <5(OD)>Ic (262)
(t05l0),(ik,lk) | k! , )
k=0 (40510) (iklk)
= —k(2k =Dl (OD) (neg) ) " ©on)\"
<@ (s +5 eg) —(s ) - (263)
k=0 ’ (0,l0)s(ik,lk)
ne s (2k =1
< 2 oo 3 ()= (28— Y , ) ) (264)
€max £~ k!
s €neg = (2k— D)1,
=n €max (k’ _ 1)| 6max (265)
k=1
2 €neg €max
=n 266
emax (1 o 2Emax)3/2 ( )
< 2 foce. for wmin >4 (267)
ernax
< n?exp [—(al? — wmin)/2] . (268)
O

A.2 Proof of Lemma 5

Proof of Lemma 5. In this proof, we’ll use the following form of Taylor’s Theorem.

Theorem 6 (Taylor’s Theorem with remainder in Lagrange form [2]). Let f be a (n+1)-times differentiable
function in the region [0,1]. Then for every x € [0, 1] there is some c € [0,z] such that

n (k) (n+1) (¢

Note that wpin > 2 implies that €; ; = e~wWiil2 < e~ Wmin/2 < 1/e.
We'll start with the bounds on the entries of R(®P™) . Given the derivatives

% (\/11? + \/11?) = % (_<1 +o 11— e)_3/2), (270)
i (et ) =1 (0o -07), )
15

Theorem 6 implies that

1 1 13 —5/2 —5/2\ 2

+ —240+35 (A+) - e, 273
Ve i pg \(LFe) A {=e) e (273)

1 1 115 —7/2 n=7/2\ 3
_ —0—ct0- 32 ((1+¢ 1- ) 274
e i Vet gg () =) e (274)

for some € € [0,€]. For 0 < e < 1/e, we have
9< 1 + ! <2422 (275)
€,
T V1l+e 1—e
1 1

—e—263 < - < —e. 276
‘ 6_\/1+6 1—¢ ¢ (276)
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Dividing by 2 and substituting € = ¢; ; implies Egs. (154) and (155).
Now, let’s turn to the entries of Rz(zprx)ﬂyj Rgzprx). Let B(i,5) = {(i,p), (4, q)}. To make the notation more

concise within this proof, we will refer to the diagonal elements of Rz(z»prx as roN = r((jpr)x() = rg;lz];x()j 9

and the off-diagonal elements as ropp = Eji’))x() o= r((;”; r)x()l ) Note that

2 2
2 2 1 1 1 1 1
ron)? + (rope)? = & + + - 277
row ) trore) = (\/1+€i,j \/1—%) (\/1+6m' \/1—€m‘> 217)

1 1 1 1
== = 278
2<1+e,»7j+1—ei7j) 1—€2. (278)

2]

and

1 1 n 1 1 1 (279)
T T - -
oN ToFE = 4 \/1+6i,j \/1—62'7]' \/1"757;‘,]' \/1 _Ei,j
1 1 1 €5
- — =_——" 280
4 (1+6i,j 1—6¢’j> 2(1 —E?J-) ( )

The diagonal entries of T; ; are t(; p) (ip) = t(] 0,6, = ta (0) and the off-diagonal entries are t(; ;) (j.q) =
t(ig),Gip) = ta(Vi,;). Then the diagonal of R; aprx)T R(apr entry is

ON (REPT, o) 281)
ta(0) ta(7i j)) (TON )
= ) 282
(TON T’OFF) (ta(%,j) ta(O) rOFF ( )
=1,(0) ( ron)’ + (TOFF)2) +2to (Vi j)roNTOFF (283)
tOé(O) (’YZ ])e’b J (284)
1 ef,j 1—¢? i
1
= (ta(0) = sa(vij)ta(7ij)) 1T—2. (285)
i,
3 1 1
(2a 2a(3 w; ;) exp( Ww)) 1= 3 (286)
3 1 , 1
_ <2 (1- &)+ yawige ”> = (287)
2
aw; j€; ;
=tq _— 2
(0) 2(1 _el’j) ( 88)
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and the off-diagonal entry of R(aer)T R(aprx) i

OFF ( RP™T, R(dp”“)) (289)
ta(0) ta (Vi J)) (TOFF>
= > 290
(’I"ON TOFF) <ta('yi7j> a( ) TON ( )
= 244(0) - Ton * Torr + ta(i) (ron) + (rorr)?) (201)
_ t (O>62,J (29 (71,]) (292)
1-— e i 1— 51 i
1
= (ta(7i5) = 5a(7i,4)ta(0)) 1T-2. (293)
%,J
1 3 1
= za(3—wi;)exp(—w; ;/2) — zaexp(—w; ;/2) | —5— (294)
2 ’ ’ 2 ’ 1-— 6 o
1 1
= —5040.)1'7]' exp(—wi,j/Z)l_ie?,j (295)
1 1
_ 1 - _ P
R (206)

Let’s look at this factor (1 — 62)71. It’s always at least 1, and its first two derivatives are

d 1 2¢
il = 297
de <1e2) (1_62)2’ (297)
d? 1 2(1 + 3€2
= _ 21 +3¢) (298)
de2 \1 — €2 (1—¢2)
By Theorem 6,
1 (1+3€?) ,
=1 299
1 +(1_6/2)3€ (299)

for some 0 < € <e. For e < 1/e, we have

2
S <1+4e <2 (300)

1< 1
S 1T
Combining Egs. (288), (296) and (300) implies Eqs. (156) and (157).
Finally, we turn to the bound for
(R@Prx>) U (R@P“)) .,

max 2y Y]

®2
Each entry of (R,(me)) is a product of two terms from {ron,rorr}, and only the diagonal terms are

(ron)?. For notational ease, we will index the four rows and columns of U;; by {0,1,2,3}. For a,b €

{0, 1,2, 3}, we will denote the entry in row a and column b by U; ;[a,b]. Now consider a particular entry in

®2 ®2
row a and column b of (Rz(»zmx)) Ui, (Rz(?j-prx)> . This entry is the sum of 16 terms, each of which is a

product of one entry from U; ; and four factors from {ron,rorr}. The only term that has four factors of
(ron) is (ron)*U; jla, b] because the two factors of (ron)? must come from diagonal entries of (RE?’IX)

The other 15 terms all have at least one factor of rorp. Also since |rorr| < |ron|, each of these other
terms is at most |[rorr||ron|® - max (U; ;). Therefore we have:

(R 0 (™) fa0) — Uil ) (301)

2%

< |(7"ON)4U1‘7]‘[CL, b] +15- |TOFF||TON|3 max (Ui,j) — U’i,j [CL, b” (302)

33



The maximum entry in U; ; is ulC°™(0). Therefore

®2 ®2
max | (REP) 03 (REP™) T = Uig| < alC(0) [(ron)* = 1415+ [rorr | - Irow ]

Using the bounds from Eqs. (154) and (155), we know that |rorr| < € ;(1/2 + €} ;) and [ron| < 1+ €.
Also €; ; = exp(w; ;/2) and since by assumption w; ; > 4, e < 1/4.

®2 ®2
max | (BP0, (REP™) T - Uy (303)
<u{®(0) [(ron)* = 1+ 15|rorr| - [ron|*] (304)
<ulT(0) (14 € ,)* — 1+ 1565 (1/2+ €2;) - (1 + €7 ,)°] (305)
o 9 17\°
<ulCM(0) [2¢;; 4 15 (16> : <16) em-‘| (306)
2
<ulC°W(0)e; ;- 12 = —=13/ae; ; < 16y/ae; (307)
. \/E D D
O

A.3 Proof of Lemma 6

Proof of Lemma 6. We’ll start with the kinetic coefficient bounds. Each t(; ,) (;,4) coefficient has one of the
following three forms (from Eq. (40)), depending on whether orbitals ¢;, and ¢, , have exponent a or f3,
and where z is the distance between the two orbitals:

— 93/2 (045)7/4

ta,p(x) or ﬂ)5/2 (3 — 2u2?) exp (—pa?) where u = af/(a+ ) (308)
to(z) = % (3 — az?) exp (—az?/2) (309)
tg(z) = g (3 — Bz?) exp (—B2*/2) (310)
Consider the prefactor:
5/2
g32_(aB)" VB | VapB | _ JaP (311)
w2 ()] <

The inequality follows from the fact that the geometric mean of two positive numbers is no more than their
arithmetic mean. Therefore, since § > «, the maximum prefactor for ¢,(x), tg(x), or to g(x) is

a B VaB| B
ax{2,2,2}—2. (312)

The part of the function ¢ that depends on x is
tu(x) = (3 — 2ua?) exp(pa®),

where p = af8/(a + ) or a/2 or 3/2. Note that ¢,(x) changes sign once, from positive to negative, at
2uxz? = 3. Its derivative,

t,(x) = 2*2pa(4pa® — 10) exp (—pa®) | (313)

vanishes only at the origin and 2ux? = 5, where it goes from negative to positive. Therefore,

ma 7, (2)] = mas {£,(0). =1, (v/5/20) } = £(0) = 3. (314)
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Putting this together with the bound on the prefactor from (312), we get that tyax < %B.
p > a/2, and therefore 2ul'? > al'2. Since, by assumption, al'? > 5, we know that t,(x) is monotonic
for x > I". Therefore

max [f,(2)] = [F, (D) 315

ST (315)
= ’3 - 2MF2‘ exp (—ul?) (316)
< 2ul?exp (—pl?) (317)
< 2exp (—ul?/2) < 2exp (—al/4), (318)
where in getting to the last line we used that ze=® < e~*/2. Putting this together with the bound on the
prefactor from (312), we get that ¢(nee) < Bexp (—aF2/4).

Bounding the potential integrals will be easier because the integrand is strictly positive. Each potential
integral corresponds to four Gaussians with centers x; through x4 and exponents ¢; through (y4:

1
/drdS§C1 (I‘ - X1)§C2 (S - X2) HI‘ — SH 543 (S - X3)§C4 (I‘ - X4) (319)

4 3/4

2G; 1
= H <7r> /drdsexp {_Cl [r — X1||2 —Cals - X2||2 —(3s— X3||2 — (4 llr— X4||2:| M (320)
i=1
3

2 1
< (f) [ dvasexn [<a (e =l + s =l + s =l = x1?) | = (321)

26 3 X +X 2 1 X0 4+ X 2 1 1
= (%) [ itsexs [—a <2Hr— e [ +2|x2_xg||2>1 ——

(322)

p ’ @ 20\ ? Xo 4+ X3 — %1 — %4 ||2 1
== &xp [—* (‘|X1—X4||2+||X2—x3||2)} — /drdsexp —a2|r)® +2]s— 277 1- ™ =

‘ ’ m 2 el

(323)

= (Y exp [=2 (s = xal? + e = g 2)] o (Rt 2a 31 = e (324)

o 2 a 9
< Ba 2 <opa i <op, (325)

™

and S0 Umax < 233, To bound ugf;)%), consider the above when at least one pair of the points x; through x4
are at least I apart. If ||x; — x4]| > I'/2, then the integral is at most

a3 exp [—% Ix1 — X4||2} ulC(0) < BPa3exp (—aIl?/8) 2y/a < 23% exp (—al?/8) (326)

and similarly for ||x2 — x3|| < I'/2. If neither of these are the case then at least one of x1, x4 must be at least
I away from at least one of xo, x3. Without loss of generality, suppose ||x; — Xa|| > T'. That ||x; — x4]| < T'/2
implies

X1+ X4 T
_ < = )
B X1l & 4 (3 7)
and similarly for xo and x3. Then
Xo + X3 — X1 — X4 X2+X37X _ X1+X47X lx,—x >F7£7£*— (328)
2 2 § 2 ! gy | VIV
>T
<r/4 <r/4 =
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and the potential integral is at most

BulCou)(r/2) = 53\/?1%(@2 /4) < 63\/? \/Z \/a;i“‘/ﬁl = 2@3%. (329)

Together with Eq. (325), this yields

u{P8) < max {28° exp(—al?/8),28°T '} = 25° max{exp(—al?/8),I' '} (330)

For aI'? > 64 (a condition of the lemma),

1 1o o\k
_ r2/8) — 7<,F2) 331
exp(—al?/8) exp(al™/8) kz:;) EI'\8 (331)
! 2 al?
<-TI?< —T?=4/— T>T 2
-8 64 - (332)
and so

ulles) < 2433 T (333)
O
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