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Abstract Multistability is an area of interest in robotics and
locomotion because the ability to achieve multiple configu-
rations or generate multiple gaits allows a single robotic
or mechanical system to perform versatile tasks. This multi-
stability is often achieved by adding multistable elements to
the system. However, this work finds that two bodies pinned
together with a linear rotational spring can exhibit mul-
tistable behavior with the introduction of a nonholonomic
constraint. Multistable fixed points of the unforced and un-
damped system are found to correspond to multistable limit
cycles with the introduction of damping and periodic forc-
ing, some of which result in fast net turning. This finding
has potential implications in understanding the sharp turns
executed by biological swimmers, and could be exploited to
perform efficient turns in low degree of actuation robots.

Keywords Bistability · Nonholonomic Constraints ·
Locomotion

1 Introduction

Mechanical systems with two or more stable configurations
are of increasing interest in soft robotics from the perspec-
tive of generating gaits and locomotion, stabilization, and
manipulation [1–3]. The general approach to achieve multi-
stability in mechanical systems is to design a potential en-
ergy function for the system that has multiple local minima.
Each of the minima of the potential function represents a sta-
ble configuration and the system’s state can transition from
one potential minimum to another under certain mechanical
actuation. Much of the research has focused on two means to
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achieve a multi-well potential function: either by designing
a system with geometric nonlinearities or by using materials
or elastic elements with intrinsic or material nonlinearities.
A variety of compliant systems and soft robotic systems pos-
sess one or both types of nonlinearities [1, 3–6].

In this paper we forego both of the above approaches
and instead show that it is possible for a mechanical sys-
tem whose associated potential energy has a single well to
perform multiple unique stable limit cycle oscillations under
the same periodic excitation. Motivated by the rich history
of the use of pseudo-rigid body models of continuum and
soft mechanical systems [7–11, 11–13], we base our inves-
tigation on a planar system with two rigid bodies connected
by a linear torsional spring. Specifically, we consider the ex-
ample of a four degree of freedom planar system with one
nonholonomic constraint that is subjected to an internal pe-
riodic torque generated between the bodies. This mechanical
system is a variation of the Chaplygin sleigh [14–18], a well
known nonholonomic system. In earlier works [19] it was
shown that a similar idealized version of this system in the
absence of any damping, frictional resistance, or forcing has
multiple stable configurations that arise from the nonlinear
torsional spring or could demonstrate chaotic motion [20] in
the absence of any spring connecting the two bodies.

In this paper we show that when damping is introduced
into this system, along with periodic forcing, limit cycles in
reduced velocity space are produced. We show that depend-
ing on the amplitude and frequency of the applied torque,
the state of the system can oscillate around different mean
states. The feature of tunable multistability that is demon-
strated here is not merely one of possessing multiple stable
static configurations, but is of a more dynamic nature. When
subjected to periodic excitation the system has multiple sta-
ble limit cycles in its reduced state space, and depending
on which limit cycle the system’s state switches to, the mo-
tion of the body can be qualitatively different: in one case
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the mean path of the body is a straight line, while in the
other it moves along a circular arc. We thus show gait se-
lection that is determined by switching between limit cycles
governed by the interplay of the nonholonomic constraint
and the periodic forcing. Such interaction between nonholo-
nomic constraints and periodic excitation has received less
attention from the robotics perspective. It has however been
investigated in the context of a spherical bearings such as for
support of long span bridges, ball vibration absorbers. For
instance [21, 22] investigated the problem of a ball rolling
in a spherical cavity subjected to parametric excitation and
showed rich variety of dynamics, limit cycles and quasi-
periodic motion depending on the damping and the excita-
tion parameters.

The results in this paper have applications to mobile soft
robots which, by the nature of their interaction with the ground
or a substrate, can be subject to nonholonomic constraints.
Designing soft robots which exploit such constraints on their
dynamics can open up a new means to achieve the proper-
ties of multistable mechanical systems. This work also has
potential significance to the design and control of swimming
robots; in previous work it was demonstrated that nonholo-
nomic constraints are present in the swimming motion of
fish-like bodies [23–25] and this recognition can enable the
design of better controllers for swimming robots [25–28].
The results in this paper show the possibility of achieving
different stable limit cycles in physically different config-
urations and associated gaits for swimming robots without
changing the input forcing, which can greatly improve their
agility. Within the context of nonholonomic systems, which
is a very well studied topic [16, 29–32] in mechanics and
robotics, the findings in this paper show the importance of
periodic excitation in producing a variety of gaits.

The paper is organized as follows. In section 2 the model
of Chaplygin sleigh with an additional appendage and the
governing equations of motion are discussed and their re-
lation to previous work is reviewed. In section 3.1 the spe-
cial case of a non dissipative and unforced Chaplygin sleigh
with an elastic appendage is discussed. The fixed points for
velocity of the undamped, unforced sleigh exist as shown in
[19].The undamped unforced case bears significance to the
damped and periodically forced Chaplygin sleigh; although
these fixed points disappear for the damped and forced sleigh,
limit cycles are produced around them. The stability and bi-
furcations of these limit cycles and their relevance to the
physical gaits of the Chaplygin sleigh are discussed in sec-
tion 3.

2 Mechanical model and governing equations

The Chaplygin sleigh is a rigid body with a knife edge at
one end that prevents slipping in the transverse direction

as it moves in a plane. This no-slip condition is a nonholo-
nomic constraint, and this seemingly simple mechanical sys-
tem can exhibit very rich dynamics [14–18, 33, 34]. In this
paper we consider a modified two-link Chaplygin sleigh as
depicted in fig. 1. The rear link of length εl will be referred
to as the “tail”, and it is connected to the other link (referred
to as the “head” link) at a revolute joint with a linear tor-
sional spring of constant stiffness K. The two link Chaply-
gin sleigh is motivated by potential applications to fish-like
swimming robots as well as the multi-link snake-like terres-
trial robots. The torsional spring at the revolute joint mimics
the stiffness of the tail of a fish or a reptile. The spatial frame
is denoted by X−Y , and the body frame denoted by Xb−Yb
is attached to the tail link with its origin collocated with the
revolute joint. The tail link has a massless wheel or a knife
edge at its end which prevents slipping in the transverse (Yb)
direction but allows motion in the longitudinal (Xb) direc-
tion.

The configuration space of the system is Q = SE2× S1

and is parameterized by the coordinates qqq = (x1,y1,θ1,θ2)
where (x1,y1) are the coordinates of the center of mass of the
sleigh tail link, θ1 is the angle made by the body frame with
respect to the spatial frame and θ2 is the angle of the vec-
tor between the revolute joint and the center of mass of the
head link with respect to the spatial frame. The Lagrangian
of the system is L = T (qqq, q̇qq)−V (qqq) with kinetic energy
T = 1

2 q̇qqT M (qqq)q̇qq and potential energy V (qqq) = 1
2 Kδ 2. It is

emphasized that K is taken as a constant, so the potential
function is a single-well potential and does not by itself pro-
duce multiple equilibria. The mass matrix M is defined in
the appendix. We imagine that a motor at the revolute joint
applies an internal periodic torque AsinΩ t, which results in
equal and opposite torques on the head and tail links. The re-
sulting spin and translation of the tail link has to satisfy the
nonholonomic constraint, which defines that transverse ve-
locity uy (along the Yb direction) of the point P is constrained
to be zero,

uy =−sinθ1 ẋ1 + cosθ1 ẏ1− ε l θ̇1 = 0. (1)

The constraint can be expressed compactly as W (qqq)q̇qq = 0
with W (qqq) = [−sinθ cos(θ) − εl 0].

We further assume that the sleigh experiences viscous
dissipation with the Rayleigh function

R =
1
2

(
cu(ẋ1 cosθ1 + ẏ1 sinθ1)

2 + cω θ̇1
2
+ cδ δ̇

2
)
, (2)

where δ = θ2−θ1 and cu,cθ , and cδ refer to the damping on
the translational velocity at the constraint, the rotational ve-
locity of the tail link, and the interlink rotational velocity,
respectively. The Euler-Lagrange equations with the con-
straint forces are[
M −W T

W 0

][
q̈qq
λ

]
=

[
B(qqq, q̇qq)
−Ẇ q̇qq

]
+
[
τττ(t)

]
. (3)
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Fig. 1 A two link Chaplygin sleigh system of total length l and total
mass m. The tail link of length εl, mass m1, and moment of inertia I1
and the head link of mass m2 and moment of inertia I2 are connected
by a revolute joint. The body frame Xb−Yb is fixed to the revolute joint
and the Xb axis is aligned with the tail longitudinal axis. The velocity
of the point P on the tail link is constrained to be zero in the Yb direc-
tion. The angle θ1 is the angle between the body frame and the spatial
frame while angle δ is the relative angle between the links, and δ = 0
corresponds to the fully extended configuration. The center of mass of
the tail link is along the line joining P to the revolute joint. The center
of mass of the head link is at a distance of l

2 (1− ε) from the joint and
the special case where the head link length is l(1− ε) is considered.

The forcing term is τττ and the only non-zero forcing terms
are the joint torque τττ3 =−τττ4 =AsinΩ t. The vector B(qqq, q̇qq)
contains the gyroscopic terms and the elastic forces, the ith
entry of which is

Bi =
1
2

(
∂M ik

∂qqq j +
∂M ji

∂qqqk −
∂M jk

∂qqqi

)
q̇qq jq̇qqk− ∂V

∂qqqi −
∂R

∂ q̇qqi

The resulting Euler-Lagrange equations are independent
of (x,y,θ1) and a reduction of the equations to the body
frame creates a reduced system of velocity equations de-
coupled from the grouped variables (x,y,θ1). Setting ξξξ =
[ux,ω1,ω2,δ ]

T where ux is the velocity at the constraint,
ω1 = θ̇1, and ω2 = δ̇ , the velocities can be transformed to
the body frame as

[
ẋ
ẏ

]
= R

[
ux
0

]
and

[
ẍ
ÿ

]
= R

[
u̇x
0

]
+ω1×R

[
ux
0

]
(4)

for rotation matrix R(θ). Note that (x1,y1) denote the posi-
tion of the center of mass of the tail link, and (x,y) denote
the position of the constraint.

While the derivation to this point is applicable for arbi-
trary geometry, for our analysis we will consider a specific
geometry where both links are rectangular with total width

l
2 , moment of inertia coefficient γ = 1/12 and constant den-
sity. In this case the mass and inertia parameters of the links
defined in the caption of fig. 1 can be defined in terms of the
geometric parameters and overall mass defined in the same
figure as m1 =

εl
m , m2 =

(1−ε)l
m , I1 = 4γm1

(
(εl)2 + l2

4

)
and

I2 = 4γm2

(
((1− ε)l)2 + l2

4

)
. The variables and parameters

are then rescaled to eliminate m and l by defining u′x =
ux
l ,

A′ = A
ml2 , α =

√
K

ml2 , c′u =
cu
m , c′ω = cω

ml2 , c′
δ
=

cδ

ml2 , I′1 =
I1

ml2 ,

I′2 =
I2

ml2 , m′1 =
m1
m , and m′2 =

m2
m . A new variable E ′ repre-

senting the rescaled energy is introduced as E ′ = E
ml2 where

E = T + V . As a further simplification, we consider the
rescaled damping ratios equal, so c = cu = cθ = cδ , and
rescaled stiffness α is taken to be

√
10 throughout the paper.

For simplicity of notation, the ′ superscripts are dropped,
and all instances of the redefined constants henceforth are
taken to be in their scaled form, unless noted otherwise.

The rescaled equations of motion are of the form

N ξ̇ξξ = ggg(ξξξ )+ fff (t), (5)

where the rescaled inertia-like matrix N (ξξξ ) is described
by (16) in the appendix. The four entries of the vector field
ggg ∈ R4 are

ggg1 = (ω1 +ω2)
2 (ε−1)2 cosδ +(2− ε)εω

2
1 (6)

− cuux

ggg2 = 2εω2 (2ω1 +ω2)(ε−1)2 sinδ (7)

−ω1ux (ε−1)2 cosδ +(ε−2)ω1uxε− cω ω1

ggg3 =−ω1ux (ε−1)2 cosδ −2ω
2
1 ε (ε−1)2 sinδ (8)

−α
2
δ −ω2cδ

and

ggg4 = ω2. (9)

The forcing term fff (t) is periodic with frequency Ω ,

fff (t) =


0
0

AsinΩ t
0

 . (10)

3 Tunable limit cycles and configuration changes

The periodically forced two-link Chaplygin sleigh demon-
strates complex dynamics that depend on the frequency and
amplitude of the forcing as well as geometric parameters
such as ε . Underlying this behavior are dynamics of the un-
forced and non-dissipative two-link Chaplygin sleigh sys-
tem. This is a general theme in many dynamical systems,
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such as the multi-well Duffing oscillator, where the fixed
points of the unforced Duffing oscillator form the skeleton of
the dissipative forced dynamics. Therefore we first discuss
the somewhat simpler case of the dynamical system with no
dissipation and free of forcing, i.e. c = 0 and fff (t) = 000.

3.1 Multistability in the conservative system

Suppose hhh(ξξξ ) = ggg(ξξξ ;cu = 0,cω = 0,cδ = 0,A = 0): it will
be shown that the limit cycles of interest of the dynamical
system (5) are created around the fixed points of the dynam-
ical system

N ξ̇ξξ = hhh(ξξξ ). (11)

One observation that can be made about the dynamical sys-
tem (11) is that the total energy E =T +V is constant along
its integral curves in the absence of any damping or forcing.
The inertia tensor N is symmetric and positive definite and
thus invertible except at ε = 1. The fixed points of (11) are
therefore given by N −1hhh(ξξξ ) = 000, and since the determinant
det(N ) 6= 0, the only solution to this is hhh(ξξξ ) = 000. The fixed
points of (11) are non-isolated due to the conservation of en-
ergy; a continuous family of fixed points exists as the energy
of the system is varied, and perturbations from a fixed point
that change the energy of the system can never decay to the
same fixed point. To isolate the fixed points, we perform a
reduction of dimension of (11) by considering dynamics re-
stricted to a constant energy manifold. This reduced dynam-
ical system denoted by ξ̇ξξ r = HHHr(ξξξ r;E) is described in the
appendix (27) where ξξξ r = [ω1,ω2,δ ]

T and the longitudinal
velocity denoted as a function of ξξξ r as ux = ux(ξξξ r;E). We
will then consider perturbations around a fixed point that
preserve energy.

This system has two distinct types of fixed points. It can
be verified that (ux = ±

√
2E,ω1 = 0,ω2 = 0,δ = 0) is one

set of fixed points. This set of fixed points corresponds to
straight line motion where the sleigh shape is straight with
δ = 0; the sleigh could be moving forward

(
ux =

√
2E
)

or backward
(

ux =−
√

2E
)

. The Jacobian J is the gradi-

ent of the reduced vector field HHHr(ξξξ r;E). The eigenvalues
of JJJ, denoted by (µ1,µ2,µ3) in descending order of their
real component, are in the left half plane when evaluated for
fixed points corresponding to ux =

√
2E as shown in fig. 2

and in the right half plane for fixed points corresponding to
ux =−

√
2E [19].

The other set of fixed points corresponds to a buckled
shape with δ =±δ ∗ (symmetrically placed to the “left” and
“right” of the longitudinal axis of the tail link) where

δ
∗ = cos−1

(
ε (ε−2)

ε2−2ε +1

)
(12)
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Fig. 2 The largest real component of the eigenvalues of the Jacobian
JJJ about the forward non-buckled fixed point (ux =

√
2E,ω1 = 0,ω2 =

0,δ = 0) for varying energies with ε = 0.15, c = 0, and A = 0. The
real component of the largest eigenvalue, and thus all the eigenvalues,
is always negative, indicating that the non-buckled fixed points with
positive ux are always stable within the considered energy range 0 <
E < 1000.

is obtained from solving (7) ggg1 = 0 or ggg2 = 0. The buckled
fixed points exist only if ε < ε0 = 1− 1√

2
. For each of the

±δ ∗ there exist at most four pairs of ω∗1 and u∗x which sat-
isfy ξ̇ξξ = 0 for a given energy level. The values of u∗x and
ω∗1 are given in (28) and (29) in the appendix. All four fixed
points exist for εl < ε < ε0, where εl is a function of en-
ergy, with sample values shown in fig. 3. There are thus a
total of eight fixed points for the buckled state of motion.
The four values of u∗x and ω∗1 corresponding for each of
the symmetric shapes ±δ ∗ imply that at each of the sym-
metric equilibrium shapes, the kinetic energy of the system
can be partitioned into two possible values of translational
and rotational energies. Because these energies can result
in either forward or backwards motion, for the two fixed
points in positive ux, (u∗x ,ω

∗
1 ), the two pairs −(u∗x ,ω∗1 ) are

also fixed points. Numerical evaluation of the eigenvalues
of the Jacobian, JJJ(ω∗1 ,ω2 = 0,δ ∗,E) show that only of one
of these partitions of energy is stable, so there are two stable
and six unstable equilibrium states of motion in the buck-
led state. For reasons of symmetry, we show results of these
simulations only for the buckled state with δ =+δ ∗ and the
same result holds for the other buckled state δ = −δ ∗. Fig.
3 shows a plot of the variation of the fixed points (u∗x ,ω

∗
1 )

as the bifurcation parameter ε varies for different energies
E of the system. The portion of the curves shown by solid
lines represent the stable fixed points and the dashed lines
represent the unstable fixed points.

Fig. 4 shows a plot of the eigenvalues of the Jacobian
JJJ(ω∗1 ,ω2 = 0,δ ∗,E) with the largest real component evalu-
ated at the stable and unstable fixed points with positive ux.
For the stable fixed point, the eigenvalues with the highest
real part, shown by blue solid lines for different values of E,
are in the left half plane, with the exception of a small region
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Fig. 3 Dependence of the locations of fixed points u∗x and ω∗1 on
ε for a sampling of energy levels for the conservative system. Cir-
cles indicate ε = 1− 1√

2
, the maximum ε value for which δ ∗ 6= 0

fixed points exist. The fixed point locations then vary with decreas-
ing ε until their annihilation at εl(E), indicated by triangular mark-
ings. The lower bound εl(E), varies with energy, and corresponds to
ε = 0.134,0.053,0.034,0.025 for energies E = (100,200,300,400),
respectively. Dashed lines indicate unstable fixed points while solid
lines indicate stable fixed points.

in the right half plane at high E values. The black solid line
shows the highest real eigenvalue of the Jacobian evaluated
at the lower ω∗1 fixed point in positive ux. The eigenvalues
start at the upper ε limit ε0 with a value of µ = 0+0i, and as
ε decreases the stable fixed points gain a complex compo-
nent, while the unstable eigenvalues remain on the real axis.
As ε decreases further to a critical value εl (shown by the
triangles in fig. 3), the pairs of fixed points collide and an-
nihilate in a saddle-node bifurcation, and the eigenvalues of
J about the four fixed points return smoothly to µ = 0+0i.
Jacobian matrices calculated about the fixed points in nega-
tive u∗x are found to always have at least one eigenvalue with
a positive real component.

3.2 Multistability in the dissipative forced system

With the addition of damping, all the fixed points of the
conservative system (11), with the exception of the origin
ξξξ = [0,0,0,0]T , disappear. This can be shown based on the
movement of energy into and out of the system, which is
given by

dE
dt

=
(
−cuu2

x− cω ω
2
1 − cδ ω

2
2 +ω2 AsinΩ t

)
. (13)

In the absence of any forcing, A = 0, Ė < 0 except for the
rest state (ux = 0,ω1 = 0,ω2 = 0). Furthermore the rest state
ξξξ = [0,0,0,0]T is a fixed point and it can be checked that
ggg(ξξξ = [0,0,0,0]T ) = 0. Setting E as a Lyapunov function,
we can therefore conclude that ξξξ = [0,0,0,0]T is a global
attractor for this system if spring stiffness is positive.

−2.5 0.0 2.5 5.0 7.5

Re(µ)

−30

−20
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Im
(µ

)

E=400
E=300

E=200
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Fig. 4 The eigenvalues with the highest real component of the Jaco-
bian JJJ of positive ux buckled fixed points of the conservative system
shown in fig. 3. Four energy values, E = 100,200,300, and 400, are se-
lected, and ε is varied between the maximum ε value ε0 = 1− 1√

2
and

the minimum εl(E). The highest eigenvalue of the black curve from fig.
3, which has the lower ω∗1 value in positive ux, is purely real and never
negative. The fixed points for the blue line start at µ = 0+0i at the up-
per epsilon bound and return there at the lower bound. Between those
bounds, the eigenvalues can mostly be found in the left-half plane, in-
dicating stability with the exception of a small ε region at high energies
which coincides with the dashed portion of the blue line in fig. 3.

When the forcing fff (t) 6= 000, the origin is no longer a fixed
point of (5) since ggg(ξξξ ) = 0 and fff (t) 6= 000. In fact, the periodi-
cally forced dynamical system (5) has no fixed points. How-
ever, the effect of the “ghost fixed points” of (11) persists in
that limit cycles of the dissipative system are created around
fixed points of the conservative system. The existence and
stability of these limit cycles is dependent on the amplitude
and frequency of the forcing torque, making it possible to
tune or select the limit cycles of the system in real time.
Much like the fixed points of the conservative system, the
limit cycles of the forced dissipative system can be broadly
classified into two types. The first type features oscillations
of the tail where the mean value of the angle δ is zero. A
set of such limit cycles are shown in fig. 5(a) in the space of
(ux,ω1,δ ) for varying amplitudes of the forcing torque. As
the amplitude of the forcing increases, the amplitude of the
oscillations of the tail and of the flexing of the body increase,
as does the longitudinal speed ux. These limit cycles have a
slight twist which manifests in the self-intersecting “figure-
8” curves that appear when the limit cycles are projected
onto the ω1 − ux subspace. These self-intersecting curves
indicate that the longitudinal velocity ux has a fundamen-
tal frequency twice that of the angular velocity ω1, which is
reminiscent of similar behavior for a single link Chaplygin
sleigh [18].

These small amplitude limit cycle oscillations around
the δ = 0 non-buckled configuration lead to a trajectory of
the constraint point which is serpentine with small peak-to-
peak variation in the physical plane such as shown in fig.
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Fig. 5 (a) Limit cycles of the forced dissipative system with c = 0.001,
ε = 0.15, and Ω = 21 about the δ = 0 fixed points of the conservative
system (indicated by a dashed line). These limit cycles take the form
of near-circular orbits. The response to increasing forcing amplitude is
an increased amplitude of oscillations and increased velocity ux. (b) A
projection of the limit cycle (for A= 0.8) onto the ux-ω1 plane with two
self crossing loops symmetric about ω1 = 0. (c) The serpentine path
of the sleigh with average straight-line motion. (d) Small amplitude
oscillations of the tail with the extreme angles δ shown by the dashed
lines.

5(c). However, the time averaged (over integer multiples of
T = 2π

Ω
) path is a straight line. The amplitude of tail oscil-

lations is small as shown in fig. 5(d). An animation of this
motion is shown in the supplementary video.

A different set of stable limit cycles coexist when the
forcing frequency Ω is close to a natural frequency of os-
cillations seen in the conservative system around the buck-
led fixed points. A natural frequency for this system can
be defined as the imaginary component of the eigenvalue
with the highest real component, µ1, of the Jacobian JJJ eval-
uated at the buckled fixed points of the conservative system.
Fig. 6(a) shows limit cycles in the ux −ω1− δ space due
to a forcing frequency of Ω = 21. This forcing frequency is
close to the natural frequency Im(µ1) = 20.8 of the stable
buckled fixed point of the conservative system at ε = 0.15
and E = 300. This energy value is roughly representative of
the cycles shown in fig. 6(a), which have energies that vary
with both time and forcing amplitude, but are bounded be-
tween a minimum of E = 297 for A = 0.8 and a maximum
of E = 317 for A = 1.4. The limit cycles grow in diameter
and energy as the amplitude of the forcing increases. Inter-
estingly, the limit cycles are centered around and enclose
the locus of the buckled state fixed points of the conser-
vative system, shown by the dashed (magenta) curve. The
time-averaged value of ω1 along these limit cycles is clearly
non-zero, and as a result the sleigh moves along a sharply
curved path in the X −Y plane as shown in fig. 6(b) with
the tail oscillating about the buckled state as shown in fig.
6(c). The supplementary video also shows an animation of
this type of gait.

To understand the stability of the limit cycles in the buck-
led configuration, we analyze the stability of the fixed points
of the time T -Poincare map. Suppose the flow map for the
dynamical system (5) is Φ t

t0 : ξξξ (t0) 7→ ξξξ (t). The T-periodic
Poincaré map is

P : ξξξ (t) 7→ ξξξ (t +T ). (14)

Here T = 2π

Ω
is the time period of the forcing function. Any

initial condition on a limit cycle (or any periodic solution)
with a fundamental frequency that is an integer multiple of
Ω is a fixed point of the Poincaré map P . The stability of
a limit cycle is characterized by the stability of the corre-
sponding fixed points of the Poincaré map (14). The Jaco-
bian of P evaluated at a fixed point ξξξ

∗ will be denoted by
JJJp(ξξξ

∗
) and its eigenvalues by η , and is calculated numeri-

cally using finite differences.
The stability of the fixed points of P depends on the

forcing frequency Ω , which acts as a bifurcation parame-
ter. Figure 7(a) shows the magnitude of the eigenvalues of
Jp(ξξξ

∗
) for ξξξ

∗ on the buckled limit cycle with A = 1, and fig.
7(b) shows the same eigenvalues in the complex plane. For
these parameters all the eigenvalues of Jp(ξξξ

∗
) are less than

one in magnitude for forcing frequency Ω in a small range
around 21, specifically between two critical values of the
bifurcation parameter Ω = 18.71 and Ω = 24.65. At these
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(b)

Y
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(c)

Fig. 6 (a) The limit cycles of the dissipative system at varying forc-
ing amplitudes, with constant damping c = 0.001, forcing frequency
Ω = 21, and ε = 0.15. The locus of stable fixed points of the conserva-
tive system as energy varies energy pass through the dissipative limit
cycles. Due to symmetry, an identical set of fixed points and limit cy-
cles exists reflected about δ = 0 and ω1 = 0, corresponding to turning
in the other direction. (b) The path traced by the constraint point over a
single forcing period, indicating fast turning motion along curved paths
with the limit cycle oscillations about the buckled tail configuration. (c)
The small amplitude of interlink oscillations are shown by the dashed
lines around the buckled state.

critical frequencies one of the eigenvalues crosses the unit
circle along the real axis. Beyond these critical values, the
limit cycle becomes unstable and adjacent trajectories are
repelled and instead converge to the limit cycle around the
non-buckled ξξξ = [ux,0,0,0]T state as show in fig. 8. This
bifurcation behavior invites the possibility of tuning Ω to
attract or repel trajectories from certain limit cycles. Numer-
ical simulations show that this switchable multistability that
depends on the forcing frequency Ω exists for a large range
of forcing amplitudes and frequencies.

20 22 24

Ω

0.00

0.25

0.50

0.75

1.00

1.25

|η
|

(a)

0.00 0.25 0.50 0.75 1.00

Re(η)

−0.4

−0.2

0.0

0.2

0.4

Im
(η

)

(b)

Fig. 7 The eigenvalues η of the T-periodic Poincaré map of the forced
and dissipative system performing limit cycle oscillations with var-
ied forcing frequency Ω in a turning gait with A = 1, ε = 0.15, and
c = 0.001. Subfigure (a) shows the evolution of the eigenvalues of
the Jacobian about the fixed point with varying Ω , and (b) shows the
eigenvalue trajectories in the complex plane for the same range of Ω .
Bifurcations at Ω = 18.71 and Ω = 24.65 bound a range of forcing
frequency which leads to stable limit cycles around the buckled state.
Outside of this range, all tested initial conditions were found to con-
verge to straight-motion limit cycles.

4 Conclusion

This paper demonstrates that a mobile mechanical system
with a nonholonomic constraint and periodic forcing can ex-
hibit multistable limit cycles in a reduced velocity space.
This multistability is achieved in the absence a of multi-
well elastic potential function and is the result of the non-
holonomic constraint. The different limit cycles correspond
to different types of motion or gaits in the plane: an aver-
aged straight line motion and a rapid turning motion. Ad-
ditionally, the stability of some of these limit cycles can be
changed in real time by changing forcing parameters such as
the frequency, so switching between gaits can be achieved
by controlling the forcing frequency. The significance of
these findings is that tunable multistability can be achieved
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u
x

12

18

24

ω 1

0

15

30

δ

0

1

2

Fig. 8 A trajectory with A = 1, Ω = 25, ε = 0.15 and c = 0.001, cor-
responding to slightly above the upper Ω bound for stable limit cycles
derived in fig. 7(a). Starting at initial conditions indicated by a circle,
the trajectory is drawn towards the buckled fixed points of the con-
servative system, represented by a magenta line. However, in contrast
to the stable range in fig. 7(a), the oscillations do not provide enough
energy to counteract dissipation, and the cycles decay along the fixed
point until the fixed point is annihilated in saddle-node bifurcation, at
which point it jumps to a non-buckled limit cycle about the δ = 0 fixed
point, indicated by a black line.

in mechanical systems using the interplay of nonholonomic
constraints and forcing, without the necessity of complex
geometric or material nonlinearities. This has important im-
plications for the area of mobile robots, particularly soft
robots, where such constraints are often ignored. Such con-
straints can be designed and exploited to easily induce mul-
tistability for manipulation or mobility tasks.
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9 Appendix

The mass matrix used in the Lagrangian and the equation of motion (3) is

M =


m 0 −m2 ε l sinθ1 −m2 (1− ε) l sinθ2
0 m m2 ε l cosθ1 m2 (1− ε) l cosθ2

−m2 ε l sinθ1 m2 ε l cosθ1 m2 ε2 l2 + I1 m2 ε (1− ε) l cos(θ2−θ1)
−m2 (1− ε) l sinθ2 m2 (1− ε) l cosθ2 m2 ε (1− ε) l2 cos(θ2−θ1) m2 (1− ε)2 l + I2

 . (15)

Note that the mass matrix is used in the derivation before the rescaling, so the parameters here have not been rescaled. In the
dynamical system (5) N ξ̇ξξ = ggg(ξξξ )+ fff (t), the inertia-like tensor

N =


1 −sinδ (ε−1)2 −sinδ (ε−1)2 0

−sinδ (ε−1)2 N 2,2 N 2,3 0

−sinδ (ε−1)2 N 2,3 N 3,3 0
0 0 0 1

 (16)

where

N 2,2 = 4ε (ε−1)2 cos(δ )−4ε
3 +(48γ +7)ε2 +(−48γ−3)ε +16γ +1 (17)

N 2,3 =−(ε−1)(16ε
2
γ−2ε

2 cos(δ )−32ε γ +2ε cos(δ )+ ε
2 + γ r2 +16γ−2ε +1 (18)

N 3,3 =−(ε−1)
(
16ε

2
γ + ε

2−32ε γ−2ε + γ r2 +16γ +1
)
. (19)

For the special case where c= 0, A= 0, fixed points can be defined for this system by solving N −1 ggg= 000. For nonsingular
F , this simplifies to ggg = 000.

At a fixed point ξ̇ξξ = 000 and δ̇ = ω2 = 0, requiring that any solution to 5 must result in ggg = 0. Both ggg1 = 0 and ggg2 = 0 can
be solved by setting

δ
∗ = cos−1

(
ε (ε−2)

ε2−2ε +1

)
, (20)

which gives a turning gait, or

ω
∗
1 = 0, (21)

which results in straight line motion. The equation ggg4 = 0 is satisfied if ω2 = 0. The remaining equation ggg3 = 0 can be
satisfied for infinitely many adjacent (u,ω) pairs, resulting in non-isolated fixed points extending away from the constant
energy manifold. Evaluating the dynamics reduced to the energy manifold results in isolated fixed points which can then be
analyzed for stability. This reduction is performed by defining the system energy

E = T (qqq, q̇qq)+V (qqq) (22)

which, rewritten in ξξξ coordinates, is

E ′ =
E

ml2 =
1
2
(
u2

x +bux + c
)

(23)

for

b = m′2(ε−1)(ω1 +ω2)sinδ (24)

(25)

and

c =
(
(I′1 +

m′1ε2

4
+m′2ε

2)ω2
1 +

(
I′2 +

m′2(ε−1)2

4

)
(ω1 + δ̇ )2−m′2(ε−1)(ω1 +ω2)(ω1ε cosδ )

)
. (26)
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With energy rescaled, we now once again drop the ′ superscripts and work only with the rescaled variables. The longitudinal
velocity can be written as a function of (ω1,ω2,δ ) and the energy. The reduced dynamical system is then obtained from the
last three equations of (5) where ux is substituted by a function of the other three state variables, ux(ω1,ω2,δ ;E). Suppose
HHH(ξξξ ) = N −1hhh(ξξξ ) ∈ R4. Setting HHHr(ξξξ ;E) = [HHH2(ξξξ ),HHH3(ξξξ ),HHH4(ξξξ )]

T , which excludes the first component of HHH(ξξξ ), the
reduced dynamical system is

ξ̇ξξ r = HHHr(ξξξ r;E) (27)

where ξξξ r = (ω1,ω2,δ ). We then define the fixed points as a function of energy by substituting ux(ω1,ω2,δ ,E) into ggg3 = 0,
which gives an expression which can be solved for ω∗1 as

ω
∗
1 =±

√
2

2m2

√
A
(

B±
√

C
)

(28)

for

A =
((

ε
2− ε

2
+

1
4

)
m2−

3ε2

4
+ I1 + I2

)
((cos(δ ))2−m2 ε (−1+ ε)cos(δ )+ ε

2)−1(−1+ ε)−2

B = ((−δ
2
α

2 +2E)ε2 +(2δ
2
α

2−4E)ε−δ
2
α

2 +2E)m2
2(cos(δ ))2

+(−2α
2
δ ε

2 +4α
2
δ ε−2α

2
δ )m2

2 sin(δ )cos(δ )+(4α
2
δ ε

2−4α
2
δ ε)m2 sin(δ )

C = (m2
2(−1+ ε)2

((
− δ 2

2
+δ

)
α

2 +E
)((
− δ 2

2
−δ

)
α

2 +E
)
(cos(δ ))2

−2α
2(m2 (−1+ ε)(−1/2δ

2
α

2 +E)sin(δ )−2α
2
δ ε)m2 (−1+ ε)δ cos(δ )

+4α
2
δ (m2 (−1+ ε)(−1/2δ

2
α

2 +E)ε sin(δ )−α
2
δ (−1/4m2

2(−1+ ε)2

+(ε2− ε/2+1/4)m2 +1/4ε
2 + I1 + I2)))(cos(δ ))2m2

2(−1+ ε)2.

Through straightforward manipulation of equation 23 we can find

ux =
1
2

(
−b±

√
b2−4(c−2E)

)
. (29)

Substituting b = b(ω1 = ω∗1 ) and c = c(ω1 = ω∗1 ) into 29 then yields u∗x .
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