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Abstract

There are many different forms of psychother-

apy. Itemized inventories of psychotherapeutic

interventions provide a mechanism for evaluat-

ing the quality of care received by clients and

for conducting research on how psychotherapy

helps. However, evaluations such as these are

slow, expensive, and are rarely used outside

of well-funded research studies. Natural lan-

guage processing research has progressed to

allow automating such tasks. Yet, NLP work

in this area has been restricted to evaluating

a single approach to treatment, when prior re-

search indicates therapists used a wide variety

of interventions with their clients, often in the

same session. In this paper, we frame this sce-

nario as a multi-label classification task, and

develop a group of models aimed at predict-

ing a wide variety of therapist talk-turn level

orientations. Our models achieve F1 macro

scores of 0.5, with the class F1 ranging from

0.36 to 0.67. We present analyses which offer

insights into the capability of such models to

capture psychotherapy approaches, and which

may complement human judgment.

1 Introduction

A typical psychotherapy session involves a client–

therapist dialog with the aim of diagnosing and

assuaging a client’s mental health condition. Psy-

chotherapists, generally, rely on certain approaches

(e.g., Cognitive Behavioral or Interpersonal Ther-

apy) and interventions differ across these ap-

proaches.1. For example, a therapist might fo-

cus on a client’s interpersonal relationships, their

emotions, or help develop behavioral activities de-

signed to reduce symptoms (or all of the above).

A key goal of psychotherapy research is to catego-

rize such approaches and study them to determine

the effectiveness of each approach in any given

1We use the words ‘approach’ and ‘orientation’ inter-
changeably. Later in this paper, we use ‘subscales’ to align
with practical usage.

scenario. We refer to this process of categorizing

and detecting approaches based on an overarching

theory as ‘evaluation’.

In this paper, we study an application of Natu-

ral Language Processing (NLP) to mental health,

and focus on therapists’ approach to psychother-

apy (Imel et al., 2015). Past NLP research has

developed tools for evaluating specific types of

interventions like Motivational Interviewing (Cao

et al., 2019) or Cognitive Behavioral therapy (Fle-

motomos et al., 2021). However, psychotherapists

differ from each other in the approaches they take.

Furthermore, they can also vary in the interventions

they use within and between sessions. The lines

of work mentioned before assume that a session

is comprised of exactly one approach, and conse-

quently do not attempt to automatically evaluate

different psychotherapy approaches that may co-

exist in the same session.

McCarthy and Barber (2009) proposed one

multiple-approach evaluation methodology—the

Multitheoretical List of Therapeutic Interventions

(MULTI), which is a list of 60 interventions (or,

items) against which a psychotherapy session as

a whole is evaluated post-session. The MULTI

items are grouped into eight approaches. Note the

MULTI is a session-level measure and thereby lim-

ited in specificity because it does not record thera-

pist language that informs a given item’s presence.

Caperton (2021) extend the scheme to the evalua-

tion of therapist monologues, talk-turn by talk-turn,

in addition to the session-level evaluation. Such

a scheme provides additional detail over time in a

session.

Evaluating sessions with the MULTI requires

a certain amount of time to be set aside post-

session. Evaluating talk-turns manually for every

session would be even more onerous and inefficient.

This calls for a better automatic/semi-automatic

method(s) to evaluate talk-turns. These methods

serve two advantages: i) reducing the amount of



effort required in manual classification for research

and quality assurance, and ii) creating applications

to analyze approaches deemed helpful on out-of-

session platforms (e.g., social media).

To that end, we present a neural machine learn-

ing model which aims to automate talk-turn level

approach annotation. The task is set up in the fol-

lowing fashion: Given a therapist input talk-turn,

does the input (or part of the input) correspond to

one or more approaches. A talk-turn might only

represent one approach, or might have different

parts that correspond to different approaches. It

is also possible that a therapist talk-turn does not

fall within a specific therapeutic approach (e.g.,

minimal encouragers, small talk, etc.). Examples

are shown in Table 1. This problem posits itself

perfectly as a multi-label classification task.

The state-of-the-art in natural language process-

ing (NLP) has seen significant improvements with

the advent of transformer-based models (Vaswani

et al., 2017; Devlin et al., 2019). In this paper, we

show the performance of one such pre-trained trans-

former based language model on three paradigms,

and experiment with changing context windows.

Our models achieve around 0.5 F1 macro scores

with the class F1 ranging from 0.36 to 0.67. Our

analyses reveal that while our models mispredict

on certain talk-turns during a session, they cap-

ture the dominant approaches when viewed from

a session-level perspective. Furthermore, we show

that certain decisions rely on inter-session context,

and even common-sense knowledge which sets up

a challenge for current models.

2 Talk-turn Level MULTI-30 Coding

MULTI-60 and MULTI-30. The Multitheoret-

ical List of Therapeutic Interventions (MULTI)

was originally developed as a list of 60 interven-

tions (McCarthy and Barber, 2009). The 60-items

belonged to eight different coarse-grained sub-

scales, each representing a therapeutic approach.

Each item was rated on a 5-point Likert scale for

how prevalent the intervention was over the course

of a psychotherapy session. The MULTI-60 was

later re-evaluated through an item reduction pro-

cedure to create the more parsimonious MULTI-

30 (Solomonov et al., 2019), comprised of the same

eight subscales. In this work, we use focus on the

eight coarse-grained approaches.

Each subscale was defined by a psychothera-

peutic theoretical orientation. We describe each

subscale briefly here.

1. Psychodynamic (PD) items focus on address-

ing nonconscious content from the client’s

psyche to alleviate distress.

2. Process-experiential (PE) items emphasize

what is happening in the moment during a

therapy session with the understanding that

what happens in-session mirrors processes in

the client’s life outside of session.

3. Interpersonal (IP) items focus on relationship

issues with other people in the client’s life.

4. Person-centered (PC) interventions focus on

elucidating client experiences and opinions to

gain clarity on distress.

5. Behavioral (BT) items encourage adaptive be-

havioral activation strategies, assuming that

productive actions will produce changes in

mental wellbeing.

6. Cognitive (CT) items address possible distor-

tions or unhelpful patterns in client thinking.

7. Dialectical-behavioral (DBT) interventions

emphasize the client’s non-judgment of

present experience and the balance between

accepting themselves as they are while believ-

ing they can be better.

8. Common factors (CF) items are purport-

edly transtheoretical and include interventions

where the therapist demonstrates encouraging,

sympathetic, and attentive listening behaviors.

Data Source. Psychotherapy audio data was col-

lected from a university counseling center at large

public school in the western United States. There

were 243 unique sessions transcribed, some of

which were annotated more than once, totaling to

473 sessions. These sessions were annotated using

a talk-turn level version of the MULTI-30 (Caper-

ton, 2021).

Coding Procedure and Reliability. Seven grad-

uate students in mental health fields annotated ses-

sion content for their varying use of theoretical in-

terventions. Each coder received approximately

18 hours of training during in-person meetings

and practiced coding sessions for an additional

36 hours before annotating session data used in

this study. To minimize coder drift over time,



Case Example Talk-turns Approach(es)

Okay let’s set you up with an appointment. No Code

Non-Approach So, All of us trainees get to have

a break as well.
No Code

You’re scared. Process-Experiential
Single Approach

I definitely notice a lot of progress that you’ve made. Common Factors

Unfortunately, it’s very normal. But I want you

to continue practicing that exercise.

Common Factors

Behavioral
Multiple Approaches

When you say that he’s better off without you, what

do you mean by that? It seems like he still has you.

Person-Centered,

Cognitive

Table 1: Examples of talk-turns which have a single, multiple or no approach categories assigned. In the Multiple

Approaches examples, colored text snippets correspond to their respective approach categories with the same color.

coders met together with their team leader every

two weeks to discuss difficult talk-turns, items, and

areas of disagreement.

Coders were tasked with identifying the pres-

ence or absence of theory-derived content in ther-

apists’ language at every therapist talk-turn (i.e.,

a string of words or statements uninterrupted by

client speech). A given talk-turn could be identified

with one, multiple, or no interventions.

Of the 243 unique sessions, 102 were annotated

by multiple coders, resulting in 270 codings for

interrater analysis. The statement-level interrater

reliability of the eight theoretical orientations (sub-

scales) was calculated using Cohen’s kappa. Kappa

was calculated for every possible coder pair who

rated the same session and weighted according to

the number of comparisons. Subscale kappa scores

ranged from .37 (’fair’ reliability; Landis and Koch

(1977)) to .63 (’substantial’).

The dataset was split by client randomly into

train/dev/test sets containing 70%, 15% and 15%

of the clients respectively. The splits contain 338,

66, and 76 sessions respectively containing 74k,

14k, and 17k talk-turns in total. Dataset statistics

for the training split are presented in Table 2.

3 Models

While we want to model the eight subscales (plus

the ‘No Code’ class) conventionally used in liter-

ature, we deviate from these eight classes for the

implementation. The Behavioral, Cognitive, and

Dialectical-Behavioral subscales contain overlap-

ping items (e.g., items 1 and 10 are shared by all

three subscales). We break these subscales into four

Class Name Counts

No Code 58584

Psychodynamic 1024

Process-Experiential 3865

Interpersonal 1446

Person-centered 4810

Common Factors 5931

Behavioral 1531

Cognitive 1940

Dialectical-Behavioral 1765

Table 2: Training Data Statistics

categories such that each of these categories con-

tains mutually exclusive items. Note that the other

subscales(Psychodynamic, Interpersonal, etc.) re-

main the same. Hence, in total, we obtain ten

modified model classes (including the ‘No Code’

class). We refer the reader to Tables 7 and 8 in Ap-

pendix A for further details on the breakdown. This

method can aid downstream analysis by allowing

credit/blame assessment on a smaller set of items.

In our setup, each therapist talk-turn ui has a cor-

responding binary label vector yi. The binary label

vector is ten dimensional, one decision each for the

nine model classes (i.e., modified subscales) and

one additional class indicating the absence of any

code (NC). For all our experiments, we consider

the RoBERTa-base (Liu et al., 2019b) model as the

language model of choice. This model takes in a

talk-turn ui as input to produce contextual repre-

sentations for its words. We take the pooler output

of these contextual representations which gives us



a vector representation hi for the talk-turn.

hi = Pooler(RoBERTa(ui)) (1)

We consider three modeling paradigms for our

experiments.

Stand-Alone (SA) Model. This model is the

vanilla multi-label classifier. Talk-turn represen-

tations are passed through a linear layer with the

number of output nodes equal to the model classes.

The result is passed through a sigmoid layer result-

ing in a vector of presence probabilities for each

label ŷi. That is

ŷi = σ(wThi + b) (2)

where w and b are the weights of the linear layer.

For inference, a probability of 0.5 or above indi-

cates label presence for a particular class.

Pipeline Model. A heavily imbalanced dataset

can hinder model performance for the under-

represented categories. As seen in Table 2, the

number of examples with a “No Code” class highly

skews the dataset, potentially leading to perfor-

mance bias towards the class. To alleviate this

problem, we define a pipeline model that uses a

separate binary classifier to determine whether a

talk-turn deserves an orientation category or not.

If this binary classifier predicts that the talk-turn

supports at least one orientation, then the talk-turn

is given to a multi-label model to predict over the

nine model classes. The multi-label model will be

similar to the one mentioned in the Stand-Alone

Model, except nine classes are considered since

predicting a “No Code” would be redundant. The

multi-label model has the flexibility, nonetheless,

to predict an absence of orientation by predicting

that none of the codes are present (i.e., a zero vec-

tor). Note that two separate RoBERTa models are

used for the binary and the multi-label classifiers.

Multi-Task Model. The Pipeline Model trains

two separate RoBERTa models — one for the bi-

nary classifer and one for the multi-label model.

A major drawback of this system is that training

two RoBERTa models is computationally expen-

sive and memory-intensive. An alternative method

is to share the RoBERTa layer between the two

tasks and have two separate linear layers for the re-

spective binary and multi-label classification. This

strategy of multi-task or joint learning has shown

to be of promise in literature (Liu et al., 2019a;

Stickland and Murray, 2019) and allows for bet-

ter shared representation. The losses for both the

tasks are combined as a weighted sum for learning.

We consider two variants of the model based on

the number of output classes for the multi-label

classifier. The MultiTask10 variant considers all

the classes including “No Code” while MultiTask9

excludes the “No Code” class. The inference is

identical to the Pipeline Model. The Multi-Task

and Stand-Alone model paradigm can be thought

of as fairly similar architectures. However, the

Multi-Task model assigns a higher loss weight to

the binary classifier, uses a different optimization

metric and utilizes a pipelined inference approach

as opposed to the one-shot prediction by the Stand-

Alone model.

So far, we explained that we break the conven-

tional eight subscales into nine which have mu-

tually exclusive items. While this approach al-

lows us for better analysis, it is essential to present

performance on the original theoretical subscales.

To that end, we aggregate binary vector model

predictions to the conventional eight MULTI sub-

scales during evaluation. The output of the model,

a ten-dimensional vector, will be mapped to a

nine-dimensional vector(eight subscales plus ‘No

Code’). We use these nine-dimensional vectors to

perform model evaluation. Table 8 is a guide for

mapping model classes to the MULTI subscales.

4 Results

4.1 Experimental Setup

All the models use the RoBERTa-base implementa-

tion in HuggingFace’s Transformers library (Wolf

et al., 2020) for obtaining contextual representa-

tions. We utilize the pooler output as defined by

the library which uses the embedding of the clas-

sification token passed through a pre-trained lin-

ear layer followed by a tanh activation. We use

weighted losses to account for class-imbalance in

all cases. The loss weight for a label i is determined

by 1 − ni

n
, where ni are the number of talk-turns

where label i is coded, and n is the total number

of talk-turns in the training data. This choice en-

sures that rarer classes are given greater importance

during learning.

Hyperparameters. All the models use a learning

rate of 10−5 and the RoBERTa layer is fine-tuned

is each case. We use the early stopping mechanism

set at 5 epochs to avoid overfitting. The macro-



averaged F1 score on a held-out validation is used

to choose the best multi-label classification model.

We use macro-averaged F2 score, instead, for the

binary classification models since it favors recall

on the positive label. This metric is ideal since the

multi-label classifier would have the opportunity

to correct false positives leaking from the binary

classifier. Hyperparameters are tuned based on ex-

perimental results on a smaller dataset. All results

are averages across three random seeds.

4.2 Results and Discussion

How do our models perform on the dataset?

The comparative performance of our models are

shown in Table 3. We report the model perfor-

mance in terms of exact accuracy, micro and macro-

averaged F1 scores across the label set, including

the No Code (NC) label, and excluding it. We see

that all the modeling paradigms perform almost

similarly and to our surprise, the Pipeline or the

MultiTask models do not produce substantial gains.

Furthermore, we investigate the performance of

the models on individual approach categories to

understand the results further. These are reported

in Table 4. We observe that model performances

for categories do not deviate substantially between

paradigms. By comparing to the number of train-

ing examples per label in Table 2, we observe that

the performance closely correlates to the amount

of data seen by the model.

Does added context help? For the results in Ta-

ble 3, we consider just the therapist talk-turn and

not the context surrounding it, i.e., the client and

therapist talk-turns before or after it. We investi-

gate whether adding additional context helps. We

consider the following two approaches in addition

to the previously shown approach:

1. Client talk-turn immediately preceding the

therapist talk-turn in question can help deter-

mine the subscale. Take, for example, the

Person-Centered subscale items. In these in-

terventions, therapists often paraphrase state-

ments which clients had just made. Hence,

we concatenate the previous client (PrevC)

talk-turn to the therapist talk-turn.

2. We observe from the training data that sub-

scales tend to occur in chunks with the ther-

apist opting for a certain orientation for a pe-

riod of the session. We experiment with added

therapist talk-turn context (TC) preceding and

following the talk-turn in question.

We choose the MultiTask9 model for this com-

parison which achieves the best performance. The

results are in Table 5. We see that there is a small in-

crease observed when therapist contexts are added.

However, these gains are not substantial (< 2%).

Client context does not help the performance.

We also show some example predictions of a ses-

sion snapshot in Table 6.

5 Analysis

In this section, we present analyses on the devel-

opment set. We choose the best performing Multi-

Task9 model for our analysis.

Do our models capture the global prevalence

of approaches? The MULTI, to begin with, was

intended to capture approaches at the session level.

We investigate whether our models replicate the

trends at a session-level. The comparative analysis

for a randomly chosen session is shown in Figure 1.

We see that despite making mistakes locally, the

model captures approaches over therapist talk-turns.

In this case, we see that the therapist scarcely uses

a Psychodynamic or Interpersonal intervention and

the model prediction shows similar behavior. On

the other hand, the other subscale interventions

are used almost uniformly over the length of the

session. The model again captures this pattern.

Which categories are confused with each other?

Figure 2a presents which categories tend to co-

occur with each other. We observe a category

Process-Experiential (PE) co-occurs with Person-

Centered (PC) almost every third instance. Simi-

larly, Psychodynamic (PD) approach almost always

co-occurs with Process-Experiential (PE). Note

that this is not commutative, i.e., PE co-occurs

with PD about every fourth instance. Figure 2b

shows the same, however, between gold labels and

model prediction. Here we ask the question: for a

certain category that exists in the gold data, what

are the categories predicted by the model? Fig-

ures 2a and 2b should be identical if our model is

ideal. Studying these figures in conjunction, gives

us an idea of where the model confuses predictions

the most. For example, a lot of Cognitive (CT) in-

stances get misclassified as Person-Centered (PC),

a trend which is not reflected in Figure 2a. We also

observe that Psychodynamic (PD) items get signifi-

cantly mispredicted as Process-Experiential (PE).

A large number of approach-labeled instances get

classified as ‘No Code’. We expected this observa-



Test Labels Metrics (in %) SA Pipeline MultiTask9 MultiTask10

All

Exact Accuracy 76.84 74.63 78.14 75.86

F1Macro 48.24 48.52 49.35 47.79

F1Micro 79.06 75.43 78.63 78.17

Non-NC
F1Macro 42.79 43.32 44.06 42.32

F1Micro 47.03 46.90 47.64 46.26

Table 3: Experimental results for all the classes (top half) and the eight subscales excluding ‘No Code’ (bottom-half)

Class Class Abbrv. SA Pipeline MultiTask9 MultiTask10

No Code NC 91.88 90.07 91.65 91.55

Psychodynamic PD 32.11 32.64 30.65 32.97

Process-Experiential PE 67.20 65.30 67.53 67.32

Interpersonal IP 33.25 35.21 38.16 34.34

Person-centered PC 43.95 44.86 43.13 43.77

Common Factors CF 48.99 48.87 48.06 47.30

Behavioral BT 41.25 43.00 43.90 38.96

Cognitive CT 33.95 33.12 36.41 34.26

Dialectical-Behavioral DBT 41.62 43.60 44.65 39.67

Table 4: Class-wise F1 Results (in %)

Labels Metrics Va PrevC TC

All

Acc 78.14 78.34 78.69

F1Macro 49.35 49.12 50.17

F1Micro 78.63 78.67 79.00

Non-NC
F1Macro 44.06 43.80 44.96

F1Micro 47.64 47.25 48.00

Table 5: Comparison of model performance(in %) with

added contexts as compared to the MultiTask9 model

with just the therapist talk-turn (Va). This table shows

results for all labels (top half) and the eight subscales

excluding ‘No Code’ (bottom half)

tion given the skew in the training data.

6 Qualitative Analysis

F1 scores and Cohen’s kappa scores cannot be com-

pared directly. We analyze some model error ex-

amples to assess examples in a fair manner. We

selected 22 examples at random with the constraint

of selecting different combinations of labels. Out

of the 22 examples chosen, five were ones which

had an ‘NC’ gold label and a non-‘NC’ model pre-

diction, while five had the opposite. The remaining

twelve examples were mis-predictions between ap-

proach classes. Of the twelve, four were cases

in which the talk-turn had a single gold approach

and a single model prediction which did not match,

while four each were cases in which there were

multiple gold approaches but a single model pre-

dicted approach, and vice-versa. We made sure that

the cases were diverse. We present five of these

examples. We consider the best MutliTask9 model

which is trained on just the therapist talk-turn (Va)

for this analysis.

Example 1

“Interaction with your ex, like that’s better for you”

Human Annotation: NC

Model Prediction: IP

Here the human assessed that the talk-turn was not

structured or specific enough to earn a code, despite

the presence of interpersonal content. However, the

model identified interpersonal language which may

or may not be linked to client distress. In this case,

the human seems to have been more conservative

than the model in applying a code.

Example 2

“And did you journal? Or keep a log?”

Human Annotation: BT, CT, DBT

Model Prediction: NC

Here, journaling and log-keeping likely refers to

reviewing homework, so the annotator marked an

Item 10. This item, subsequently, maps onto three



Speaker Talk-turn Gold SA Pipeline MultiTask9

Client Okay, sounds good, thank you. - - - -

Therapist
Yeah, so I just want to check in again,

see how you’re feeling in the room.
PD,PEI PEI PEI PEI,PC

Client
Um I still feel fine, um, yeah I feel

pretty good I guess.
- - - -

Therapist

Okay, and that’s also okay if you don’t

feel good, if you feel anxious. I still

feel a little anxious as we’re getting

to know each other.

PEI, PC, CF PEI, CF PEI, CF PEI

Client Yeah. - - - -

Therapist

I just want to acknowledge that we

have about twenty minutes left

in our session. I’m curious is there

anything you want to bring up,

anywhere you want to start exploring?

CF CF CF CF

Table 6: Example model predictions

subscales (BT, CT, and DBT). The model, in con-

trast, would not have known the homework context

from this statement alone, resembling a case of

atheoretical information gathering, hence an NC.

Example 3

“Yeah and it sound sounds to me like you’ve already

been incredibly patient with him, waiting for him to

do those things, and recently he’s just been letting

you down over and over.”

Human Annotation: IP

Model Prediction: IP, PC, CF

Both human and model identify clear evidence of

client distress linked to an inter-personal relation-

ship. However, the model detects justifiable PC

and CF codes, explained by the emotion-added

paraphrase and support for the client.

Example 4

“I would guess that, I mean, that that’s a really hard

place for her to figure out.”

Human Annotation: PE, PC

Model Prediction: CF

There is no clear argument for PE with only the

context from this talk-turn. The human coder likely

saw that the therapist made a paraphrase to justify

the PC code. The model’s CF coding is likely

linked to the phrase ‘really hard’, which often

arises from therapists providing empathic support

for their client.

Example 5

“So how was that experience, this last week of pay-

ing attention to your thoughts?”

Human Annotation: PC, BT, CT, DBT

Model Prediction: PC

The therapist clearly asks about the client’s experi-

ence, justifying a PC label. The phrase "last week

of paying attention to your thoughts", however,

sounds like a homework check-in (Item 10). Simi-

lar to example 2, Item 10 triggers three subscales

and the human annotation of BT, CT, and DBT

subscales seems appropriate and highlights a case

which the model does not capture. This is an inter-

esting case of annotation based on common-sense

knowledge with which NLP models still struggle.

We should emphasize again that the humans do

not annotate eight subscales directly; rather, they

annotate based on the 30-item inventory. For in-

stance, in example 2, the human annotator does

not annotate the BT, CT, and DBT categories indi-

vidually. They, instead, might have just annotated

a single item (item 10) which maps to the three

subscales. Hence, it should not be misconstrued

that the human has over-labeled in that scenario.

In general, after analyzing the 22 examples, we

find that in many such erroneous cases, prior intra-

session (short or long range) and even inter-session

contextual information might be relevant to deter-

mine the correct context. We leave this as a possible

direction for future research.

7 Related Work

Artificial Intelligence and its sub-domains are be-

ing increasingly discussed as possible sources of





health resources. We consider one such evalua-

tion strategy — a talk-turn level adaptation of the

MULTI — which evaluates therapist orientations.

A major downside of such strategies remains their

time-intensive nature. In this paper, we propose

using pre-trained language models, which have

proven to be high performance systems, to auto-

mate this evaluation. We experiment across three

modeling paradigms using a pre-trained language

model — RoBERTa. In addition, we show substan-

tial analyses to understand the results. Our exper-

iments are encouraging, however, we stress that

substantial gaps in performance remain. We see

this work as a significant stepping stone towards

improving therapeutic feedback using NLP tools.

9 Ethics Statement

We note that the gold data used for this project was

collected at a university counseling center at a uni-

versity in the western United States. This induces a

demographic bias in the data. It is highly possible

that this data is neither representative of the various

dialects of the English language spoken around the
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The data was anonymized to protect information
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by a Psychology graduate to mask stylistic cues.
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A Subscales, Items and Model Classes

MULTI-30 Items Model Classes

φ No Code

2,6,12,14,15 Psychodynamic

5,7,18,23 Process-Experiential

25,26,27,30 Interpersonal

4,21,22 Person-Centered

3,11,16,17 Common Factors

8,9,19 Behavioralonly
13,20,24 Cognitiveonly
28,29 Dialectical-Behavioralonly
1,10 Cognitive-Behavioralshared

Table 7: Mapping between model classes and the

MULTI-30 item codes (Solomonov et al., 2019). We use

these classes for model training to facilitate flexibility in

at a finer level. The author-defined model classes which

are not part of the conventional MULTI subscale are

highlighted.



MULTI Subscales MULTI-30 Items Constituent Model Classes

No Code φ No Code

Psychodynamic 2,6,12,14,15 Psychodynamic

Process-Experiential 5,7,18,23 Process-Experiential

Interpersonal 25,26,27,30 Interpersonal

Person-Centered 4,21,22 Person-Centered

Common Factors 3,11,16,17 Common Factors

Behavioral 8,9,19,1,10 Behavioralonly,Cognitive-Behavioralshared
Cognitive 13,20,24,1,10 Cognitiveonly,Cognitive-Behavioralshared
Dialectical-Behavioral 28,29,1,10,8,9,19 Dialectical-Beh.only ,Cognitive-Beh.shared,Beh.only

Table 8: The conventional subscales and their constituent MULTI-30 items are shown here. Note that the Behavioral,

Cognitive and Dialectical-Behavioral subscales (highlighted) have overlapping items. The constituent model classes

from Table 7 are shown. Note that all our evaluations are presented on the conventional MULTI sub-scales by

aggregating performance on their constituent model classes.


