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LARGEST ACYLINDRICAL ACTIONS AND STABILITY

IN HIERARCHICALLY HYPERBOLIC GROUPS

CAROLYN ABBOTT, JASON BEHRSTOCK, AND MATTHEW GENTRY DURHAM,
WITH AN APPENDIX BY DANIEL BERLYNE AND JACOB RUSSELL

Abstract. We consider two manifestations of non-positive curvature: acylin-
drical actions (on hyperbolic spaces) and quasigeodesic stability. We study
these properties for the class of hierarchically hyperbolic groups, which is a
general framework for simultaneously studying many important families of
groups, including mapping class groups, right-angled Coxeter groups, most
3–manifold groups, right-angled Artin groups, and many others.

A group that admits an acylindrical action on a hyperbolic space may

admit many such actions on different hyperbolic spaces. It is natural to try
to develop an understanding of all such actions and to search for a “best”
one. The set of all cobounded acylindrical actions on hyperbolic spaces admits
a natural poset structure, and in this paper we prove that all hierarchically
hyperbolic groups admit a unique action which is the largest in this poset.
The action we construct is also universal in the sense that every element which
acts loxodromically in some acylindrical action on a hyperbolic space does so
in this one. Special cases of this result are themselves new and interesting.
For instance, this is the first proof that right-angled Coxeter groups admit
universal acylindrical actions.

The notion of quasigeodesic stability of subgroups provides a natural ana-
logue of quasiconvexity which can be considered outside the context of hy-
perbolic groups. In this paper, we provide a complete classification of stable
subgroups of hierarchically hyperbolic groups, generalizing and extending re-
sults that are known in the context of mapping class groups and right-angled
Artin groups. Along the way, we provide a characterization of contracting
quasigeodesics; interestingly, in this generality the proof is much simpler than
in the special cases where it was already known.

In the appendix, it is verified that any space satisfying the a priori weaker
property of being an “almost hierarchically hyperbolic space” is actually a hier-
archically hyperbolic space. The results of the appendix are used to streamline
the proofs in the main text.
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1. Introduction

Hierarchically hyperbolic groups were recently introduced by Behrstock, Hagen,
and Sisto [BHS17b] to provide a uniform framework in which to study many im-
portant families of groups, including mapping class groups of finite type surfaces,
right-angled Coxeter groups, most 3–manifold groups, right-angled Artin groups
and many others. A hierarchically hyperbolic space (HHS) consists of: a quasi-
geodesic space, X ; a set of domains, S, which index a collection of δ–hyperbolic
spaces to which X projects; and, some additional information about these projec-
tions, including, for instance, a partial order on the domains and a unique largest
element in that order, which we denote by S (i.e., S is comparable to and larger
than every other domain in S).

Largest acylindrical actions. The study of acylindrical actions on hyperbolic
spaces, as initiated in its current form by Osin [Osi16] building on earlier work of
Sela [Sel97] and Bowditch [Bow08], has proven to be a powerful tool for studying
groups with some aspects of non-positive curvature. As established in [BHS17b],
non-virtually cyclic hierarchically hyperbolic groups admit non-elementary acylin-
drical actions when the δ–hyperbolic space associated to the maximal element in
S has infinite diameter, a property which holds in all the above examples except
for those that are direct products.

Any given group with an acylindrical action may actually admit many acylin-
drical actions on many different spaces. A natural question is to try and find a
“best” acylindrical action. There are different ways that one might try to optimize
the acylindrical action. For instance, the notion of a universal acylindrical action,
for a given group G, is an acylindrical action on a hyperbolic space X such that
every element of G which acts loxodromically in some acylindrical action on some
hyperbolic space, must act loxodromically in its action on X. As established by
Abbott, there exist finitely generated groups which admit acylindrical actions, but
no universal acylindrical action [Abb16]; we also note that universal actions need
not be unique [ABO19].

In [ABO19], Abbott, Balasubramanya, and Osin introduce a partial order on
cobounded acylindrical actions which, in a certain sense, encodes how much in-
formation the action provides about the group. When there exists an element in
this partial ordering which is comparable to and larger than all other elements it is
called a largest action. By construction, any largest action is necessarily a universal
acylindrical action and unique.
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In this paper we construct a largest action for every hierarchically hyperbolic
group. Special cases of this theorem recover some recent results of [ABO19], as
well as a number of new cases. For instance, in the case of right-angled Coxeter
groups (and more generally for special cubulated groups), even the existence of a
universal acylindrical action was unknown. Further, outside of the relatively hyper-
bolic setting, our result provides a single construction that simultaneously covers
these new cases as well as all previously known largest and universal acylindrical
actions of finitely presented groups. The following summarizes the main results of
Section 5 (where there are also further details on the background and comparison
with known results).

Theorem A (HHG have actions that are largest and universal). Every hierar-
chically hyperbolic group admits a largest acylindrical action. In particular, the
following admit acylindrical actions which are largest and universal:

(1) Hyperbolic groups.
(2) Mapping class groups of orientable surfaces of finite type.
(3) Fundamental groups of compact three-manifolds with no Nil or Sol compo-

nent in their prime decomposition.
(4) Groups that act properly and cocompactly on a special CAT(0) cube complex,

and more generally any cubical group which admits a factor system. This
includes right-angled Artin groups, right-angled Coxeter groups, and many
other examples as in [HS16].

We use this construction of a largest action to characterize stable subgroups
(Theorem B) and contracting elements (Corollary 5.5) of hierarchically hyperbolic
groups, and to describe random subgroups of hierarchically hyperbolic groups (The-
orem E).

Stability in hierarchically hyperbolic groups. One of the key features of a
Gromov hyperbolic space is that every geodesic is uniformly Morse, a property also
known as (quasigeodesic) stability ; that is, any uniform quasigeodesic beginning
and ending on a geodesic must lie uniformly close to it. In fact, any geodesic metric
space in which each geodesic is uniformly Morse is hyperbolic.

In the context of geodesic metric spaces, the presence of Morse geodesics has
important structural consequences for the space; for instance, any asymptotic cone
of such a space has global cut points [DMS10]. Moreover, quasigeodesic stability
in groups is quite prevalent, since any finitely generated acylindrically hyperbolic
group contains Morse geodesics [Osi16,Sis16].

There has been much interest in developing alternative characterizations [DMS10,
CS15,ACGH17,ADT17] and understanding this phenomenon in various important
contexts [Min96,Beh06,DMS10,DT15,ADT17]. This includes the theory of Morse
boundaries, which encode all Morse geodesics of a group [CS15,Cor17,CH17,CD19,
CM19]. In [DT15], Durham and Taylor generalized the notion of stability to sub-
spaces and subgroups.

In this paper, we obtain a complete characterization of stability in hierarchically
hyperbolic groups.

Let pX ,Sq be an HHS. We say that a subset Y Ă X has D–bounded projections
when diamCU pπU pYqq ă D for all non-maximal U P S; when the constant does not
matter, we simply say the subset has uniformly bounded projections.
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Theorem B (Equivalent conditions for subgroup stability). Any hierarchically
hyperbolic group G admits a hierarchically hyperbolic group structure pG,Sq such
that for any finitely generated H ă G, the following are equivalent:

(1) H is stable in G;
(2) H is undistorted in G and has uniformly bounded projections;
(3) Any orbit map H Ñ CS is a quasi-isometric embedding, where S is the

Ď–maximal element in S.

Theorem B generalizes some previously known results. In the case of mapping
class groups: [Beh06] proved that (2) implies (1) for cyclic subgroups; [DT15] proved
equivalence of (1) and (3); equivalence of (2) and (3) follows from the distance
formula; moreover, [KL08,Ham] yield that these conditions are also equivalent to
convex cocompactness in the sense of [FM02]. The case of right-angled Artin groups
was studied in [KMT17], where they prove equivalence of (1) and (3).

Section 6 contains a more general version of Theorem B, as well as further
applications, including Theorem 6.6, which concerns the Morse boundary of hier-
archically hyperbolic groups and proves that all hierarchically hyperbolic groups
have finite stable asymptotic dimension.

On purely loxodromic subgroups. In the mapping class group setting [BBKL20]
proved that the conditions in Theorem B are also equivalent to being undistorted
and purely pseudo-Anosov. Similarly, in the right-angled Artin group setting, it was
proven in [KMT17] that (1) and (3) are each equivalent to being purely loxodromic.

Subgroups of right-angled Coxeter groups all of whose elements act loxodromi-
cally on the contact graph were studied in the recent preprint [Tra, Theorem 1.4],
which proved that property is equivalent to (3). Since there often exist Morse el-
ements in a right-angled Coxeter group which do not act loxodromically on the
contact graph (which plays the role of CS in the standard HHG structure on the
group), his condition is not equivalent to (1). It is the ability to change the hier-
archically hyperbolic structure as we do in Theorem 3.7, discussed below, which
allows us to prove our more general result which characterizes all stable subgroups,
not just the ones acting loxodromically on the contact graph.

Mapping class groups and right-angled Artin groups have the property that in
their standard hierarchically hyperbolic structure they admit a universal acylindri-
cal action on CS, where CS is the hyperbolic space associated to the Ď–maximal
domain S. On the other hand, right-angled Coxeter groups often don’t admit
universal acylindrical actions on CS in their standard structure. Accordingly, we
believe the following questions are interesting. The first item would generalize the
situation in the mapping class group as established in [BBKL20], and the second
item for right-angled Artin groups would generalize results proven in [KMT17], and
for right-angled Coxeter groups would generalize results in [Tra]. If the second item
is true for the mapping class group, this would resolve a question of Farb–Mosher
[FM02]. See also [ADT17, Question 1].

Question C. Let pG,Sq be a hierarchically hyperbolic group which admits a uni-
versal acylindrical action on CS, where S is the Ď–maximal element in S. Let H
be a finitely generated subgroup of G.

‚ Are the conditions in Theorem B also equivalent to: H is undistorted and
acts purely loxodromically on CS?
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‚ Under what hypotheses on pG,Sq, are the conditions in Theorem B also
equivalent to: H acts purely loxodromically on CS?

Note that in the context of Question C, an element acts loxodromically on CS
if and only if it has positive translation length. This holds since the action is
acylindrical and thus each element either acts elliptically or loxodromically.

In an early version of this paper, we asked if the second part of Question C held
for all hierarchically hyperbolic groups. In the general hierarchically hyperbolic
setting, however, the undistorted hypothesis is necessary, as pointed out to us by
Anthony Genevois with the following example. The necessity is shown by Brady’s
example of a torsion-free hyperbolic group with a finitely presented subgroup which
is not hyperbolic [Bra99]. This subgroup is torsion-free and thus purely loxodromic.
But, a subgroup of a hyperbolic group is stable if and only if it is quasiconvex.
Thus, since this subgroup is not quasiconvex, we see that being purely loxodromic
is strictly weaker than the conditions of Theorem B.

New hierarchically hyperbolic structures. In order to establish the above
results, we provide some new structural theorems about hierarchically hyperbolic
spaces.

One of the key technical innovations in this paper is provided in Section 3. There
we prove Theorem 3.7 which allows us to modify a given hierarchically hyperbolic
structure pX ,Sq by removing CU for some U P S and, in their place, enlarging the
space CS. For instance, this is how we construct the space on which a hierarchically
hyperbolic group has its largest acylindrical action.

Another important tool is Theorem 4.4 which provides a simple characterization
of contracting geodesics in a hierarchically hyperbolic space.

The following is a restatement of that result in the case of groups (see Theorem
4.4 for the precise statement):

Theorem D (Characterization of contracting quasigeodesics). Let G be a hierar-
chically hyperbolic group. For any K ě 1 there exist uniform constants depending
only on K and G such that the following holds for every pK,Kq–quasigeodesic
γ Ă X : the quasigeodesic γ is uniformly contracting if and only if γ has uniformly
bounded projections (in any structure with unbounded products, e.g., in one as pro-
vided by Corollary 3.8).

Since the presence of a contracting geodesic implies the group has at least qua-
dratic divergence, an immediate consequence of Theorem D is that any hierarchi-
cally hyperbolic group has quadratic divergence whenever X projects to an infinite
diameter subset of CS.

As a sample application of Theorem D and using work of Taylor–Tiozzo [TT16],
we prove the following in Section 6.4 as Theorem 6.8.

Theorem E (Random subgroups are stable). Let pX ,Sq be an HHS for which
CS has infinite diameter, where S is the Ď–maximal element, and consider G ă

AutpX ,Sq which acts properly and cocompactly on X . Then any k–generated ran-
dom subgroup of G stably embeds in X via the orbit map.

We note that one immediate consequence of this result is a new proof of a theorem
of Maher–Sisto: any random subgroup of a hierarchically hyperbolic group which
is not the direct product of two infinite groups is stable [MS19]. The mapping class
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group and right-angled Artin group cases of this result were first established in
[TT16].

Finally, at the end of the paper we discuss a technical condition on hierarchically
hyperbolic structures, called having clean containers. While in Proposition 7.2
this hypothesis is shown to hold for many groups, it does not hold in all cases.
This condition was used in earlier versions of this paper in which it was assumed
for the proof of Theorem 3.7, and then the general result was bootstrapped from
there. In light of Theorem A.1 in the Appendix, this property is no longer required
for this paper. We keep the contents of this section in the paper nonetheless,
since they have found independent interest and already been used elsewhere, e.g.,
[BR,HS16,Rus20], as well as in several papers in progress.

2. Background

We begin by recalling some preliminary notions about metric spaces, maps be-
tween them, and group actions. Given metric spaces X,Y , we use dX , dY to denote
the distance functions in X,Y , respectively. A map f : X Ñ Y is K–Lipschitz
if there exists a constant K ě 1 such that for every x, y P X, dY pfpxq, fpyqq ď

KdXpx, yq; it is pK,Cq–coarsely Lipschitz if dY pfpxq, fpyqq ď KdXpx, yq ` C The
map f is a pK,Cq–quasi-isometric embedding if there exist constants K ě 1 and
C ě 0 such that for all x, y P X,

1

K
dXpx, yq ´ C ď dY pfpxq, fpyqq ď KdXpx, yq ` C.

If, in addition, Y is contained in the C–neighborhood of fpXq, then f is a pK,Cq–
quasi-isometry. For any interval I Ď R, the image of an isometric embedding
I Ñ X is a geodesic and the image of a pK,Cq–quasi-isometric embedding I Ñ X
is a pK,Cq–quasigeodesic.

If any two points in X can be connected by a pK,Cq–quasigeodesic, then we
say X is a pK,Cq–quasigeodesic space. If K “ C, we may simply say that X is
a K–quasigeodesic space. A subspace Z Ď X is K–quasi-convex if there exists a
constant K ě 0 such that any geodesic in X connecting points in Z is contained in
the K–neighborhood of Z. For all of the above notions, if the particular constants
K,C are not important, we may drop them and simply say, for example, that a
map is a quasi-isometry.

Throughout this paper, we will assume that all group actions are by isometries.
The action of a group G on a metric space X, which we denote by G ñ X, is proper
if for every bounded subset B Ď X, the set tg P G | gB X B ‰ Hu is finite. The
action is cobounded (respectively, cocompact) if there exists a bounded (respectively,
compact) subset B Ď X such thatX “

Ť

gPG gB. If a group G acts on metric spaces
X and Y , we say a map f : X Ñ Y is G–equivariant if for every x P X and every
g P G we have fpgxq “ gfpxq. A quasi-action of G on X associates to each g P G a
quasi-isometry Ag : x Ñ gx of X with uniform quasi-isometry constants, such that
Ag ˝ Ah is within uniformly bounded distance of Agh.

2.1. Hierarchically hyperbolic spaces. In this section we recall the basic defi-
nitions and properties of hierarchically hyperbolic spaces as introduced in [BHS17b,
BHS19].

Definition 2.1 (Hierarchically hyperbolic space). A q–quasigeodesic space pX , dX q

is said to be hierarchically hyperbolic if there exists δ ě 0, an index set S, and a set
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tCW | W P Su of δ–hyperbolic spaces pCU, dU q, such that the following conditions
are satisfied:

(1) (Projections.) There is a set tπW : X Ñ 2CW | W P Su of projections
sending points in X to sets of diameter bounded by some ξ ě 0 in the
various CW P S. Moreover, there exists K so that each πW is pK,Kq–
coarsely Lipschitz and πW pX q is K–quasiconvex in CW .

(2) (Nesting.) S is equipped with a partial order Ď, and either S “ H

or S contains a unique Ď–maximal element which is larger than all other
elements; when V Ď W , we say V is nested in W . For each W P S,
we denote by SW the set of V P S such that V Ď W . Moreover, for
all V,W P S with V Ĺ W there is a specified subset ρVW Ă CW with
diamCW pρVW q ď ξ. There is also a projection ρWV : CW Ñ 2CV .

(3) (Orthogonality.) S has a symmetric and anti-reflexive relation called
orthogonality : we write V KW when V,W are orthogonal. Also, whenever
V Ď W and WKU , we require that V KU . Finally, we require that for each
T P S and each U P ST for which tV P ST | V KUu ‰ H, there exists
W P ST ´ tT u, so that whenever V KU and V Ď T , we have V Ď W ; we
say W is a container associated with T P S and U P ST . Finally, if V KW ,
then V,W are not Ď–comparable.

(4) (Transversality and consistency.) If V,W P S are not orthogonal and
neither is nested in the other, then we say V,W are transverse, denoted
V &W . There exists κ0 ě 0 such that if V &W , then there are sets ρVW Ď CW
and ρWV Ď CV each of diameter at most ξ and satisfying:

min
�

dW pπW pxq, ρVW q, dV pπV pxq, ρWV q
(

ď κ0

for all x P X .
For V,W P S satisfying V Ď W and for all x P X , we have:

min
�

dW pπW pxq, ρVW q, diamCV pπV pxq Y ρWV pπW pxqqq
(

ď κ0.

Finally, if U Ď V , then dW pρUW , ρVW q ď κ0 whenever W P S satisfies either
V Ĺ W or V &W and W & U .

(5) (Finite complexity.) There exists n ě 0, the complexity of X (with
respect to S), so that any set of pairwise–Ď–comparable elements has car-
dinality at most n.

(6) (Large links.) There exist λ ě 1 and E ě maxtξ, κ0u such that the follow-
ing holds. Let W P S and let x, x1 P X . Let N “ λd

W
pπW pxq, πW px1qq `

λ. Then there exists tTiui“1,...,tNu Ď SW ´ tW u such that for all T P

SW ´ tW u, either T P STi
for some i, or dT pπT pxq, πT px1qq ă E. Also,

dW pπW pxq, ρTi

W q ď N for each i.
(7) (Bounded geodesic image.) For all W P S, all V P SW ´ tW u, and all

geodesics γ of CW , either diamCV pρWV pγqq ď E or γ X NEpρVW q ‰ H.
(8) (Partial realization.) There exists a constant α with the following prop-

erty. Let tVju be a family of pairwise orthogonal elements of S, and let
pj P πVj

pX q Ď CVj . Then there exists x P X so that:
‚ dVj

px, pjq ď α for all j,

‚ for each j and each V P S with Vj Ĺ V , we have dV px, ρ
Vj

V q ď α, and

‚ if W&Vj for some j, then dW px, ρ
Vj

W q ď α.
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(9) (Uniqueness.) For each κ ě 0, there exists θu “ θupκq such that if
x, y P X and dpx, yq ě θu, then there exists V P S such that dV px, yq ě κ.

Notation 2.2. Note that below we will often abuse notation by simply writing
pX ,Sq or S to refer to the entire package of an hierarchically hyperbolic structure,
including all the associated spaces, projections, and relations given by the above
definition.

Notation 2.3. When writing distances in CU for some U P S, we often simplify
the notation slightly by suppressing the projection map πU , i.e., given x, y P X
and p P CU we write dU px, yq for dU pπU pxq, πU pyqq and dU px, pq for dU pπU pxq, pq.
Note that when we measure distance between a pair of sets (typically both of
bounded diameter) we are taking the minimum distance between the two sets. For
distance/diameter, if the space in which the measurement is being made is not clear
from the context, we will denote it by a subscript. Given A Ă X and U P S we let
πU pAq denote

Ť

aPA πU paq.

Remark 2.4. In the setting of hierarchically hyperbolic spaces, we often encounter
maps which are well-defined only up to uniformly bounded error, in the following
sense. Given a map f : X Ñ Y between quasi-geodesic spaces X,Y , there may be
multiple possible points in Y that one could define as fpxq for a particular x P X. If
the diameter of such possible points fpxq is uniformly bounded in Y over all x P X,
then we say that the map is coarsely well-defined, since we could arbitrarily make
a choice for each fpxq and the map would be well-defined up to uniformly bounded
error. For example, ρUV gives a coarsely well-defined map CU Ñ CV .

An important consequence of being a hierarchically hyperbolic space is the fol-
lowing distance formula, which relates distances in X to distances in the hyperbolic
spaces CU for U P S. The notation ttxuus means include x in the sum if and only
if x ą s.

Theorem 2.5 (Distance formula for HHS; [BHS19]). Let pX ,Sq be a hierarchically
hyperbolic space. Then there exists s0 such that for all s ě s0, there exist C,K so
that for all x, y P X ,

dpx, yq —K,C

ÿ

UPS

ttdU px, yquus .

We now recall an important construction of subspaces in a hierarchically hyper-
bolic space called standard product regions introduced in [BHS17b, Section 13] and
studied further in [BHS19]. First we define a consistent tuple, which will be used
to define the two factors in the product space.

Definition 2.6 (Consistent tuple). Fix κ ě 0, and let �b P
ś

UPS
2CU be a tuple

such that for each U P S, the coordinate bU is a subset of CU with diamCU pbU q ď κ.

The tuple �b is κ–admissible if dU pbU , πU pX qq ď κ for all U P S. The κ–admissible

tuple �b is κ–consistent if, whenever V &W ,

min
�

dW pbW , ρVW q, dV pbV , ρ
W
V q

(

ď κ

and whenever V Ď W ,

min
�

dW pbW , ρVW q, diamCV pbV Y ρWV pbW qq
(

ď κ.

Definition 2.7 (Nested partial tuple (FU )). Recall SU “ tV P S | V Ď Uu. Fix
κ ě κ0 and let FU be the set of κ–consistent tuples in

ś

V PSU
2CV .
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Definition 2.8 (Orthogonal partial tuple (EU ) ). Let S
K
U “ tV P S | V KUuYtAu,

where A is a Ď–minimal element W such that V Ď W for all V KU (note that A
exists by the container axiom for an HHS, i.e., Definition 2.1.(3)). Fix κ ě κ0, let
EU be the set of κ–consistent tuples in

ś

V PSK
U ´tAu

2CV .

Definition 2.9 (Product regions in X ). Given X and U P S, there is a coarsely
well-defined map φU : FU ˆ EU Ñ X which restricts to coarsely well-defined maps

φĎ
U , φ

K
U : FU ,EU Ñ X . Indeed, for each p�a,�bq P FU ˆ EU , and each V P S, the

projection πV pφU p�a,�bqq is defined as follows. If V Ď U , then πV pφU p�a,�bqq “ aV . If

V KU , then πV pφU p�a,�bqq “ bV . If V &U , then πV pφU p�a,�bqq “ ρUV . Finally, if U Ď V ,

and U ‰ V , let πV pφU p�a,�bqq “ ρUV . The tuple pπV pφU p�a,�bqqqV PS P
ś

V PS
2CV is

κ–consistent (see [BHS19, Construction 5.10]), and therefore [BHS19, Theorem 3.1]

provides a point x P X such that dW pπW pxq, πW pφU p�a,�bqqq ď θe for all W P S.
Moreover, the point x is coarsely unique in the sense that the set of all x which

satisfy dW pπW pxq, πW pφU p�a,�bqqq ď θe for each W P S has diameter at most θu
in X . We define φU p�a,�bq “ x; the coarse uniqueness of x shows that this map is
coarsely well-defined. Fixing any e P EU yields a map φĎ

U : FU ˆ teu Ñ X , and
φK
U is defined analogously. We refer to FU ˆ EU as a product region, which we

denote PU .

We often abuse notation slightly and use the notation EU ,FU , and PU to refer
to the image in X of the associated set. In [BHS19, Construction 5.10] it is proven
that these standard product regions have the property that they are “hierarchically
quasiconvex subsets” of X . We leave out the definition of hierarchical quasiconvex-
ity, because its only use here is that product regions have “gate maps,” as given by
the following in [BHS19, Lemma 5.5]:

Lemma 2.10 (Existence of coarse gates; [BHS19, Lemma 5.5]). If Y Ď X is k–
hierarchically quasiconvex and non-empty, then there exists a gate map for Y, i.e.,
for each x P X there exists gpxq P Y such that for all V P S, the set πV pgpxqq

(uniformly) coarsely coincides with the projection of πV pxq to the kp0q–quasiconvex
set πV pYq. The point gpxq P Y is called the gate of x in Y.

Remark 2.11 (Surjectivity of projections). As one can always change the hierar-
chical structure so that the projection maps are coarsely surjective [BHS19, Re-
mark 1.3], we will assume that S is such a structure. That is, for each U P S, if
πU is not surjective, then we identify CU with πU pX q.

We also need the notion of a hierarchy path, whose existence was proven in
[BHS19, Theorem 4.4] (although we use the word path, since they are quasi-geodesics,
typically we consider them as discrete sequences of points):

Definition 2.12. For R ě 1, a path γ in X is a R–hierarchy path if

(1) γ is a pR,Rq–quasigeodesic,
(2) for each W P S, πW ˝ γ is an unparametrized pR,Rq–quasigeodesic. An

unbounded hierarchy path r0,8q Ñ X is a hierarchy ray.

We call a domain relevant to a pair of points, if the projections to that domain are
larger than some fixed (although possibly unspecified) constant depending only on
the hierarchically hyperbolic structure. We say a domain is relevant for a particular
quasi-geodesic if it is relevant for the endpoints of that quasi-geodesic.
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Proposition 2.13 ([BHS19, Proposition 5.17]). There exists ν ě 0 such that for
all x, y P X , all V P S with V relevant for px, yq, and all D–hierarchy paths γ
joining x to y, there is a subpath α of γ with the following properties:

(1) α Ă NνpPV q;
(2) πU |γ is coarsely constant on γ´α for all U P SV YSK

V , i.e., it is a uniformly
bounded distance from a constant map.

Remark 2.14. Let x, y P X , and suppose V is relevant for px, yq. As FV and EV

consist of κ–consistent tuples (for a fixed κ) and φV : FV ˆEV Ñ X is only coarsely
well-defined, by appropriately increasing κ to accomodate for the chosen constant
ν in Proposition 2.13, we may assume that α is actually a subset of PV .

It is often convenient to work with equivariant hierarchically hyperbolic struc-
tures, we now recall the relevant structures for doing so. For details see [BHS19].

Definition 2.15 (Hierarchically hyperbolic groups). Let pX ,Sq be a hierarchically
hyperbolic space. An automorphism of pX ,Sq consists of a map g : X Ñ X , to-
gether with a bijection g♦ : S Ñ S and, for each U P S, an isometry g˚pUq : CU Ñ

Cpg♦pUqq so that the following diagrams commute up to uniformly bounded error
whenever the maps in question are defined (i.e., when U, V are not orthogonal):

X X 1

CU Cpg♦pUqq

�g

�πU �πg♦pUq

�g˚
pUq

and

CU Cpg♦pUqq

CV Cpg♦pV qq

�ρU
V

�g˚
pUq

�ρ
g♦pUq
g♦pV q

�g˚
pV q

Two automorphisms f, f 1 are equivalent if f˛ “ pf 1q˛ and for all U P S we have
φU “ φ1

U . The set of all such equivalence classes forms the automorphism group of
pX ,Sq, denoted AutpX ,Sq. A finitely generated group G is said to be a hierar-
chically hyperbolic group (HHG) if there is a hierarchically hyperbolic space pX ,Sq

and a group homomorphism G Ñ AutpX ,Sq so that the induced uniform quasi-
action of G on X is metrically proper, cobounded, and S contains finitely many
G–orbits. Note that when G is a hyperbolic group then, with respect to any word
metric, it inherits a hierarchically hyperbolic structure.

2.2. Acylindrical actions. We recall the basic definitions related to acylindrical
actions; the canonical references are [Bow08] and [Osi16]. We also discuss a partial
order on these actions which was recently introduced in [ABO19].

Definition 2.16 (Acylindrical). The action of a group G on a metric space X is
acylindrical if for any ε ą 0 there exist R,N ě 0 such that for all x, y P X with
dpx, yq ě R,

|tg P G | dpx, gxq ď ε and dpy, gyq ď εu| ď N.

Recall that given a group G acting on a hyperbolic metric space X, an element
g P G is loxodromic if the map Z Ñ X defined by n  Ñ gnx is a quasi-isometric
embedding for some (equivalently any) x P X. However, an element of G may be
loxodromic for some actions and not for others. Consider, for example, the free
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group on two generators acting on its Cayley graph and acting on the Bass-Serre
tree associated to the splitting F2 » xxy ˚ xyy. In the former action, every non-
trivial element is loxodromic, while in the latter action, no powers of x and y are
loxodromic.

Definition 2.17 (Generalized loxodromic). An element of a group G is called
generalized loxodromic if it is loxodromic for some acylindrical action of G on a
hyperbolic space.

Remark 2.18. By [Osi16, Theorem 1.1], every acylindrical action of a group on a
hyperbolic space either has bounded orbits or contains a loxodromic element. By
[Osi16, Theorem 1.4.(L4)] and Sisto [Sis16, Theorem 1], every generalized loxo-
dromic element is Morse, i.e., every quasi-geodesic with endpoints on the axis of
the element lies uniformly close to that axis (see Definition 2.22). Therefore, if a
group H does not contain any Morse elements, it does not contain any generalized
loxodromics, and thus H must have bounded orbits in every acylindrical action on
a hyperbolic space. This is the case when, for example, H is a non-trivial direct
product, that is, a direct product of two infinite groups.

Definition 2.19 (Universal acylindrical action). An acylindrical action of a group
on a hyperbolic space is a universal acylindrical action if every generalized loxo-
dromic element is loxodromic. Such an action is sometimes called a loxodromically
universal action.

Notice that if every acylindrical action of a group G on a hyperbolic space has
bounded orbits, then G does not contain any generalized loxodromic elements, and
the action of G on a point (which is acylindrical) is a universal acylindrical action.

The following notions are discussed in detail in [ABO19]. We give a brief overview
here. Fix a group G. Given a (possibly infinite) generating set X of G, let | ¨ |X

denote the word metric with respect to X, and let ΓpG,Xq be the Cayley graph of
G with respect to the generating set X. Given two generating sets X and Y , we
say X is dominated by Y and write X ĺ Y if

sup
yPY

|y|X ă 8.

Note that when X ĺ Y , the action G ñ ΓpG, Y q provides more information about
the group than G ñ ΓpG,Xq, and so, in some sense, is a “larger” action. The two
generating sets X and Y are equivalent if X ĺ Y and Y ĺ X; when this happens
we write X „ Y .

Let AHpGq be the set of equivalence classes of generating sets X of G such that
ΓpG,Xq is hyperbolic and the action G ñ ΓpG,Xq is acylindrical. We denote the
equivalence class of X by rXs. The preorder ĺ induces an order on AHpGq, which
we also denote ĺ.

Definition 2.20 (Largest). We say an equivalence class of generating sets is largest
if it is the largest element in AHpGq under this ordering.

Given a cobounded acylindrical action of G on a hyperbolic space S, a Milnor–
Svarc argument gives a (possibly infinite) generating set Y of G such that there is a
G–equivariant quasi-isometry between G ñ S and G ñ ΓpG, Y q. By a slight abuse
of language, we will say that a particular cobounded acylindrical action G ñ S
on a hyperbolic space is largest, when, more precisely, it is the equivalence class of
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the generating set associated to this action through the above correspondence, rY s,
that is the largest element in AHpGq.

Remark 2.21. By definition, every largest acylindrical action is a universal acylin-
drical action. To see this, notice that if rXs ĺ rY s, then the set of loxodromic
elements in G ñ ΓpG,Xq must be a subset of the set of loxodromic elements in
G ñ ΓpG, Y q.

2.3. Stability. Stability is strong coarse convexity property which generalizes qua-
siconvexity in hyperbolic spaces and convex cocompactness in mapping class groups
[DT15]. In the general context of metric spaces, it is essentially the familiar Morse
property generalized to subspaces, so we begin there.

Definition 2.22 (Morse/stable quasigeodesic). Let X be a metric space. A quasi-
geodesic γ Ă X is called Morse (or stable) if there exists a function N : R2

ě0 Ñ Rě0

such that if q is a pK,Cq–quasigeodesic in X with endpoints on γ, then

q Ă NNpK,Cqpγq.

We call N the stability gauge for γ and say γ is N–stable if we want to record the
constants.

We can now define a notion of stable embedding of one metric space in another
which is equivalent to the one introduced by Durham and Taylor [DT15]:

Definition 2.23 (Stable embedding). We say a quasi-isometric embedding f : X Ñ

Y between quasigeodesic metric spaces is a stable embedding if there exists a sta-
bility gauge N such that for any quasigeodesic constants K,C and any pK,Cq–
quasigeodesic γ Ă X, then fpγq is an NpK,Cq–stable quasigeodesic in Y . We say
a subset X Ď Y is stable if it is undistorted and the inclusion map i : X Ñ Y is a
stable embedding.

The following generalizes the notion of a Morse quasigeodesic to subgroups:

Definition 2.24 (Subgroup stability). Let H be a subgroup of a finitely generated
group G. We say H is a stable subgroup of G if some (equivalently, any) orbit map
of H into some (any) Cayley graph (with respect to a finite generating set) of G is
a stable embedding.

If for some h P G, H “ xhy is stable, then we call h stable. Such elements are
often called Morse elements.

Stability of a subset is preserved under quasi-isometries. Note that stable sub-
groups are undistorted in their ambient groups and, moreover, they are quasiconvex
with respect to any choice of finite generating set for the ambient group.

3. Altering the hierarchically hyperbolic structure

The goal of this section is to prove that any hierarchically hyperbolic space
satisfying a technical assumption—the bounded domain dichotomy—admits a hi-
erarchically hyperbolic structure with unbounded products, i.e., every non-trivial
product region in the ambient space has unbounded factors; see Theorem 3.7 below.

In particular, this establishes that all hierarchically hyperbolic groups admit a
hierarchically hyperbolic group structure with unbounded products. It is for this
reason that our complete characterization of the contracting property in spaces
with unbounded products in Section 4 yields a characterization of the contracting
property for all hierarchically hyperbolic groups, as stated in Theorem D.
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3.1. Unbounded products. Fix a hierarchically hyperbolic space pX ,Sq.
Let M ą 0 and let SM Ă S be the set of domains U P S such that there exists

V P S and W P SK
V satisfying: U Ď V , diampCV q ą M , and diampCW q ą M .

Recall that a set of domains U Ă S is closed under nesting if whenever U P U

and V Ď U , then V P U.

Lemma 3.1. For any M ą 0, the set SM is closed under nesting.

Proof. Let U P SM and V Ď U . By definition of U P SM , there exists Z P SM

with U Ď Z and satisfying: diampCZq ą M and there exists W P SK
Z such that

diampCW q ą M . Since V Ď Z, it follows that V P SM , as desired. �

Definition 3.2 (Bounded domain dichotomy). We say pX ,Sq has the M–bounded
domain dichotomy if there exists M ą 0 such that any U P S with diampCUq ą M
satisfies diampCUq “ 8. If the value of M is not important, we simply refer to the
bounded domain dichotomy.

Recall that for every hierarchically hyperbolic group pG,Sq, the set of domains S
contains finitely many G–orbits and each g P G induces an isometry CU Ñ Cpg˛pUqq

for each U P S (see Definition 2.15). It thus follows that every hierarchically
hyperbolic group has the bounded domain dichotomy. (Also, note that this property
implies the space is “asymphoric” as defined in [BHS17c].)

Definition 3.3 (Unbounded products). We say that a hierarchically hyperbolic
space pX ,Sq has unbounded products if it has the bounded domain dichotomy and
the property that if U P S ´ tSu has diampFU q “ 8, then diampEU q “ 8.

3.2. Almost hierarchically hyperbolic spaces. In this section we introduce a
tool for verifying a space is hierarchically hyperbolic.

The following is a weaker version of the orthogonality axiom:

p31q (Bounded pairwise orthogonality)S has a symmetric and anti-reflexive
relation called orthogonality : we write V K W when V,W are orthogonal.
Also, whenever V Ď W and W K U , we require that V K W . Moreover, if
V K W , then V,W are not Ď–comparable. Finally, the cardinality of any
collection of pairwise orthogonal domains is uniformly bounded by ξ.

By [BHS19, Lemma 2.1], the orthogonality axiom (Definition 2.1, (3)) for an
hierarchically hyperbolic structure implies axiom p31q. However, the converse does
not hold; that is, the last condition of p31q does not directly imply the container
statement in (3), and thus this is an a priori strictly weaker assumption. However,
as is proven in the appendix in Theorem A.1, this weakened version of the axiom
is enough to produce a hierarchically hyperbolic structure.

We now introduce the notion of an almost hierarchically hyperbolic space:

Definition 3.4 (Almost HHS). If pX ,Sq satisfies all axioms of a hierarchically
hyperbolic space except (3) and additionally satisfies axiom p31q, then pX ,Sq is an
almost hierarchically hyperbolic space.

In the appendix, Berlyne and Russell prove Theorem A.1, establishing that if
a space is almost hierarchically hyperbolic, then the associated structure can be
modified to obtain a hierarchically hyperbolic structure on the original space. This
result is used in our proof of Theorem 3.7.
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3.3. A new hierarchically hyperbolic structure. In this section we describe
a new hierarchically hyperbolic structure on hierarchically hyperbolic spaces with
the bounded domain dichotomy. We first describe the hyperbolic spaces that will
be part of the new structure.

Let pX ,Sq be a hierarchically hyperbolic space with the M–bounded domain
dichotomy. Recall that we define SM Ă S to be the set of U P S such that there
exists U Ď V with diampCV q ą M for which there exists a W P SK

V satisfying
diampCW q ą M . For each U P S, define SM

U Ă SU similarly.

Remark 3.5 (Factored spaces). As defined in [BHS17a], given pX ,Sq and T Ă S

the factored space pFT is the space obtained from X by coning-off each FV ˆ teu for
all V P T and all e P EV . Sometimes we abuse language slightly and refer to this as
the factored space obtained from X by collapsing T. In particular, when S is the

Ď–maximal element of S, then CS can be taken to be the space pFS´tSu, which is
obtained from X by coning-off FU ˆ teu for all U P S ´ tSu and all e P EU .

We often consider the case of a fixed pX ,Sq and U P S and then apply this con-
struction to the hierarchically hyperbolic structure pFU ,SU q. For this application,

note that πU pX q is quasi-isometric to pFSU ´tUu, by [BHS17a, Corollary 2.9], and
thus so is CU , by Remark 2.11.

Lemma 3.6. Let pX ,Sq be a hierarchically hyperbolic space and consider T Ă S

which is closed under nesting. Let γ be a hierarchy path in pX ,Sq. Then, the path

obtained by including γ Ă X Ă pFT is an unparametrized quasi-geodesic. Moreover,
if for each W P T which is a relevant domain for γ and for each e P EW , we
modify the path through FW ˆ teu by removing all but the first and last vertex of
the hierarchy path which passes through FW ˆ teu, then the new path obtained, γ̂ is

a hierarchy path for ppFT,S ´ Tq.

Proof. The proof is by induction on complexity. Consider all the nest-minimal
elements U Ă T which are relevant for γ; by Proposition 2.13 and Remark 2.14
for each such U there is a subpath of γ which passes through a collection of slices
FU ˆ teu within the product region associated to U . By [BHS19, Lemma 2.14]
there is a bounded (in terms of S) coloring of U with the property that all the
domains of a given color are pairwise transverse. Starting from pX ,Sq, we take
one color at a time, together with all the domains nested inside domains of that
color, and create the factored space by coning off those domains. At each step, we
obtain a new hierarchically hyperbolic space with the property that in this space
the relevant domains for γ are exactly the original ones except for those in the colors
we have coned off thus far. Since this path still travels monotonically through each
of the relevant domains, it is an unparametrized quasi-geodesic in the new factored
space. Thus the path γ̂ is a parametrized quasi-geodesic and thus a hierarchy path
in the new factored space (with constants depending only on the constants for the
original hierarchy path). Once the colors of U are exhausted, repeat one step up
the nesting lattice. Since the complexity of the hierarchically hyperbolic structure
and the coloring are both bounded, this will terminate after finitely many steps.
Finally we cone off any domains in T which are not relevant for γ to obtain the

space ppFT,S ´ Tq. Through this final step γ̂ remains a uniform quality hierarchy
path since it is still a quasigeodesic. �
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The next result uses the above spaces to obtain a hierarchically hyperbolic struc-
ture with particularly nice properties from a given hierarchically hyperbolic struc-
ture.

Theorem 3.7. Every hierarchically hyperbolic space with the bounded domain di-
chotomy admits a hierarchically hyperbolic structure with unbounded products.

Proof. Let pX ,Sq be a hierarchically hyperbolic space. Let T denote the Ď–
maximal element S together with the subset of S consisting of all U P S with
both FU and EU unbounded.

We begin to define our new hierarchically hyperbolic structure on X by taking
T as our index set. For each U P T ´ tSu we set the associated hyperbolic space
TU to be CU . For the top-level domain, S, we obtain a hyperbolic space, TS , as
follows. By Lemma 3.1, SM is closed under nesting and hence pXSM is a hierarchi-
cally hyperbolic space. Moreover, since this hierarchically hyperbolic space has the
property that no pair of orthogonal domains both have diameter larger than M ,
by [BHS17c, Corollary 2.16] it is hyperbolic for some constant depending only on
pX ,Sq and M ; we call this space TS .

To avoid confusion, we use the notation dS for distance in TS and the notation
dCS for distance in CS.

When U ‰ S, the projections are as defined in the original hierarchically hyper-
bolic space. We take the projection πS to be the factor map X Ñ TS . If U P T

and U ‰ S, then the relative projections are defined as in pX ,Sq. For the remain-
ing cases the relative projections are as follows: ρSV is defined to be πV and ρVS is
defined to be the image of FV under the factor map X Ñ TS .

We now check the axioms to verify that pX ,Tq is an almost hierarchically hy-
perbolic space (i.e., all the conditions of a hierarchically hyperbolic space except
for a weakened version of the orthogonality axiom). Once these axioms have been
verified, we can then invoke Theorem A.1 to conclude that the almost hierarchically
hyperbolic structure T can be modified to yield an actual hierarchically hyperbolic
space. By construction, pX ,Tq satisfies the hypothesis of Corollary A.8, and there-
fore the associated modified hierarchically hyperbolic structure will have unbounded
products, as desired.

Projections: The only case to check is for the top-level domain S. Since πS is
a factor map, it is coarsely Lipschitz and coarsely surjective.

Nesting: The partial order and projections are given by construction. The
diameter bound in the case of nesting projections is immediate from the bound
from pX ,Sq, except in the case of ρVS for V P T. The bound on the diameter of ρVS
follows from the construction of TS as a factor space and the fact that T Ă SM .

Orthogonality: We now verify axiom p31q is satisfied by this new structure. The
first three conditions are clear, since T Ď S and thus they are inherited from the
hierarchically hyperbolic structure pX ,Sq. For the last condition, any collection of
pairwise orthogonal domains in T is also a collection of pairwise orthogonal domains
in S and thus by [BHS19, Lemma 2.2] has uniformly bounded size, verifying the
axiom.

Transversality and consistency: This axiom only involves domains which
are not nest-maximal, and hence holds using the original constants from the hier-
archically hyperbolic structure on pX ,Sq.
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Partial realization: This axiom only involves domains which are not nest-
maximal, and hence holds using the original constants from the hierarchically hy-
perbolic structure on pX ,Sq.

Finite complexity: This clearly holds by construction.
Large link axiom: Let λ and E be the constants from the large link axiom

for pX ,Sq, let W P T, and let x, x1 P X . Consider the set tTiu Ă SW ´ tW u

provided by the large link axiom for pX ,Sq. Since Ti Ď W , it follows that ETi
is

unbounded for each i. Let T P TW ´ tW u. If dT px, x1q ą E ¨ M , it follows that
FT is unbounded. Furthermore, dCT px, x1q ą E, whence T Ď Ti for some i by the
large link axiom for pX ,Sq. Therefore FTi

is unbounded, and so Ti P T. The result
follows.

Bounded geodesic image: For all domains in T ´ tSu, the corresponding
hyperbolic spaces are unchanged from those in the original structure and thus the
axiom holds in these cases.

Hence the only case which it remains to check is when W “ S. Suppose γ
is a geodesic in TS , and V P T ´ tSu such that diamCV pρSV pγqq ą E. The partial
realization axiom implies that there exists a hierarchy path γ̄ Ă X whose end-points
project under πS to the end-points of γ. This projected path is a quasigeodesic by
Lemma 3.6. Since TS is hyperbolic, the projected path lies uniformly close to γ. By
[BHS19, Proposition 5.17] we can replace γ̄ by an appropriate subpath for which
the only relevant domains are all nested in V ; thus γ̄ Ă PV . By definition, there is a
bounded distance between ρVS and πSpPV q; thus πSpγ̄q (and hence γ) is a bounded
distance from ρVS , as needed.

Uniqueness: Let κ ą 0. We can take θ1
u ą maxtθupκq,Mu, where θupκq is

the original constant from the uniqueness axiom for pX ,Sq. Then if x, y P X
with dpx, yq ą θ1

u, then uniqueness for pX ,Sq implies there exists U P S with
dCU px, yq ą M . Either U P T or diampCUq “ 8 and EU is bounded. We are

done in the first case. In the second case, by construction the factor space Û of
FU obtained by collapsing TU is quasi-isometrically embedded in TS and there is a
1–Lipschitz map from Û to CU . Thus the lower bound on distance in CU provides
a lower bound on the distance in Û , which, in turn, provides a lower bound in TS ,
as desired. �

Corollary 3.8. Every hierarchically hyperbolic group admits a hierarchically hy-
perbolic group structure with unbounded products.

Proof. Recall that every hierarchically hyperbolic group has the bounded domain
dichotomy. Accordingly, if we start with a hierarchically hyperbolic group, pG,Sq,
then Theorem 3.7 yields a hierarchically hyperbolic structure with unbounded prod-
ucts, pG,Tq, where T is the structure from the proof of Theorem 3.7 with the
additional “dummy domains” added as provided at the end of that proof via The-
orem A.1. It remains only to show that this is a hierarchically hyperbolic group
structure. The action of G on itself, by left multiplication, is clearly metrically
proper and cobounded, and thus it only remains to show that T contains finitely
many G–orbits. If U P S but U R T, then either FU or EU must be bounded. Then
for each g P G, the same will be true for FgU or EgU , which shows that gU R T.
Thus G ¨ U Ă S ´ T. The result now follows from the fact that S has only finitely
many G–orbits and that any dummy domains added fall into only finitely many
orbits, as noted in Remark A.7. �
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4. Characterization of contracting geodesics

For this section, fix a hierarchically hyperbolic space pX ,Sq with the bounded
domain dichotomy; denote the Ď–maximal element S P S.

Definition 4.1 (Bounded projections). Let Y Ă X and D ą 0. We say that Y has
D–bounded projections if for every U P S ´ tSu, we have diamU pYq ă D.

Definition 4.2 (Contracting). A subset γ in a metric space X is said to be D–
contracting if there exist a map πγ : X Ñ γ Ă X and constants A,D ą 0 satisfying:

(1) For any x P γ, we have diamXpx Y πγpxqq ă D;
(2) If x, y P X with dXpx, yq ă 1, then diamXpπγpxq Y πγpyqq ă D;
(3) For all x P X, if we set R “ A ¨ dpx, γq, then diamXpπγpBRpxqqq ď D.

In this section, we will focus our attention to the case of Definition 4.2 where γ
is a quasigeodesic. In Section 6 we will consider results about arbitary subsets with
the contracting property.

We note that sometimes authors refer to any quasigeodesic satisfying (3) as
contracting. Nonetheless, for applications one also needs to assume the coarse
idempotence and coarse Lipschitz properties given by (1) and (2), so for convenience
we combine them all in one property.

A useful well-known fact is stability of contracting quasigeodesics. Two different
proofs of the following occur as special cases of the results [MM99, Lemma 6.1] and
[Beh06, Theorem 6.5]; this explicit statement is also in [DT15, Section 4].

Lemma 4.3. If γ is a D–contracting pK,Kq–quasigeodesic in a metric space X,
then γ is D1–stable for some D1 depending only on D and K.

The following result and argument both generalize and simplify the analogous
result for mapping class groups in [Beh06].

Theorem 4.4. Let pX ,Sq be a hierarchically hyperbolic space. For any D ą 0 and
K ě 1 there exists a D1 ą 0 depending only on D and pX ,Sq such that the following
holds for every pK,Kq–quasigeodesic γ Ă X . If γ has D–bounded projections, then γ
is D1–contracting. Moreover, if pX ,Sq has the bounded domain dichotomy, then X
admits a hierarchically hyperbolic structure pX ,Tq with unbounded products where,
additionally, we have that if γ is D–contracting, then γ has D1–bounded projections.

Proof. First suppose that γ has D–bounded projections. It follows immediately
from the definition that γ is a hierarchically quasiconvex subset of X . Hierarchical
quasiconvexity is the hypothesis necessary to apply [BHS17a, Lemma 5.5] (see
Lemma 2.10), which then yields existence of a coarsely Lipschitz gate map g : X Ñ

γ, i.e., for each x P X , the image gpxq P γ has the property that for all U P S

the set πU pgpxqq is a uniformly bounded distance from the projection of πU pxq to
πU pγq.

We will use g as the map to prove γ is contracting. Gate maps satisfy condition
(1) of Definition 4.2 by definition and condition (2) since they are coarsely Lipschitz.
Hence it remains to prove that condition (3) of Lemma 4.3 holds.

Fix a point x P X with dX px, γq ě B0 and let y P X be any point with dX px, yq ă

B1dX px, γq for constants B0 and B1 as determined below.
Since g is a gate map and γ has D–bounded projections, for all U P S ´ tSu we

have dU pgpxq, gpyqq ă D. Thus, by taking a threshold L for the distance formula
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(Theorem 2.5) larger than D, we have

dX pgpxq, gpyqq —pK,Cq dSpgpxq, gpyqq,

for uniform constants K,C. Thus it suffices to prove that dSpgpxq, gpyqq is bounded
by some uniform constant B2. We also choose L to be larger than the constants in
Definition 2.1.(4).

By Definition 2.1.(1), the maps πU are Lipschitz with a uniform constant. Taking
B0 sufficiently large, it follows that there exists U P S so that dU px, gpxqq ą L.
By choosing B1 to be sufficiently small, and applying the distance formula to the
pairs px, yq and px, gpxqq, the fact that the projections πU are Lipschitz implies
that the sum of the terms in the distance formula associated to px, gpxqq is much
greater than the sum of those associated to px, yq. Having chosen B1 ă

1
2 , we have

ř

dU px, gpxqq ą 2
ř

dU px, yq ą
ř

pdU px, yq ` Lq. Thus, there exists W P S for
which dW px, gpxqq ą dW px, yq ` L.

If W “ S, then having dSpx, gpxqq ą dSpx, yq ` L (where we enlarge L if nec-
essary) would already show that the CS–geodesic between x and y was disjoint
from πSpγq and then hyperbolicity of CS would yield a uniform bound on the
dSpgpxq, gpyqq.

Otherwise, we may assumeW ‰S. By the triangle inequality, we have dW py, gpxqq

ą L. Further, since, as noted above, the CW projections between gpxq and gpyq

are uniformly bounded, by choosing B0 large enough and B1 small enough, we also
have dW py, gpyqq ą L.

By the bounded geodesic image axiom (Definition 2.1.(7)), any geodesic in CS
either has bounded projection to CU or satisfies πSpγq X NEpρUS q ‰ H for any
U P S´ tSu. For any geodesic from πSpxq to πSpgpxqq (or from πSpyq to πSpgpyq),
the above argument implies that the first condition doesn’t hold for W . Thus, in
both cases, we know that any such geodesic must pass uniformly close to ρWS . Hence
the hyperbolicity of CS implies γ is contracting, and the first implication holds.

We prove the second implication by contradiction. By Theorem 3.7, we obtain
a new structure pX ,Tq which has unbounded products. For every U P T ´ tSu

we have that both FU and EU are unbounded, hence every U P T ´ tSu yields a
non-trivial product region PU “ EU ˆ FU which is uniformly quasi-isometrically
embedded in X .

Suppose γ is contracting but doesn’t have D–bounded projections. Then we
obtain a sequence tUiu P T ´ tSu with diampπCUi

pγqq Ñ 8. Thus there is a
sequence of pairs of points xi, yi P γ, so that dUi

pxi, yiq — Ki, with Ki Ñ 8. For
each i, let qi be a R–hierarchy path between xi, yi. By [BHS19, Proposition 5.17],
there exists ν ą 0 depending only on R and pX ,Sq, such that

diamUi
pqi X NνpPUi

qq — Ki.

Since γ is contracting, it is uniformly stable by Lemma 4.3. Since γ is uniformly
stable and the qi are uniform quasigeodesics, it follows that each qi is contained in a
uniform neighborhood of γ. Hence arbitrarily long segments of γ are uniformly close
to the product regions PUi

. This contradicts the assumption that γ is contracting
and completes the proof. �
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5. Universal and largest acylindrical actions

The goal of this section is to show that for every hierarchically hyperbolic group
pG,Sq the poset AHpGq has a largest element. Recall that the action associated
to such an element is necessarily a universal acylindrical action.

We prove the following stronger result which, in addition to providing new largest
and universal acylindrical actions for cubulated groups, gives a single construc-
tion that recovers all previously known largest and universal acylindrical actions of
finitely presented groups that are not relatively hyperbolic.

The following is Theorem A of the introduction:

Theorem 5.1. Every hierarchically hyperbolic group admits a largest acylindrical
action.

Before giving the proof, we record the following result which gives a sufficient
condition for an action to be largest. This result follows directly from the proof
of [ABO19, Theorem 4.13]; we give a sketch of the argument here. Recall that an
action H ñ S is elliptic if H has bounded orbits.

Proposition 5.2 ([ABO19]). Let G be a group, tH1, . . . , Hnu a finite collection of
subgroups of G, and F be a finite subset of G such that F Y p

Ťn
i“1 Hiq generates

G. Assume that:

(1) ΓpG,F Y p
Ťn

i“1 Hiqq is hyperbolic and the action of G on it is acylindrical.
(2) Each Hi is elliptic in every acylindrical action of G on a hyperbolic space.

Then rF Y p
Ťn

i“1 Hiqs is the largest element in AHpGq.

Proof. First notice that by assumption (1), rFYp
Ťn

i“1 Hiqs is an element of AHpGq.
Let G ñ S be a cobounded acylindrical action of G on a hyperbolic space, S, and
fix a basepoint s P S. Then there exists a bounded subspace B Ă S such that
S Ď

Ť

gPG g ¨ B. By assumption (2), the orbit Hi ¨ s is bounded for all i “ 1, . . . , n.

Since |F | ă 8, we know diampF ¨ sq ă 8 and thus

K “ maxtdiampBq, diampH1 ¨ sq, . . . , diampHn ¨ sq, diampF ¨ squ

is finite. Let C “ ts1 P S | dps1, sq ď 3Ku, and let

Z “ tg P G | g ¨ C X C ‰ Hu.

The standard Milnor-Svarc Lemma argument shows that Z is an infinite generating
set of G and there exists a G–equivariant quasi-isometry S Ñ ΓpG,Zq. It is clear
that Z contains F , as well as Hi for all i “ 1, . . . , n and thus rZs ĺ rF Yp

Ťn
i“1 Hiqs.

The result follows. �

Proof of Theorem 5.1. Let pG,Sq be a hierarchically hyperbolic group with finite
generating set F . By Corollary 3.8, there is a hierarchically hyperbolic group
structure pG,Tq with unbounded products. Recall that S is the Ď–maximal element
of T with associated hyperbolic space TS . The action on TS is acylindrical by
[BHS17b, Theorem K].

Moreover, the action of G on TS is cobounded, so let B be a fundamental domain
for G ñ TS and

U “ tU P T | πSpFU q Ă B and U is Ď–maximal in T ´ tSuu.
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Notice that U will contain at most one representative from each G–orbit of domains,
and so must be a finite set. Indeed, for a hierarchically hyperbolic group, this follows
from the fact that the action of G on T is cofinite.

Let Hi ď G be the stabilizer of FUi
for each Ui P U . By a standard Milnor-Svarc

argument (see [ABO19] for details) there is a G–equivariant quasi-isometry between
ΓpG,F Y p

Ťn
i“1 Hiqq and TS , where n “ |U |. Therefore condition (1) of Proposition

5.2 is satisfied.
By definition, each Hi sits inside a non-trivial direct product in G, the prod-

uct region PUi
associated to each Ui P U . It follows that Hi must be elliptic in

every acylindrical action of G on a hyperbolic space (see Remark 2.18), satisfying
condition (2).

Therefore, by Proposition 5.2, the action is largest. �

Remark 5.3. The proof of Theorem 5.1 can be extended to treat a number of groups
which are hierarchically hyperbolic spaces, but not hierarchically hyperbolic groups.
For example, it was shown in [BHS19, Theorem 10.1] that every fundamental group
of a compact 3–manifold with no Nil or Sol in its prime decomposition admits a
hierarchically hyperbolic space structure, which is constructed by first putting an
HHS structure on each geometric piece in the prime decomposition. However, as
explained in [BHS19, Remark 10.2] it is likely that such fundamental groups don’t
all admit hierarchically hyperbolic group structures. Nonetheless, the proof of the
above theorem works in this case by replacing the use of the fact that the action
of G on T is cofinite, with the fact that for π1pMq, the set U is precisely the set
of Ď–maximal domains in the hierarchically hyperbolic structure on each of the
Seifert-fibered components of the prime decomposition of M , and so is finite.

Remark 5.4. There is an instructive direct proof of the universality of the above
action, using the characterization of contracting quasigeodesics in Section 4, which
we now give. We call an infinite order element contracting if its orbit is a contracting
quasigeodesic in the Cayley graph. Now, let g P G be an infinite order element and
consider the geodesic xgy in ΓpG,F q.

If xgy is contracting in ΓpG,F q, then by Theorem 4.4 all proper projections are
bounded, and thus by the distance formula, g is loxodromic for the action on TS .

If xgy is not contracting in ΓpG,F q, then there exists some U P T such that
πU pxgyq is unbounded. Thus for any increasing sequence of constants pKiq with
Ki Ñ 8, there are sequences of pairs of points xi, yi P xgy such that dpxi, yiq Ñ 8

as i Ñ 8 and dU pxi, yiq ě Ki. For each i, let γi be an R–hierarchy path between xi

and yi. By definition, γi is a uniform quasigeodesic. Then by [BHS19, Proposition
5.17], there exists ν ą 0 depending only on R and pX ,Tq such that diamU pγi X

NνpPU qq ě Ki. If g is a generalized loxodromic, then xgy is stable, by [Sis16], and
so the subgeodesic rxi, yis stays within a uniform bounded distance of γi. Thus
arbitrarily long subgeodesics of xgy stay within a uniformly bounded distance of
a product region, PU . This contradicts xgy being Morse, and therefore g is not a
generalized loxodromic element.

This remark directly implies that the action on TS is a universal acylindrical
action. (The universality of the action can also be proven using the classification
of elements of AutpSq described in [DHS17].)

Another immediate consequence of the above remark is the following, which for
hierarchically hyperbolic groups strengthens a result obtained by combining [Osi16,
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Theorem 1.4.(L4)] and [Sis16, Theorem 1], which together prove that a generalized
loxodromic element in an acylindrically hyperbolic group is quasi-geodesically sta-
ble.

Corollary 5.5. Let pG,Sq be a hierarchically hyperbolic group. An element g P G
is generalized loxodromic if and only if g is contracting.

The next result provides information about the partial ordering of acylindrical
actions. Of the groups listed below, the largest and universal acylindrical action
of the class of special CAT(0) cubical groups is new; the other cases were recently
established to be largest in [ABO19].

Corollary 5.6. The following groups admit acylindrical actions that are largest
(and therefore universal):

(1) Hyperbolic groups.
(2) Mapping class groups of orientable surfaces of finite type.
(3) Fundamental groups of compact three-manifolds with no Nil or Sol in their

prime decomposition.
(4) Groups that act properly and cocompactly on a special CAT(0) cube complex,

and more generally any cubical group which admits a factor system. This
includes right-angled Artin groups, right-angled Coxeter groups, and many
other examples as in [HS16].

Proof. With the exception of (3), by [BHS17b, BHS19, HS16] the above are all
hierarchically hyperbolic groups and therefore have the bounded domain dichotomy.
In case (3), where G is the fundamental group of a compact three-manifold with
no Nil or Sol in its prime decomposition, then while G is not always known to be a
hierarchically hyperbolic group, it has a hierarchically hyperbolic structure pX ,Sq.
To see this, we use the fact that there is a group G1 which is quasi-isometric to G and
has a hierarchically hyperbolic structure with all of the associated hyperbolic spaces
infinite [BHS19, Theorem 10.1 & Remark 10.2]; thus by quasi-isometric invariance
of hierarchically hyperbolic structures [BHS19, Proposition 1.10], G does as well.
Since all of the associated hyperbolic spaces are infinite, pX ,Sq has the bounded
domain dichotomy, so the result follows. �

We give an explicit description of these actions for each hierarchically hyperbolic
group in the corollary, in the sense that we describe the set W of domains which are
removed from the standard hierarchical structure of the group and whose associated
hyperbolic space is infinite diameter. Recall that the space TS is constructed from
X by coning off all elements of T which consists of those components of S whose
associated product regions have both factors with infinite diameter. Coning off all
of T yields a space which is is quasi-isometric to the space obtained by just coning
off S ´ W.

(1) Hyperbolic groups have a canonical simplest hierarchically hyperbolic group
structure given by taking S “ tSu, where CS is the Cayley graph of the
group with respect to a finite generating set. For this structure, W “ H,
and the action on the Cayley graph is clearly largest.

(2) For mapping class groups, the natural hierarchically hyperbolic group struc-
ture S is the set of homotopy classes of non-trivial non-peripheral (possibly
disconnected) subsurfaces of the surface; the maximal element S is the sur-
face itself, and the hyperbolic space CS is the curve complex of S. For this
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structure W “ H. (Note that to form T one must remove the nest-maximal
collections of disjoint subsurfaces; the hyperbolic space associated to each
of these, except S, has finite diameter). Additionally, we emphasize that
although the new hyperbolic space TS is not CS, it is quasi-isometric to CS,
the action on which is known to be universal. Universality of this action
was shown by Osin in [Osi16], and follows from results of Masur-Minsky
and Bowditch [Bow08,MM99].

(3) If M is a compact 3–manifold with no Nil or Sol in its prime decomposition
and G “ π1M , then W is exactly the set of vertex groups in the prime
decomposition that are fundamental groups of hyperbolic 3–manifolds (each
of which has exactly one domain in its hierarchically hyperbolic structure).

(4) If G is a group that acts properly and cocompactly on a special CAT(0)
cube complex X, then by [BHS17b, Proposition B], X has a G–equivariant
factor system. This factor system gives a hierarchically hyperbolic group
structure in whichS is the closure under projection of the set of hyperplanes
along with a maximal element S, where CS is the contact graph as defined
in [Hag14]. In this structure, W is the set of indices whose stabilizer in G
contains a power of a rank one element.

In the particular case of right-angled Artin groups, no power of a rank
one element will stabilize a hyperplane, so W “ H. In this case, the contact
graph CS is quasi-isometric to the extension graph defined by [KK14]. That
the action on the extension graph is a universal acylindrical action follows
from the work of [KK14] and the centralizer theorem for right-angled Artin
groups. This action is also shown to be largest in [ABO19].

We give a concrete example of the situation in the case of a right-angled
Coxeter group.

Example 5.7. Let G be the right-angled Coxeter group whose defining graph is
a pentagon. Then G “ xa, b, c, d, e | ra, bs, rb, cs, rc, ds, rd, es, ra, es, a2, b2, c2, d2, e2y,
and the Cayley graph of G is the tiling of the hyperbolic plane by pentagons. We
consider the dual square complex to this tiling. To form the contact graph CS,
we start with the square complex and cone off each hyperplane carrier, which is
equivalent to coning off the hyperplane stabilizers in the Cayley graph. The result
is a quasi-tree. Thus a fundamental domain for the hierarchically hyperbolic group
structure of G is tUa, Ub, Uc, Ud, Ue, Su where Uv is associated to the stabilizer of
the hyperplane labeled by v and S is associated to the contact graph described
above.

Consider the hyperplane Jb that is labeled by b. Then the stabilizer of Jb is the
subgroup generated by the star of the vertex b, which is xa, b, cy. This subgroup
contains the infinite order element ac. As G is a hyperbolic group, all infinite order
elements are generalized loxodromic, but ac is not loxodromic for the action on the
contact graph since its axis lies in a hyperplane stabilizer that has been coned-off.
Thus the action on the contact graph is not universal.

Let Ub P S be the element associated to StabpJbq. Then StabpJbq “ xa, b, c |

ra, bs, rb, csy » D8 ˆ Z{2Z » FUb
ˆ EUb

is a product region, and the maximal
orthogonal component EUb

is bounded. Thus Ub P W, as is Uv for each vertex v of
the defining graph. The contact graph associated to pFUb

,SUb
q is a line, and the

element ac is loxodromic for the action on this space.
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Note that once W has been removed from S, the resulting hierarchically hyper-
bolic structure is pG, tSuq, the canonical hierarchically hyperbolic structure for a
hyperbolic group, in which CS “ ΓpG, ta, b, c, d, euq.

6. Characterizing stability

In this section, we will give several characterizations of stability which hold in any
hierarchically hyperbolic group. In fact, we will characterize stable embeddings of
geodesic metric spaces into hierarchically hyperbolic spaces with unbounded prod-
ucts. One consequence of this will be a description of points in the Morse boundary
of a proper geodesic hierarchically hyperbolic space with unbounded products as the
subset of the hierarchically hyperbolic boundary consisting of points with bounded
projections.

6.1. Stability. While it is well-known that contracting implies stability [Beh06,
DMS10,MM99], the converse is not true in general. Nonetheless, in several impor-
tant classes of spaces the converse holds, including in hyperbolic spaces, CAT(0)
spaces, the mapping class group, and Teichmüller space [Sul14,Beh06,DT15,Min96].
We record the following corollary of Theorem 4.4 which gives a relationship between
stability and contracting subsets that holds in a fairly general context.

Corollary 6.1. Suppose that pX ,Sq has unbounded products, Y is a hyperbolic
metric space, and i : Y Ñ X is a pK,Cq–quasi-isometric embedding. Then ipYq

is N–stable if and only if ipYq is D–contracting, where N and D determine each
other.

Proof. First assume that ipYq is D–contracting. Since i : Y Ñ X is a pK,Cq–quasi-
isometric embedding, to show that ipYq is N–stable for some gauge N “ NpDq,
we need only show that the (quasigeodesic) image ipγq of every geodesic γ in Y is
NpK,Cq–stable. Since ipYq is D–contracting and ipYq is hyperbolic, ipγq is D1–
contracting for some D1 depending only on D,K,C, and the hyperbolicity constant
of Y . Lemma 4.3 shows that ipγq is therefore N–stable, with N depending only on
D, as desired. (Note that the assumption on unbounded products is not necessary
for this implication.)

For the other direction, the fact that X has unbounded products implies that ipYq

has bounded projections, since otherwise one could find large segments of quasi-
geodesics contained inside product regions with unbounded factors, contradicting
stability. The result now follows from Theorem 4.4. �

The following provides a general characterization of stability in HHSs, a special
case of which is Theorem B.

Corollary 6.2. Let i : Y Ñ X be a quasi-isometric embedding from a metric space
into a hierarchically hyperbolic space pX ,Sq with unbounded products. The following
are equivalent:

(1) i is a stable embedding;
(2) ipYq has uniformly bounded projections;
(3) πS ˝ i : Y Ñ CS is a quasi-isometric embedding.

Proof. That item (2) implies (3) follows from the distance formula and the assump-
tion that i is a quasi-isometric embedding.
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The hypothesis of item (1) implies that Y is hyperbolic. Moreover, since (2)
implies (3), the hypothesis of (2) also implies that Y is hyperbolic. Thus items (1)
and (2) are equivalent via Corollary 6.1 and Theorem 4.4.

We now prove that (3) implies (2). Suppose for a contradiction that for any
integer N there exists U P S ´ tSu and x, y P ipYq satisfying dU px, yq ą N . Now,
we consider a hierarchy path γ between x and y. Applying the bounded geodesic
image axiom (Definition 2.1.(7)) to the associated CS–geodesic between πS ˝ ipxq

and πS ˝ ipyq it follows that this CS–geodesic has non-trivial intersection with the
ball of radius E about the set ρUS . Indeed, this yields that there exist points x

1, y1 on
the geodesic which are both distance at most E from ρUS ; by [BHS19, Lemma 5.17]
we can assume that x and y were chosen so that x1 and y1 also satisfy dSpx, x1q ă E
and dSpy, y1q ă E. Thus, we have that dSpx, yq ă 4E. The hypothesis in (3) implies
that there is a uniform bound on dYpx, yq. The distance formula then implies a
uniform bound on dW px, yq for any W P S, contradicting the fact that we chose
dU px, yq to be large. �
6.2. The Morse boundary. In the rest of this section, we turn to studying the
Morse boundary and use this to give a bound on the stable asymptotic dimension of
a hierarchically hyperbolic space. We begin by describing two notions of boundary.

In [DHS17], Durham, Hagen, and Sisto introduced a boundary for any hierarchi-
cally hyperbolic space. We collect the relevant properties we need in the following
theorem:

Theorem 6.3 (Theorem 3.4 and Proposition 5.8 in [DHS17]). If pX ,Sq is a proper
hierarchically hyperbolic space, then there exists a topological space BX such that
BXYX “ X compactifies X , and the action of AutpX ,Sq on X extends continuously
to an action on X .

Moreover, if Y is a hierarchically quasiconvex subspace of X , then, with respect
to the induced hierarchically hyperbolic structure on Y, the limit set of ΛY of Y in
BX is homeomorphic to BY and the inclusion map i : Y Ñ X extends continuously
to an embedding Bi : BY Ñ BX .

Building on ideas in [CS15], Cordes introduced the Morse boundary of a proper
geodesic metric space [Cor17], which was then refined further by Cordes–Hume in
[CH17]. TheMorse boundary is a stratified boundary which encodes the asymptotic
classes of Morse geodesic rays based at a common point. Importantly, it is a quasi-
isometry invariant and generalizes the Gromov boundary of a hyperbolic space
[Cor17].

We briefly discuss the construction of the Morse boundary and refer the reader
to [Cor17,CH17] for details.

Consider a a proper geodesic metric space X with a basepoint e P X. Given a

stability gauge N : R2
ě0 Ñ Rě0, define a subset X

pNq
e Ă X to be the collection of

points y P X such that e and y can be connected by an N–stable geodesic in X.

Each such X
pNq
e is δN–hyperbolic for some δN ą 0 depending on N and X [CH17,

Proposition 3.2]; here, we use the Gromov product definition of hyperbolicity, as

X
pNq
e need not be connected. Moreover, any stable subset of X embeds in X

pNq
e

for some N [CH17, Theorem A.V].
The set of stability gauges admits a partial order: N1 ă N2 if and only if

N1pK,Cq ă N2pK,Cq for all constants K,C. In particular, if N1 ă N2, then

X
pN1q
e Ă X

pN2q
e .
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Since each X
pNq
e is Gromov hyperbolic, each admits a Gromov boundary BX

pNq
e .

Take the direct limit with respect to this partial order to obtain a topological space
BsX called the Morse boundary of X.

We fix pX ,Sq, a hierarchically hyperbolic structure with unbounded products.

Definition 6.4. We say λ P BX has bounded projections if for any e P X , there
exists D ą 0 such that any R–hierarchy path re, λs has D–bounded projections.
Let BcX denote the set of points λ P BX with bounded projections.

The boundary BX contains BCU for each U P S, by construction. The next
lemma shows that the boundary points with bounded projections are contained
in BCS, as a subset of BX , where S is the Ď–maximal element. In general, the
set of boundary points with bounded projections may be a very small subset of
BCS. For instance, in the boundary of the Teichmüller metric, these points are a
proper subset of the uniquely ergodic ending laminations and have measure zero
with respect to any hitting measure of a random walk on the mapping class group.

Lemma 6.5. The inclusion BcX Ă BCS holds for any pX ,Sq with unbounded
products where S is the Ď–maximal element of S. Moreover, if X is also proper,
then for any D ą 0 there exists D1 ą 0 depending only on D and pX ,Sq such
that if pxnq Ă X is a sequence with xn Ñ λ P BX such that re, xns has D–bounded
projections for some e P X and each n, then re, λs has D1–bounded projections.

Proof. Let λ P BcX . If re, λs is an R–hierarchy path, then re, λs has an infinite
diameter projection to some CU , see, e.g., [DHS17, Lemma 3.3]. As λ has bounded
projections, we must have U “ S. Since πSpre, λsq Ă CS is a quasigeodesic ray, the
first statement follows.

Now suppose that X is also proper. For each n, let γn “ re, xns be any R–
hierarchy path between e and xn in X . The Arzela-Ascoli theorem implies that
after passing to a subsequence, γn converges uniformly on compact sets to some
R1–hierarchy path γ with R1 depending only on R and pX ,Sq. Hence γ has D1–
bounded projections for some D1 depending only on D and pX ,Sq. Moreover, since
xn Ñ λ in CS, it follows that πSpγq is asymptotic to λ in CS.

If re, λs is any other R1–hierarchy path, it follows from uniform hyperbolicity
of the CU and the definition of hierarchy paths that dHaus

U pγ, re, λsq is uniformly
bounded for all U P S. Since γ has D1–bounded projections, the distance formula
implies that re, λs has D2–bounded projections for some D2 depending only on D
and pX ,Sq, as required. �

6.3. Bounds on stable asymptotic dimension. The asymptotic dimension of
a metric space is a coarse notion of topological dimension which is invariant under
quasi-isometry. Introduced by Cordes–Hume [CH17], the stable asymptotic dimen-
sion of a metric space X is the maximal asymptotic dimension of a stable subspace
of X.

The stable asymptotic dimension of a metric space X is always bounded above
by its asymptotic dimension. Behrstock, Hagen, and Sisto [BHS17a] proved that
all proper hierarchically hyperbolic spaces have finite asymptotic dimension (and
thus have finite stable asymptotic dimension, as well). The bounds on asymptotic
dimension obtained in [BHS17a] are functions of the asymptotic dimension of the
top level curve graph.
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In the following theorem, we prove that a hierarchically hyperbolic space pX ,Sq

has finite stable asymptotic dimension under the assumption that asdimpCSq ă 8,
where CS is the hyperbolic space associated to the Ď–maximal domain S in S.

Recall that asymptotic dimension is monotonic under taking subsets. Thus, if X
is assumed to be proper, so that asdimpCSq ă 8, then X (and therefore its stable
subsets) have finite asymptotic dimension by [BHS17a]. Here, using some geometry
of stable subsets we obtain a sharper bound on asdimspX q than asdimpX q.

Theorem 6.6. Let pX ,Sq be a hierarchically hyperbolic space with unbounded prod-
ucts such that CS has finite asymptotic dimension, where S is the Ď–maximal el-
ement of S. Then asdimspX q ď asdimpCSq. Moreover, if X is also proper and

geodesic, then there exists a continuous bijection pi : BsX Ñ BcX .

Proof. By [CH17, Lemma 3.6], for any stability gauge N there exists N 1 such

that X pNq
e is N 1–stable. Hence, there exists D1 ą 0 depending only on N 1 and

pX ,Sq such that X pNq
e has D1–bounded projections. By Corollary 6.2, it follows

that the projection πS : X pNq
e Ñ CS is a quasi-isometric embedding with constants

depending only on D1 and pX ,Sq. Since every stable subset of X embeds into some

X pNq
e [CH17, Theorem A.V], the first conclusion then follows from the definition of

stable asymptotic dimension.
Now suppose that X is proper.

Since each X pNq
e is stable in X , these sets have bounded projections by Corol-

lary 6.2; from this it follows that X pNq
e is hierarchically quasiconvex for each N .

Hence by [DHS17, Proposition 5.8], the canonical embedding ipNq : X pNq
e ãÑ X

extends to an embedding pipNq : BX pNq
e ãÑ BX .

By Corollary 6.2 and Lemma 6.5, we have pipNq

´

BX pNq
e

¯

Ă BcX Ă BCS. Let

pi : BsX Ñ BcX be the direct limit of the pipNq. Since it is injective on each stratum,
pi is injective.

To prove surjectivity, let λ P BcX . Let e P X and fix a hierarchy path re, λs.
Since λ P BcX , re, λs has D–bounded projections for some D ą 0. Let xn P re, λs

be such that xn Ñ λ in X . If re, xns is a sequence of geodesics between e and xn,
then, by properness, the Arzela–Ascoli theorem, and passing to a subsequence if
necessary, there exists a geodesic ray γ : r0,8q Ñ X with γp0q “ e such that re, xns

converges on compact sets to γ. Since each re, xns has D–bounded projections, it
follows that γ has D1–bounded projections for some D1 depending only on D and
pX ,Sq. Moreover, by hyperbolicity of CS and the construction of γ we have that
dHaus
CS pπSpγq, re, λsq is uniformly bounded and thus, by the distance formula, so is

dHaus
X pγ, re, λsq. Since rpxnqs “ rγs by construction, it follows that pipγq “ λ, as

required.
Continuity of pipNq for each N follows from [DHS17, Proposition 5.8], as above.

This and the definition of the direct limit topology implies continuity of pi. �

The following corollary is immediate:

Corollary 6.7. If G is a hierarchically hyperbolic group, then G has finite stable
asymptotic dimension.
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6.4. Random subgroups. Let G be any countable group and μ a probability mea-
sure onG whose support generates a non-elementary semigroup. A k–generated ran-
dom subgroup of G, denoted Γpnq is defined to be the subgroup xw1

n, w
2
n, . . . , w

k
ny Ă

G generated by the nth step of k independent random walks on G, where k P N.
For other recent results on the geometry of random subgroups of acylindrically
hyperbolic groups, see [MS19].

Following Taylor-Tiozzo [TT16], we say a k–generated random subgroup Γpnq of
G has a property P if

PrΓpnq has P s Ñ 1 as n Ñ 8.

Theorem 6.8. Let pX ,Sq be an HHS for which the Ď–maximal element, S, has CS
infinite diameter, and consider G ă AutpX ,Sq which acts properly and cocompactly
on X via the orbit map. Then any k–generated random subgroup of G stably embeds
in X .

Proof. By [BHS17b, Theorem K], G acts acylindrically on CS. Let Γpnq be gener-
ated by k independent random walks as above. Now, [TT16, Theorem 1.2] implies
that Γpnq a.a.s. quasi-isometrically embeds into CS, and hence Γpnq is hyperbolic.
Moreover, the distance formula implies that Γpnq is undistorted in G and any orbit
of Γpnq in X has bounded projections by the distance formula. By Theorem 4.4,
having bounded projections implies contracting; thus any orbit of Γpnq in X is
a.a.s. contracting, which gives the conclusion by Corollary 6.1. (Note that the di-
rections of Theorem 4.4 and Corollary 6.1 used here do not require that pX ,Sq has
unbounded products.) �

In particular, one consequence is a new proof of the following result of Maher–
Sisto. This result follows from the above, together with Rank Rigidity for HHG
([DHS17, Theorem 9.14]) which implies that a hierarchically hyperbolic group which
is not a direct product of two infinite groups has CS infinite diameter.

Corollary 6.9 (Maher–Sisto; [MS19]). If G is a hierarchically hyperbolic group
which is not the direct product of two infinite groups, then any k–generated random
subgroup of G is stable.

7. Clean containers

The clean container property is a condition related to the orthogonality axiom.
In Proposition 7.2 this property is shown to hold for many, but not all, hierarchically
hyperbolic groups. Unlike earlier versions of this paper, this condition is no longer
needed to prove the main theorems of the earlier sections. However, we keep the
content in this paper since this property has found independent interest and is used
elsewhere.

Definition 7.1 (Clean containers). In a hierarchically hyperbolic space pX ,Sq for
each T P S and each U P ST with tV P ST | V K Uu ‰ H the orthogonality
axiom provides a container. If, for each U , such a container can be chosen to be
orthogonal to U , then we say that pX ,Sq has clean containers.

We first describe some interesting examples with clean containers. Then we show
that this property is preserved under some combination theorems for hierarchically
hyperbolic spaces. We refer the reader to [BHS19, Sections 8 & 9] and [BHS17a,
Section 6] for details on the structure in the new spaces.
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Proposition 7.2. The following spaces admit hierarchically hyperbolic structures
with clean containers.

(1) Hyperbolic groups.
(2) Mapping class groups of orientable surfaces of finite type.
(3) Special cubical groups, and more generally, any cubical group which admits

a factor system.
(4) π1pMq, for M a compact 3–manifold with no Nil or Sol in its prime de-

composition.

Proof. Hierarchically hyperbolic structures for these spaces were constructed in
[BHS17b] and [BHS19].

(1) The statement is immediate for hyperbolic groups, as they each admit
a hierarchically hyperbolic structure with no orthogonality, and thus the
container axiom is vacuous.

(2) For mapping class groups, in the standard structure, a container for do-
mains orthogonal to a given subsurface U is the complementary subsurface,
which is orthogonal to U .

(3) The statement follows immediately from [BHS17b, Proposition B] and
[HS16, Corollary 3.4].

(4) Given a geometric 3–manifoldM of the above form, π1pMq is quasi-isometric
to a (possibly degenerate) product of hyperbolic spaces, and so has clean
containers by Proposition 7.3. Given an irreducible non-geometric graph
manifold M , the hierarchically hyperbolic structure comes from considering
π1pMq as a tree of hierarchically hyperbolic spaces with clean containers
and hence has clean containers by Proposition 7.5. Finally, the general
case of a non-geometric 3–manifold M follows immediately from Proposi-
tion 7.4 and the fact that π1pMq is hyperbolic relative to its maximal graph
manifold subgroups. �

Proposition 7.3. The product of two hierarchically hyperbolic spaces which both
have clean containers has clean containers.

Proof. Let pX0,S0q and pX1,S1q be hierarchically hyperbolic spaces with clean
containers. In the hierarchically hyperbolic structure pX0ˆX1,Sq given by [BHS19,
Theorem 8.27] there are two types of containers, those that come from one of the
original structures and those that do not. Containers of the first type are clean, as
both original structures have clean containers.

The second type of container consists of new domains obtained as follows. Given
a domain U P Si, a new domain VU is defined with the property that it contains
under nesting any domain in Si which is orthogonal to U and also any domain in
Si`1. Thus, by construction VU is a container for everything orthogonal to U . As
VU K U , the result follows. �

Proposition 7.4. If G is hyperbolic relative to a collection of hierarchically hyper-
bolic spaces which all have clean containers, then G is a hierarchically hyperbolic
space with clean containers.

Proof. That G is a hierarchically hyperbolic space follows from [BHS19, Theorem
9.1]. In the hierarchically hyperbolic structure on G, no new orthogonality relations
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are introduced, and thus all containers are containers in the hierarchically hyper-
bolic structure of one of the peripheral subgroups. As each of these structures have
clean containers, it follows that G does, as well. �

The following example relies on the combination theorem [BHS19, Theorem 8.6].
We provide this as another example of hierarchically hyperbolic spaces with clean
containers, but since we don’t rely on this elsewhere in the paper, we refer to
that reference for the relevant definitions. Nonetheless, we include a full proof
for the expert, since it is short. (We note that after this paper was circulated,
Berlai and Robbio proved a combination theorem under weaker conditions than
[BHS19, Theorem 8.6] and, in the process, also proved that if all the vertex spaces
have clean containers, then so does the combined space, see [BR, Theorem A].)

Proposition 7.5. Let T be a tree of hierarchically hyperbolic spaces satisfying the
hypotheses of [BHS19, Theorem 8.6], so that XpT q is hierarchically hyperbolic. If
for each v P T , the hierarchically hyperbolic space pXv,Svq has clean containers,
then so does XpT q.

Proof. This follows immediately from the proof of [BHS19, Theorem 8.6] and the
fact that edge-hieromorphisms are full and preserve orthogonality. In the notation
from that result, we note that, if Sv has clean containers for each v P T , then
the domain Av P Sv described in the proof also has the property that Av K Uv.
Therefore, as edge-hieromorphisms are full and preserve orthogonality, rAvs K rU s.

�

The following uses the notion of hierarchically hyperbolically embedded subgroups
introduced in [BHS17a]; see also [DGO17] for the related notion of hyperbolically
embedded subgroups.

Proposition 7.6. Let pG,Sq be a hierarchically hyperbolic group with clean con-
tainers, and let H be a hierarchically hyperbolically embedded subgroup of pG,Sq.
Then there exists a finite set F Ă H ´ t1u such that for all N ŸH with F XN “ H

and H{N is hyperbolic, the group G{N̂ , obtained by quotienting by the normal
closure, is a hierarchically hyperbolic group with clean containers.

Proof. Recall that in the hierarchically hyperbolic structure pG{N̂,SN q obtained in
[BHS17a, Theorem 6.2] (and in the notation used there), two domains U,V P SN

satisfy U Ď V (respectively U K V) if there exists a linked pair tU, V u with U P U
and V P V such that U Ď V (respectively U K V ). Let T P SN and U P pSN qT

with V “ tV P ST | V K Uu ‰ H. To prove the container axiom, we consider
domains T, U, V P S such that T P T, U P U and V P V for all V P V , and such
that any pair is a linked pair. Then the orthogonality axiom for pG,Sq provides
a domain W such that W Ě V and W Ď T . As pG,Sq has clean containers,
we also have that W K U . This implies that ρUS and ρWS are coarsely equal by
[DHS17, Lemma 1.5], and so tU,W u is a linked pair. Therefore, W K U. �

Appendix A. Almost HHSs are HHSs

By Daniel Berlyne and Jacob Russell

The main result in this appendix is that every almost HHS structure can be pro-
moted to an HHS structure. Recall that, as introduced in Section 3.2, an almost
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HHS is a space which satisfies all the axioms of an HHS except for the orthog-
onality axiom, which is instead replaced by a weaker axiom without a container
requirement. In Theorem A.1, we show that an almost HHS structure can be made
into an actual HHS structure by adding appropriately chosen “dummy domains” to
serve as the containers. This result provides a useful method for producing an HHS
structure while only needing to verify the weaker axioms of an almost HHS. This
method is used in the main text in the proof of Theorem 3.7, where it is shown that
every hierarchically hyperbolic space with the bounded domain dichotomy admits
an HHS structure with unbounded products.

Theorem A.1. Let pX ,Sq be an almost HHS. There exists an HHS structure R

for X so that S Ď R, and if W P R ´ S then the associated hyperbolic space for
W is a single point.

To prove Theorem A.1, we will need to collect three additional tools about almost
HHSs. Each of these tools was proved in the setting of hierarchically hyperbolic
spaces, but they continue to hold in the almost HHS setting. Indeed, the only
use of the containers in their proofs is [BHS19, Lemma 2.1], which proves that the
cardinality of any collection of pairwise orthogonal domains is uniformly bounded
by the complexity of the HHS.

The first tool says the relative projections of orthogonal domains coarsely co-
incide. Note, ρWQ and ρVQ are both defined when W&Q or W Ĺ Q and V &Q or
V Ĺ Q.

Lemma A.2 ([DHS17, Lemma 1.5]). Let pX ,Sq be an almost HHS. If W,V P S

with W K V , and Q P S with ρWQ and ρVQ both defined, then dQpρWQ , ρVQq ď 2κ0

where κ0 is the constant from the consistency axiom of S.

The second tool we will need is the realization theorem for almost HHSs. The
realization theorem characterizes which tuples in the product

ś

V PS
CV are coarsely

the image of a point in X . Essentially, it says if a tuple pbV q P
ś

V PS
CV satisfies

the consistency inequalities of an almost HHS (see Definition 2.6), then there exists
a point x P X such that πV pxq is uniformly close to bV for each V P S.

Theorem A.3 (The realization of consistent tuples, [BHS19, Theorem 3.1]). Let
pX ,Sq be an almost HHS. There exists a function τ : r0,8q Ñ r0,8q so that if
pbV qV PS is a κ–consistent tuple, then there exists x P X so that dV px, bV q ď τ pκq

for all V P S.

The last result we need is that the relative projections of an almost HHS also
satisfy the inequalities in the consistency axiom.

Lemma A.4 (ρ–consistency, [BHS19, Proposition 1.8]). Let S be an almost HHS
structure for X and V,W,Q P S. Suppose W&Q or W Ĺ Q and W&V or W Ĺ V .
Then we have the following, where κ0 is the constant from the consistency axiom
of pX ,Sq.

(1) If Q&V , then mintdQpρWQ , ρVQq, dV pρQV , ρ
W
V qu ď 2κ0.

(2) If Q Ď V , then mintdV pρQV , ρ
W
V q, diampρWQ Y ρVQpρWV qqu ď 2κ0.

We are now ready to prove that every almost HHS is an HHS (Theorem A.1).
If pX ,Sq is an almost HHS, then the only HHS axiom that is not satisfied is the
container requirement of the orthogonality axiom. The most obvious way to address
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this is to add an extra element to S every time we need a container. That is, if
V,W P S with V Ď W and there exists some Q Ď W with Q K V , then we add
a domain DV

W to serve as the container for V in W , i.e., every Q nested into W
and orthogonal to V will be nested into DV

W . However, this approach is perilous as
once a domain Q is nested into DV

W , we may now need a container for Q in DV
W !

To avoid this, we add domains DV
W where V is a pairwise orthogonal set of domains

nested into W ; that is, DV
W contains all domains Q that are nested into W and

orthogonal to all V P V . This allows for all the needed containers to be added at
once, avoiding an iterative process.

Proof of Theorem A.1. Let pX ,Sq be an almost HHS and let E ě 0 be the maxi-
mum of all the constants in S. Let V denote a non-empty set of pairwise orthogonal
elements of S and let W P S. We say the pair pW,Vq is a container pair if the
following are satisfied:

‚ for all V P V , V Ď W ;
‚ there exists Q Ď W such that Q K V for all V P V .

Let D denote the set of all container pairs. We will denote a pair pW,Vq P D by
DV

W .
Let R “ SYD. We will prove X has a hierarchically hyperbolic space structure

with index set R. Since pX ,Sq is an almost HHS, we can continue to use the spaces,
projections, and relations for elements of S. Thus we only define new projections,
relative projections, and relations when elements of D are involved. If DV

W P D,
then the associated hyperbolic space, CDV

W , will be a single point.
Projections: For DV

W P D, the projection map is just the constant map to the
single point in CDV

W .
Nesting: Let Q P S and DV

W , DR
T P D.

‚ Define Q Ď DV
W if Q Ď W in S and Q K V for all V P V .

‚ Define DV
W Ď Q if W Ď Q in S.

‚ Define DV
W Ď DR

T if W Ď T in S and for all R P R either R K W or there
exists V P V with R Ď V .

These definitions ensure Ď is still a partial order and maintain the Ď–maximal
element of S as the Ď–maximal element of R.

Since the hyperbolic spaces associated to elements of D are points, define ρQ
DV

W

“

CDV
W for every Q P R and DV

W P D with Q Ĺ DV
W . The downwards relative

projection ρ
DV

W

Q : CDV
W Ñ CQ can be defined arbitrarily.

If DV
W P D and Q P S with DV

W Ď Q, then V Ĺ Q in S for each V P V . Thus we
define ρ

DV
W

Q “
Ť

V PV ρVQ. Lemma A.2 ensures that ρ
DV

W

Q has diameter at most 4E.

In this case, we define ρQ
DV

W

: CQ Ñ CDV
W as the constant map to the single point

in CDV
W .

Finite complexity: First consider a nesting chain of the form DV1

W Ĺ DV2

W Ĺ

¨ ¨ ¨ Ĺ DVn

W .

Claim A.5. The length of DV1

W Ĺ DV2

W Ĺ ¨ ¨ ¨ Ĺ DVn

W is bounded above by E2 ` E.

Proof. For each V P
Ťn

i“1 Vi, we have V Ď W and hence V M W . As D
Vi´1

W Ĺ DVi

W

for each i P t2, . . . , nu, every element of Vi must therefore be nested into an element
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of Vi´1. Denote the elements of Vi by V i
1 , . . . V

i
ki
. Since each Vi is a pairwise

orthogonal subset of S, we have ki ď E for each i P t1, . . . , nu by the bounded
pairwise orthogonality axiom of an almost HHS (Definition 3.4). We define a V–
nesting chain to be a maximal chain of the form V m

jm
Ď V m´1

jm´1
Ď ¨ ¨ ¨ Ď V 1

j1
for some

m P t1, . . . , nu and ji P t1, . . . , kiu, with i P t1, . . . ,mu. Since the elements of Vi are
pairwise orthogonal for each i P t1, . . . , nu, if V m

jm
is the Ď–minimal element of a

V–nesting chain, then V m
jm

is nested into exactly one element of Vi for each i ď m.
This implies that each V–nesting chain is determined by its Ď–minimal element.
Further, the set of Ď–minimal elements of V–nesting chains is pairwise orthogonal.
By the bounded pairwise orthogonality axiom of an almost HHS, this implies there
exist at most E V–nesting chains.

In order for DVi

W ‰ D
Vi`1

W , either ki`1 ă ki or there exists ji P t1, . . . , kiu,

ji`1 P t1, . . . , ki`1u such that V i`1
ji`1

Ĺ V i
ji
. Thus, every step up the chain DV1

W Ĺ

DV2

W Ĺ ¨ ¨ ¨ Ĺ DVn

W results in either a strict decrease in ki (the cardinality of Vi) to
ki`1 (the cardinality of Vi`1) or a strict step down one of the V–nesting chains. Note
that ki may increase when we encounter a strict step down one of the V–nesting
chains, since multiple elements of Vi`1 may be nested into the same element of
Vi. Such an increase in ki corresponds to the nesting chain branching into multiple
chains, which may only happen at most E ´ k1 times, as there are at most E
V–nesting chains. Hence, the length of DV1

W Ĺ DV2

W Ĺ ¨ ¨ ¨ Ĺ DVn

W is bounded by
k1 ` pE ´k1q “ E plus the total number of times a strict decrease can occur across
all of the V–nesting chains.

Each V–nesting chain V m
jm

Ď V m´1
jm´1

Ď ¨ ¨ ¨ Ď V 1
j1

contains at most E distinct

elements ofS by the finite complexity ofS. Bounded pairwise orthogonality implies
there are at most E different V–nesting chains, thus the number of steps of the
chain DV1

W Ĺ DV2

W Ĺ ¨ ¨ ¨ Ĺ DVn

W where there is a strict decrease within one of the

V–nesting chains is at most E2. This bounds the length of DV1

W Ĺ DV2

W Ĺ ¨ ¨ ¨ Ĺ DVn

W

by E2 ` E. �

We now consider a nesting chain of the form DV1

W1
Ĺ DV2

W2
Ĺ ¨ ¨ ¨ Ĺ DVn

Wn
. In

this case, W1 Ď W2 Ď ¨ ¨ ¨ Ď Wn, but not all of these nestings must be proper. Let
1 “ i1 ă i2 ă ¨ ¨ ¨ ă ik be the minimal subset of t1, . . . , nu such that if ij ď i ă ij`1,
then Wij “ Wi. Thus Wi1 Ĺ Wi2 Ĺ ¨ ¨ ¨ Ĺ Wik , and k ď E by finite complexity of

S. Claim A.5 established that |ij ´ ij`1| ď E2 ` E, so n ď kpE2 ` Eq ď E3 ` E2,
that is, any Ĺ–chain of elements of D has length at most E3 ` E2.

Finally, since any Ĺ–chain of elements of R can be partitioned into a Ĺ–chain
of elements of D and a Ĺ–chain of elements of S, any Ĺ–chain in R has length at
most E3 ` E2 ` E.

Orthogonality: Two elements DV
W , DR

T P D are orthogonal if W K T in S. Let
Q P S and DV

W P D. Define Q K DV
W if, in S, either W K Q or Q Ď V for some

V P V . These definitions, plus the definition of nesting, imply for all W,V,Q P R,
if W K V and Q Ď V , then W K V . We now verify that R satisfies the container
requirements of the orthogonality axiom.

Let W,V P S with V Ĺ W and tQ P RW : Q K V u ‰ H, i.e., pW, tV uq is a

container pair. In this case, the container of V in W for R is D
tV u

W . We now show
containers exist for situations involving elements of D. We split this into three
subcases.
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Case 1 (DV
W P D and Q P S with DV

W Ď Q). Since pW,Vq is a container pair, there
exists P P S with P Ď W and V K P for all V P V . Suppose that DV

W requires a
container in Q, that is, there is an element U of R that is orthogonal to DV

W and

nested in Q. We verify that pQ, tP uq is a container pair and D
tP u

Q is a container of

DV
W in Q.
If T P S with T K DV

W and T Ď Q, then T K W or T Ď V for some V P V .
In either case, we have T K P , so pQ, tP uq is a container pair and T Ď D

tP u

Q . If

DR
T P D with DR

T Ď Q and DR
T K DV

W , then T K W and T Ď Q. Since P Ď W ,

this implies T K P . Therefore, pQ, tP uq is again a container pair, and DR
T Ď D

tP u

Q .

Case 2 (DV
W , DR

T P D where DV
W Ď DR

T ). Since pW,Vq is a container pair, there
exists P P S so that P Ď W and P K V for all V P V . Since DV

W Ď DR
T , it follows

that for all R P R, either R K W or there exists V P V so that R Ď V . In both
cases, R K P . Thus P “ RY tP u is a pairwise orthogonal collection of elements of
S. Suppose that DV

W requires a container in DR
T , that is, there is an element U of

R that is orthogonal to DV
W and nested in DR

T . We verify that pT,Pq is a container
pair and DP

T Ĺ DR
T is a container for DV

W in DR
T .

If Q P S satisfies Q Ď DR
T and DV

W K Q, then either Q K W or Q Ď V for some
V P V . In both cases, Q K P . Further, we must have Q Ď T and Q K R for each
R P R as Q Ď DR

T . Thus pT,Pq is a container pair and Q Ď DP
T . On the other

hand, if DZ
Q P D satisfies DZ

Q K DV
W and DZ

Q Ď DR
T , then Q K W , Q Ď T , and

for each R P R either R K Q or there exists Z P Z with R Ď Z. Since pQ,Zq is a
container pair, there exists U P S such that U Ď Q and UKZ for all Z P Z. Since
Q K W , we also have U K P as U Ď Q and P Ď W . For each R P R, either R K Q
or there exists Z P Z with R Ď Z. In both cases, R K U . Thus, U is orthogonal
to all elements of P “ R Y tP u and moreover U Ď Q Ď T , so pT,Pq is a container

pair. Furthermore, DZ
Q Ď DP

T “ D
RYtP u

T since DZ
Q Ď DR

T and PKQ. We have

therefore shown that DP
T is a container for DV

W in DR
T .

Case 3 (DR
T P D and Q P S with Q Ď DR

T ). This implies Q “ RYtQu is a pairwise
orthogonal set of elements of S. Further, suppose that Q requires a container in
DR

T , that is, there is an element of R that is orthogonal to Q and nested in DR
T .

We verify that pT,Qq is a container pair and DQ
T is a container for Q in DR

T .
Suppose there exists V P S with V Ď DR

T and V K Q. Then V Ď T and V
is orthogonal to all the elements of R Y tQu. Thus pT,Qq is a container pair, so
DQ

T exists and V Ď DQ
T . Now suppose there exists DV

W Ď DR
T such that DV

W K Q.
Since pW,Vq is a container pair, there exists U P S with U Ď W and U orthogonal
to each element of V . As DV

W Ď DR
T , for each R P R either R K W or there exists

V P V such that R Ď V . In both cases, R K U . Further, as Q K DV
W , we have

Q K W or Q Ď V for some V P V . In both cases, Q K U . Therefore U is orthogonal
to every element of Q, and moreover U Ď W Ď T since DV

W Ď DR
T . Thus pT,Qq is

a container pair and U Ď DQ
T . Now, for each R P R, either R K W or R Ď V for

some V P V . Since Q “ R Y tQu and QKW , this implies DV
W Ď DQ

T . Thus, pT,Qq

is a container pair and DQ
T is a container for Q in DR

T .
Transversality: An element of R is transverse to an element of D whenever it

is not nested or orthogonal. Since the hyperbolic spaces associated to elements of
D are points, we only need to define the relative projections from an element of D
to an element of S. Let DV

W P D and Q P S and suppose DV
W &Q. This implies
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W M Q and W Ę Q. We define ρ
DV

W

Q based on the S–relation between Q and the
elements of V .

‚ If Q K V for all V P V , then Q Ę W as Q Ď W would imply Q Ď DV
W .

Thus we must have Q&W , so we define ρ
DV

W

Q “ ρWQ .

‚ If V &Q or V Ĺ Q for some V P V , then ρVQ exists and we define ρ
DV

W

Q to

be the union of all the ρVQ for V P V with V &Q or V Ĺ Q. Lemma A.2

ensures ρ
DV

W

Q has diameter at most 4E in this case.

‚ If Q Ď V for some V , then Q K DV
W which contradicts Q&DV

W , so this case
does not occur.

Consistency: Since the only elements of R whose associated spaces are not
points are in S, the first two inequalities in the consistency axiom for pX ,Sq imply
the same two inequalities for pX ,Rq. To verify the final clause of the consistency

axiom, we need to check that if Q,R, T P R such that Q Ĺ R with ρRT and ρQT
both defined, then dT pρQT , ρ

R
T q is uniformly bounded in terms of E. We can assume

T P S as CT has diameter zero otherwise. We can further assume at least one of Q
and R is an element of D, as we already have the consistency axiom for elements
of S.

Case 1 (Q Ĺ R Ĺ T ).

‚ Assume Q P S and R “ DV
W P D. Fix V P V . Since DV

W “ R Ď T and

ρ
DV

W

T “
Ť

UPV ρUT , we have ρVT Ď ρ
DV

W

T “ ρRT . Since V K Q, Lemma A.2 says

dT pρRT , ρ
Q
T q ď dT pρVT , ρ

Q
T q ď 2E.

‚ Assume Q “ DV
W P D and R P S. Fix V P V . In this case, ρVT Ď ρQT since

DV
W “ Q Ĺ T . Since DV

W “ Q Ĺ R, we have V Ĺ W Ĺ R. Thus, the

consistency axiom for S says dT pρQT , ρ
R
T q ď dT pρVT , ρ

R
T q ď E.

‚ Assume Q “ DV
W P D and R “ DV 1

W 1 P D. Thus W Ď W 1 Ĺ T and

consistency in S implies dT pρWT , ρW
1

T q ď E. Fix V P V and V 1 P V 1.

Consistency in S also implies dT pρVT , ρ
W
T q ď E and dT pρV

1

T , ρW
1

T q ď E.

Since ρVT Ď ρQT and ρV
1

T Ď ρRT , we have

dT pρQT , ρ
R
T q ď dT pρVT , ρ

V 1

T q ď dT pρVT , ρ
W
T q

` diampρWT q ` dT pρWT , ρW
1

T q ` diampρW
1

T q ` dT pρW
1

T , ρV
1

T q ď 5E.

Case 2 (Q Ĺ R, R&T , and Q M T ). In this case we have either Q&T or Q Ĺ T .

‚ Assume Q P S and R “ DV
W P D. Since DV

W “ R is transverse to T we
cannot have T Ď V for any V P V (this would imply DV

W K T ). If V K T
for all V P V , then W&T (as shown in the proof of transversality) and

ρRT “ ρ
DV

W

T “ ρWT . Since Q Ď R “ DV
W , we have Q Ď W and consistency in

S implies dT pρQT , ρ
R
T q “ dT pρQT , ρ

W
T q ď E. If instead there exists V P V so

that V &T or V Ĺ T , then ρVT Ď ρ
DV

W

T “ ρRT . Since Q Ď R “ DV
W , Q K V

and Lemma A.2 gives dT pρQT , ρ
R
T q ď dT pρQT , ρ

V
T q ď 2E.

‚ Assume Q “ DV
W P D and R P S. As before, T Ę V for all V P V . First

assume there exists V P V so that V &T or V Ĺ T . This occurs when either
DV

W “ Q Ĺ T or Q&T and not every element of V is orthogonal to T . In
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both cases, ρVT Ď ρ
DV

W

T “ ρQT and consistency in S implies dT pρQT , ρ
R
T q ď

dT pρVT , ρ
R
T q ď 2E because V Ď W Ĺ R. Now assume T K V for all

V P V . This can only occur when DV
W “ Q is transverse to T . In this

case, W&T and ρQT “ ρ
DV

W

T “ ρWT . Since W Ď R, consistency in S implies

dT pρRT , ρ
Q
T q “ dT pρRT , ρ

W
T q ď E.

‚ Assume Q “ DV
W P D and R “ DV 1

W 1 P D. As before, T Ę V for all

V P V Y V 1. If ρRT “ ρW
1

T , then we have the first case of transversality, that

is, W 1&T and V 1 K T for all V 1 P V . Thus, if ρRT “ ρW
1

T , then the result
reduces to the previous bullet, replacing R with W 1. We can therefore
assume ρRT ‰ ρW

1

T , meaning we have the second case of transversality where
there exists V 1 P V 1 so that V 1 is either transverse to or properly nested
into T .

Suppose ρQT ‰ ρWT too. This implies there also exists V P V so that
V is either transverse to or properly nested into T . Furthermore, ρVT Ď

ρQT and ρV
1

T Ď ρRT . Now, DV
W Ď DV 1

W 1 implies V 1 K W or V 1 is nested
into an element of V . If V 1 K W , then V K V 1 and Lemma A.2 implies

dT pρQT , ρ
R
T q ď dT pρVT , ρ

V 1

T q ď 2E. If V 1 is nested into an element of V , then
either V 1 Ď V or V 1 K V since V is a pairwise orthogonal subset of S. By
applying consistency in S when V 1 Ď V or Lemma A.2 when V 1 K V , we

have dT pρQT , ρ
R
T q ď dT pρVT , ρ

V 1

T q ď 2E.

Now suppose ρQT “ ρWT . Then DV
W Ď DV 1

W 1 implies V 1 K W or V 1 is
nested into W . Applying Lemma A.2 if V 1KW , or consistency in S if

V 1 Ď W , we again obtain dT pρQT , ρ
R
T q ď dT pρWT , ρV

1

T q ď 2E.

Uniqueness, bounded geodesic image, large links: Since the only elements
of R whose associated spaces are not points are in S, these axioms for pX ,Rq follow
from the fact that they hold in pX ,Sq.

Partial realization: Let T1, . . . , Tn be pairwise orthogonal elements of R, and
let pi P CTi for each i P t1, . . . , nu. Without loss of generality, assume T1, . . . , Tk P S

and Tk`1, . . . , Tn P D where k P t0, . . . , nu. If k “ 0 (resp. k “ n), then each Ti P D

(resp. Ti P S).

For i P tk ` 1, . . . , nu, let Ti “ DVi

Wi
and let qi be any point in ρ

D
Vi
Wi

Wi
Ď CWi.

Since T1, . . . , Tn are pairwise orthogonal, it follows that Wk`1, . . . ,Wn are pairwise
orthogonal too, and for each j P t1, . . . , ku, Tj is either nested into an element of
some Vij or orthogonal to allWk`1, . . . ,Wn. Without loss of generality, assume that
T1, . . . , Tl are nested into elements of Vm`1Y¨ ¨ ¨YVn and Tl`1, . . . , Tk,Wk`1, . . . ,Wn

are pairwise orthogonal, where l ď k, m ď n, and n ´ m ď l. If l “ 0, then n “ m
and each Tj is orthogonal to every Wi. Otherwise, for each j P t1, . . . , lu, Tj is
nested in some Wi for i P tm ` 1, . . . , nu. In both cases, T1, . . . , Tk,Wk`1, . . . ,Wm

are pairwise orthogonal elements of S. We can therefore use the partial realization
axiom in S on the points p1, . . . , pk, qk`1, . . . , qm to produce a point x P X with
the following properties:

(1) dTi
px, piq ď E for i P t1, . . . , ku;

(2) dWi
px, qiq ď E for i P tk ` 1, . . . ,mu;

(3) for all i P t1, . . . , ku if Q&Ti or Ti Ĺ Q, then dQpx, ρTi

Q q ď E;

(4) for all i P tk ` 1, . . . ,mu if Q&Wi or Wi Ĺ Q, then dQpx, ρWi

Q q ď E.
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Now, for Q P S, define bQ P CQ as follows. Let V “
Ťn

i“k`1 Vi and VQ “ tV P

V : V &Q or V Ĺ Qu. If VQ ‰ H, then define bQ to be any point in
Ť

V PVQ
ρVQ. Since

V is a collection of pairwise orthogonal elements of S, the diameter of
Ť

V PVQ
ρVQ is

at most 2E by Lemma A.2. If either Q Ď V for some V P V or Q K V for all V P V
then define bQ “ πQpxq. Since V is a collection of pairwise orthogonal elements of
S, these two cases encompass all elements of S.

Claim A.6. The tuple pbQqQPS is 3E–consistent.

Proof. Let R,Z P S. Recall that if bZ “ πZpxq and bR “ πRpxq, then the E–
consistency inequalities for bR and bZ are satisfied by the consistency axiom of
pX ,Sq. Thus we can assume that there exists V P V so that either V Ĺ Z or V &Z.
Fix V P V so that bZ P ρVZ . We need to verify the consistency inequalities when
R&Z, R Ĺ Z, and Z Ĺ R.

Consistency when R&Z: Assume R&Z. If R K V , V Ď R, or R Ď V then
either Lemma A.2 or consistency in S implies dZpρVZ , ρ

R
Zq ď 2E. Since bZ P ρVZ ,

we have dZpbZ , ρ
R
Zq ď 3E. Now suppose R&V so that VR is non-empty. In this

case, bR P
Ť

UPVR
ρUR and so bR is within 2E of ρVR . Now, if dZpbZ , ρ

R
Zq ą 3E, then

dZpρVZ , ρ
R
Zq ą 2E. Thus ρ–consistency (Lemma A.4) implies dRpρVR , ρ

Z
Rq ď E. It

follows that dRpbR, ρ
Z
Rq ď 3E by the triangle inequality.

Consistency when R Ĺ Z: Assume R Ĺ Z. As before, if R K V , V Ď R,
or R Ď V then dZpρVZ , ρ

R
Zq ď 2E and we have dZpbZ , ρ

R
Zq ď 3E. Thus, we can

assume R&V so that bR is within 2E of ρVR . Now, if dZpbZ , ρ
R
Zq ą 3E, then

dZpρVZ , ρ
R
Zq ą 2E, and ρ–consistency implies diampρVR Y ρZRpρVZ qq ď E. However,

this implies diampbR Y ρZRpbZqq ď 3E since bZ P ρVZ and dRpbR, ρ
V
Rq ď 2E.

Consistency when Z Ĺ R: Assume Z Ĺ R. If R is orthogonal to all elements
of V , then R K V implies V K Z which contradicts the assumption that V Ĺ Z or
V &Z. On the other hand, if there exists V 1 P V so that R Ď V 1, then either R K V
(if V 1 K V ) or R Ď V (if V 1 “ V ). But this implies either V K Z or Z Ĺ V , both of
which give a contradiction if V &Z or V Ĺ Z. There must therefore be an element
of V that is either properly nested in or transverse to R, and we can repeat the
same argument as in the previous case, switching the roles of R and Z. �

Let y P X be the point produced by applying the realization theorem (Theorem
A.3) in S to the tuple pbQq. We claim y is a partial realization point for p1, . . . , pn
in R. Since CDVi

Wi
is a single point, y satisfies the first requirement of the partial

realization axiom in R for pk`1, . . . , pn. For i ď k, Ti is either nested into an
element of Vm`1 Y ¨ ¨ ¨ Y Vn or orthogonal to all Wk`1, . . . ,Wn. This implies Ti is
either nested into an element of V or orthogonal to all elements of V . In both cases
bTi

“ πTi
pxq, and we have that πTi

pyq is uniformly close to πTi
pxq, which is in turn

E–close to pi.
Now, let Q P S with Q&Ti or Ti Ĺ Q for some i P t1, . . . , nu. We verify

dQpy, ρTi

Q q is uniformly bounded when i ď k and i ą k separately.

Assume i ď k, so that Ti P S. If i ď k and bQ “ πQpxq, then dQpy, ρTi

Q q is

bounded by item (3). If i ď k and bQ ‰ πQpxq, then bQ P ρVQ for some V P V
and Ti is either orthogonal to or nested into V . If TiKV then dQpbQ, ρ

Ti

Q q ď 3E

by Lemma A.2. If Ti Ĺ V then dQpbQ, ρ
Ti

Q q ď 2E by consistency. The result then

follows from the triangle inequality since πQpyq is uniformly close to bQ.
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Now assume i ą k, so that Ti “ DVi

Wi
P D. If DVi

Wi
Ĺ Q, then ρVQ Ď ρ

D
Vi
Wi

Q for

all V P Vi. Since bQ is within 2E of any ρVQ for V P Vi, this bounds dQpy, ρ
D

Vi
Wi

Q q

uniformly. On the other hand, if DVi

Wi
&Q, then either Q K V for all V P Vi or there

exists V P Vi so that V &Q or V Ĺ Q. In the latter case, ρVQ Ď ρ
D

Vi
Wi

Q and we are

finished since bQ is within 2E of ρVQ, giving a uniform bound on the distance from

πQpyq to ρ
D

Vi
Wi

Q . In the former case, we must have Wi&Q and ρ
D

Vi
Wi

Q is equal to ρWi

Q .

If bQ “ πQpxq then we are done by item (4). Otherwise, there exists V 1 P V ´Vi so

that V 1&Q or V 1 Ĺ Q and bQ P ρV
1

Q . Since V 1 K Wi, it follows that ρV
1

Q is within

2E of ρWi

Q . Thus bQ, and hence πQpyq, is uniformly close to ρWi

Q “ ρ
D

Vi
Wi

Q . This
concludes the proof of Theorem A.1. �

Remark A.7. We say G is an almost HHG if there exists an almost HHS pX ,Sq

such that G and pX ,Sq satisfy the definition of a hierarchically hyperbolic group
where ‘HHS’ is replaced with ‘almost HHS’. The above proof shows that if pG,Sq

is an almost HHG, then the structure R from Theorem A.1 is an HHG structure
for G.

The following corollary gives criteria for the HHS structure from Theorem A.1
to have unbounded products. This is the version of Theorem A.1 that is applied in
Theorem 3.7 to prove that every hierarchically hyperbolic space with the bounded
domain dichotomy admits an HHS structure with unbounded products.

Corollary A.8. Let pX ,Tq be an almost HHS with the bounded domain dichotomy.
If for every non–Ď–maximal domain V P T, there exist W,Q P T so that W Ď V ,
Q K V , and diampCW q “ diampCQq “ 8, then the HHS structure R obtained by
applying Theorem A.1 to T has unbounded products.

Proof. Assume for every non–Ď–maximal domain V P T, there exist W,Q P T so
that W Ď V , Q K V and diampCW q “ diampCQq “ 8. Let R be the HHS structure
obtained from T using Theorem A.1. If V P T and V is not Ď–maximal, then
the above property implies that FV and EV are both infinite diameter. Thus, we
need only verify unbounded products for elements of R ´ T. Using the notation of
Theorem A.1, let D “ DV

W P R ´ T and assume diampFDq “ 8. Now, V K DV
W

for all V P V , and by construction of T, there exists Q P T so that Q Ď V and
diampCQq “ 8. Since Q K DV

W , this implies diampEDq “ 8. Therefore pX ,Rq is
an HHS with unbounded products. �
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