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A supervisor-based control architecture for
constrained cyber-physical systems subject to

network attacks
Walter Lucia* Giuseppe Franzè** Bruno Sinopoli***

Abstract—In this paper, a novel control architecture for
constrained networked control systems is developed with the
aim to mitigate the effects of cyber-attacks occurring on the
communication channels. By resorting to set-theoretic concepts,
physical watermarking ideas and basic cyber-security tools, the
proposed supervisor-based control scheme is capable of detecting
and mitigating False Data Injection and Denial of Service attacks
affecting the normal dynamical evolution of the regulated system.
As one of its main merits, the proposed solution guarantees
constraint fulfillment, and uniform ultimate boundedness of
the regulated system despite any admissible attack realization.
Simulation studies are presented to show the capability of the
proposed framework while facing different attacks.

I. INTRODUCTION

Recent advances in sensing, communication and computing
have open the door to the deployment of large-scale networks
of sensors and actuators that allow fine-grain monitoring
and control of a multitude of physical processes and in-
frastructures. The appellation used by field experts for these
paradigms is “Cyber-Physical Systems (CPS) because the
dynamics among computers, networking media/resources and
physical systems interact in a way that multi-disciplinary
technologies (embedded systems, computers, communications
and controls) are required to accomplish prescribed missions.
Moreover, they are expected to play a significant role in the
design and development of future engineering applications
such as smart grids, transportation systems, nuclear plants
and smart factories [1]. As a consequence, the analysis of
security issues has gained an increasing attention from a
control perspective, see [2]–[5], and references therein. In this
context, a comprehensive classification of the most relevant
cyber-attacks (Denial of Service (DoS), False Data Injection
(FDI), replay and zero-dynamics), as well as their impact on
the CPS security can be found in [6], while a comprehensive
survey on the current state-of-the-art can be found in [7].

In the literature, several anomaly/attack detectors have been
proposed to detect the presence of cyber-attacks affecting
the communication channels in Networked Control Systems
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(NCSs) (see Fig. 1). The solutions can be classified into two
main classes, namely passive and active. Passive schemes [8],
[9] attempt to detect malicious activities by exploiting the
information extracted from a set of physical observations and
without modifying the structure of the underlying control sys-
tems. Although appealing, these methods become ineffective
under advanced malicious attacks [10], see, e.g. the optimal
stealthy attack detailed in [3]. Conversely, active intrusion
techniques aim at detecting stealthy attacks by actively ma-
nipulating the control system components and/or transmitted
actuation and sensor data. Watermarked command signals have
been proposed in [11] to detect stealthy steady-state replay
attacks; in [2], [5] watermarked sensor measurements, and
sensor coding schemes have been used to prevent stealthy
measurement attacks; in [12], [13] auxiliary systems, known
as moving-targets, are added in the plant-side of the networked
control system to avoid coordinated stealthy covert attacks oth-
erwise undetectable by any detector located on the controller
side [14].
Cyber-attack countermeasures and resilient control strategies
have received increasing attention in the last decade. In [15],
the authors have highlighted the limitations of existing fault-
tolerant control schemes to deal with cyber-attacks. In [16],
[17], reconfiguration algorithms have been designed with the
aim to mitigate the undesired effects of cyber-attacks affecting
the class of NCSs. Control solutions against DoS and resource-
constrained attackers have been analyzed in [18]–[21], while
replay and packet scheduling attacks have been discussed in
[22], [23]. In [24], an unconstrained model predictive control
(MPC) algorithm has been developed to compensate deception
attack occurrences, which give rise to time-varying network
delays, packet disorders and data losses. In [25], the secure
control problem of cyber-physical systems is recast in terms
of a zero-sum stochastic game. Such an approach is used to
design a switching policy for unconstrained linear systems
under different cyber-attacks. Finally, in [26], [27], adaptive
controllers for unconstrained and disturbance-free linear sys-
tems are proposed to guarantee uniform ultimate boundedness
of the regulated system under sensor and actuator attacks.
All these contributions share as a common denominator, the
lack of a robust and resilient control framework for networked
system configurations capable to jointly take care of state/input
constraints, disturbances and cyber-attack occurrences on the
communication medium.
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A. Paper Contribution

In this paper, a supervisor-based architecture for the resilient
control of constrained systems under DoS and FDI attacks
is developed by taking advantage of set-theoretic receding
horizon control ideas [28] and watermarking arguments [11].

To the best of the authors’ knowledge, the proposed control
architecture addresses two important issues that the existing
state-of-the-art has not yet addressed simultaneously: state
and input constraints fulfillment, and resiliency under arbitrary
DoS and FDI attack occurrences. In particular, in [19]–[21],
FDI attacks and constraints are not considered; in [22], state
and input constraints are handled but the proposed solution is
effective only against a very specific FDI attack (i.e., replay
attacks). Finally, in [26], an unconstrained setup is assumed
and the FDI attack occurrences are limited to be a function of
the state of the system. The main novelties of the proposed
approach can be summarized as follows:

• The proposed control architecture represents one of the
first attempts to deal with CPS subject to: (i) state and
input constraints, (ii) bounded disturbances and (ii) FDI
and DoS attacks on both the actuation and measurement
channels.

• A novel active detection mechanism acting on both plant
and controller sides has been derived to detect intelligent
FDI attacks by jointly resorting to set-theoretic model
predictive control and watermarking ideas. One of its
novel features is that the watermarking signal is not
superimposed on the control signal [11], but it is instead
embedded into the controller logic design.

• The concept of robust one-step controllable set [28] has
been extended to deal with DoS/FDI attack occurrences
making the communication channel unreliable, and as a
consequence, forcing the system to operate in an open-
loop fashion. The latter has been addressed by introducing
the concept of robust τ−step controllable sets that allows
to compute control inputs that, whenever necessary, can
be safely and constantly applied to the plant for τ− step,
so avoiding constraints violations.

The paper is organized as follows. In section II, some basic
definitions used along the manuscript are introduced, and the
set-theoretic receding horizon control paradigm is revised;
in section III, the proposed supervised control architecture
is introduced, and the problem formulation formally stated;
in section IV, the proposed set-based detector is developed,
and its properties proved; in section V, first the set-theoretic
resilient controller and the supervisor module are designed,
then a computational algorithm is detailed and uniform ulti-
mately boundedness of the closed-loop system proved; finally,
section VI shows a numerical simulation example highlighting
the capabilities of the proposed solution.

II. PRELIMINARIES AND NOTATIONS

We shall consider the following class of discrete-time linear
time-invariant (LTI) systems

x(t+ 1) = Ax(t) +Bu(t) +Bdd(t) (1)
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Fig. 1. Networked Control System (NCS) subject to cyber-attacks on the
networked communication channels.

where x(t) ∈ IRn is the plant state space vector, t ∈ ZZ+ :=
{0, 1, ...} the sampling time instant, u(t) ∈ IRm the control
input vector, and d(t) ∈ D ⊂ IRd an exogenous plant
disturbance bounded by the compact set D. Moreover, (1) is
subject to state and input set-membership constraints:

u(t) ∈ U , x(t) ∈ X , ∀t ≥ 0, (2)

where U and X are compact subsets of IRm and IRn, with the
origins as interior points.

Definition 1: Let S ⊂ IRn be a neighborhood region of the
origin. The autonomous system x(t+ 1) = Ax(t) +Bdd(t) is
said to be Uniformly Ultimately Bounded (UUB) in S if for
all µ > 0 there exists T (µ) > 0 such that ∀‖x(0)‖ ≤ µ →
x(t) ∈ S ∀d(t) ∈ D and ∀ t ≥ T (µ) [28].

Definition 2: A set T ⊆ X is said to be a Robust Control
Invariant (RCI) set for (1) under the disturbance d(t) ∈ D and
constraints (2) if there exists a control law u := f(x(t)) ∈
U such that ∀x(0) ∈ T →Ax(t) +Bf(x(t)) + Bdd(t) ∈
T , ∀d(t) ∈ D, ∀t ∈ ZZ+ [29]. 2

Definition 3: Given the sets A, E ⊂ IRn, A⊕E := {a+ e :
a ∈ A, e ∈ E} is the Minkowski Set Sum and A ∼ E :=
{a ∈ A : a + e ∈ A, ∀e ∈ E} the Pontryagin-Minkowski Set
Difference. 2

Definition 4: Given a polyhedron P ⊂ IRp and a matrix
T ∈ IRq×p, the affine map (polyhedron) of P along T is:

Q := {y ∈ IRq : y = Tx, x ∈ P}

Definition 5: Given the constrained system (1)-(2) and a
positive scalar τ, a state-feedback control u(t) = KIODx(t−
τ(t)) is defined Independent-of-Delay (IOD) if the closed-loop
system is robustly stable and satisfies (2) ∀d(t) ∈ D, ∀t ≥ 0
and ∀τ(t) ≤ τ [30]. 2

Definition 6: Consider the NCS in Fig. 1 and a networked
communication channel, namely ch. An attacker has “disclo-
sure” resources on ch if it can read the transmitted data. An
attacker has “disruptive” resources on ch if it can change the
transmitted data [6].

Definition 7: Consider the NCS in Fig. 1 and the
anomaly/attack detector module (D). In the sequel, a cyber-
attack against the networked control system operations is said
stealthy or undetectable if it will never trigger an anomaly
on D.
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A. Set-theoretic receding horizon control scheme (ST-RHC)

The receding horizon control scheme developed in [31] and
based on the philosophy proposed in [32] is in this subsection
summarized.
The regulation problem for constrained LTI systems (1)-(2) is
addressed by resorting to a dual-mode receding-horizon con-
trol strategy based on a family of robust one-step controllable
regions. Such sets are off-line computed and on-line exploited
as target sets for the one-step state predictions. This translates
into the following algorithm:

——————– (ST-RHC) algorithm ——————–

Off-line -
1) Compute a stabilizing state-feedback control law

u0(·) = f0(x(·)) complying with (2) and the associated
RCI region T 0;

2) Starting from T 0, recursively compute a sequence of N
robust one-step controllable sets {T i}Ni=1 according to
the following definition [28]:

T 0 := T
T i := {x∈ X : ∃u ∈ U s.t.

Ax+Bu+Bdd ∈ T i−1, ∀d ∈ D},
i = 1, . . . , N.

= {x∈ X : ∃u ∈ U s.t. Ax+Bu ∈ T̃ i−1},
i = 1, . . . , N.

(3)
where T̃ i−1 := T i−1 ∼ BdD.

On-line -
1) Find i(t) := min{i : x(t) ∈ T i}
2) If i(t) = 0 then

u(t) = f0(x(t)) (4)

3) Else solve the following quadratic programming (QP)
problem:

u(t) = arg min
u
J(t, x(t), u) s.t.

Ax(t) +Bu ∈ T̃ i(t)−1, u ∈ U
(5)

with J(t, x(t), u) a convex cost function

———————————————————————-

Remark 1: The objective of the ST-RHC controller is to
drive the regulated state trajectory within the terminal region
T 0 in a-priori defined number N > 0 of steps (guaranteed
by construction) and irrespective of the used cost function
J(t, x(t), u), see [31] for a detailed discussion. The latter
makes J(t, x(t), u) a degree of freedom of the strategy that,
therefore, can be arbitrarily changed at each time instant
without affecting the feasibility of (5). 2

Remark 2: It is worth to remark that within the same
control framework, bounded state measurement noises (e.g.
y(t) = x(t) + η(t), with η(t) a bounded random variable) can
be straightforwardly considered by properly customizing the
definition of robust one-step controllable sets (3) as done e.g.
in [33]. Since the occurrence of measurement noises does not
modify the modus operandi of the proposed scheme, here it
has omitted for improving the clarity of next developments.

III. PROBLEM FORMUATION

We consider an operating scenario where malicious agents
can alter the networked communications in a NCS (Fig. 1)
causing Denials of Service and False Data Injections. FDI and
DoS attacks on the communication channels are modeled as
follows:
- controller-to-actuator link:

ũ(t) := uc(t) + ua(t) (FDI), ũ(t) := ∅ (DoS) (6)

- sensor-to-controller link:

x̃(t) := x(t) + xa(t) (FDI), x̃(t) := ∅ (DoS) (7)

where ua(t) ∈ IRm and xa(t) ∈ IRn are unknown and un-
bounded malicious signals, while ũ(t) ∈ IRm and x̃(t) ∈ IRn

account for the resulting corrupted control signals and state
measurements, respectively.

The considered control problem can be stated as follows:
Resilient Control of NC-CPSs subject to cyber-attacks
(RC-NC-CPS) - Consider the control architecture of Fig. 1.
Given the NC-CPS plant model (1)-(2) subject to FDI attacks
(6)-(7), design

(P1) An active robust anomaly detector D capable to
discover cyber-attack occurrences;

(P2) A control strategy u(·) = f(x̃(·)) such that
the closed-loop trajectory is Uniformly Ultimately
Bounded and the prescribed constraints are fulfilled
regardless of any admissible DoS or FDI attack sce-
nario. Moreover, if ua(t) ≡ 0, xa(t) ≡ 0 (attack free
scenario) and d(t) ≡ 0 (disturbance free scenario)
∀t ≥ t̄, then the regulated system is asymptotically
stable.

For solvability reasons, which will be clarified in Section V,
the following assumptions are made:

Assumption 1: A guaranteed attack-free communication
between the controller and the plant can be reestablished in at
most Tnew time steps.

Assumption 2: The time interval Tviol required to breach the
communication protocol is non-vanishing, i.e. Tviol ≥ Tnew.

Assumption 3: Communication latency is negligible.
Remark 3: First, notice that Assumptions 2-3 are standard

when SCADA infrastructures are of interest. First, it is im-
portant to notice that SCADA systems make use of real-time
network (fieldbus) protocols, e.g. DNP3, Modbus, Profibus,
Profinet, Cip, over Serial or Ethernet communication channels,
that are reliable in the absence of attacks (Assumption 3),
although not equipped with authentication and encryption
mechanisms. Moreover, basic security countermeasures (eth-
ernet switches or routers protected by a firewall) are always
in place to avoid commonplace intrusions. As a consequence,
a non-vanishing time interval Tviol is required to breach any
communication protocol successfully (Assumption 2).

As the Assumption 1 is concerned, it appears also reasonable
in virtue of the following arguments. In the NCSs field, a
single communication channel is traditionally adopted between
the plant side and the control center. Such a simplified frame-
work has to be updated when the CPSs structure becomes
so complex to provide reliable and timely communications
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[34]. Then, multi-channels technologies are exploited in order
to increase communication reliability and resiliency against
severe circumstances (disasters or cyber-attacks), see e.g. [35].
In this case, it is quite realistic to assume that a resource-
limited adversary is not capable of compromising all the
communication links by means of a single attack. Along these
lines, notice that there exist several approaches to efficiently
re-route the communication between two entities in a multi-
path channel, see [36] and references therein for details. 2

In what follows, the RC-NC-CPS problem will be ad-
dressed by properly customizing the set-theoretic ideas of
the RHC scheme presented in Section II-A. The proposed
Networked Constrained Cyber-Physical Systems (NC-CPS) is
depicted in Fig. 2 and it includes the following key modules:

• a detector module D (designed in Section IV) that is
in charge of robustly detecting cyber-attack occurrences
without generating false alarms;

• a supervisor module (designed in Section V-B) that
checks the admissibility and correctness of the received
commands ũ(t) (Pre-Check unit task) and plant states
x(t) (Post-Check unit task). The output of the supervisor,
namely w(t), is sent to the smart actuator;

• a smart actuator module (designed in Section V-C) that,
given w(t), applies either the received command ũ(t) or
a previously stored admissible input (Section V-A).

Plantsmart actuator

Control Center

Detector (D)Controller
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Post-Check
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Other Plants, 
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Server
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Fig. 2. Reliable Control Architecture Against Network Attacks

IV. SET-THEORETIC CHARACTERIZATION AND DETECTION
OF ATTACKS

In this section, a set-based robust detector for FDI attacks
is first introduced and then customized to obtain an active
watermarked anomaly detector. Notice that the detection of
DoS attacks is not considered in the sequel because if an empty
packet (ũ(t) = ∅ or x̃(t) = ∅) is received then it is trivial that
a DoS has occurred.

A. Basic Set-Based Passive Anomaly Detector

Let x and uc be the current state and command input,
respectively. Then, the expected robust one-step prediction set
X+(x, uc) 6= ∅ (see Fig. 3) can be defined as follows:

X+(x,uc) := {x+∈ IRn :x+ =Ax+Buc+Bdd, ∀ d∈ D} (8)

Fig. 3. State evolutions under the action of uc(t) computed via (5). The
orange region defines the one-step prediction set X+

By leveraging the robust one-step prediction set X+ (8), the
following passive and robust binary attack detection rule can
be defined:

D(x̃(t)) :=

{
anomaly if x̃(t) /∈ X+(x̃(t− 1), uc(t− 1))
normal otherwise

(9)

B. Enhanced Active Anomaly Detector

Since the proposed detector (9) is passive, it is not possible
to detect advanced coordinated FDI attacks, see [8], [10].

To mitigate such a drawback, we enhance the basic detector
D with an active watermarking-based effect [11]. Differently
from existing implementations where a noisy signal is super-
imposed on the optimal action, here we take advantage of
the properties of the set-theoretic controller (5) where the cost
function J(t, x(t), u) can be arbitrarily selected during the on-
line operations, see Remark 1.

In particular, such a degree-of-freedom can be exploited to
prevent the attacker’s chance of emulating the ST-RHC control
actions. This translates into the following steps:

• offline - define a set of 1 < L < ∞ cost functions and
state-feedback control laws compatible with T 0,

J = {Jk(x̃(t), u)}Lk=1 , F
0 =

{
f0k (x̃(t))

}L
k=1

(10)

• online - (∀ t), use an uniformly distributed random func-
tion

j(t) : ZZ+ → [1, . . . , L] (11)

to select the cost function in (5) or the terminal state-
feedback control law in (4).

As a consequence, we have that: (i) the detection scheme
becomes active, (ii) steady-state replay-attacks are no longer
stealthy (see [11]), (iii) the control logic is randomized and
unknown to the attacker.

The following proposition characterizes the class of FDI
attacks undetectable by the watermarked detector D.

Proposition 1: Consider the NC-CPS model (1)-(2), the
anomaly detector (9), a set of L > 1 penalizing functions J ,
L state-feedback control law F0, and an uniformly random
function j(t), defined as in (11), and unknown to the attacker.
If ∀ t the command uc(t) is obtained from (4) or (5) with
f0j(t)(x̃(t)) ∈ F0, Jj(t)(x̃(t), u) ∈ J , then FDI attacks (6)-(7)
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can be stealthy if and only if the attacker has the following
assets:

• knowledge of the plant model (1)-(2);
• disruptive resources on the data transmitted on the actu-

ation (uc(t)) and measurement channels (x(t));
• disclosure resources on the data transmitted on the actu-

ation channel (uc(t)).

Proof - (sufficient condition): If the attacker has plant model
knowledge (1)-(2), disruptive resources on the actuation and
measurement channel and disclosure resources on the ac-
tuation channel, then the following coordinated constrained
attack can be performed [14]: first, the adversary injects
on the controller-to-actuator channel an additive admissible
perturbation ua(t− 1) such that

ũ(t− 1) = ûc(t− 1) + ua(t− 1) ∈ U , (12)

then it removes the effect of such an attack from the measure-
ment channel by injecting

xa(t) = −
t−1∑
j=0

(AjBua(t− 1− j)) (13)

According to the detection rule (9), such attack is, by con-
struction undetectable, i.e. x̃(t) ∈ D(x̃(t)), ∀ t.

(necessary condition): If the attacker is not aware of the
plant matrices A,B and disturbances set D, the attack cannot
determine X+(x(t− 1), uc(t− 1)) and it cannot generate an
attack capable of satisfying the detection rules defined in D,
i.e. x̃(t) ∈ X+(x(t − 1), uc(t − 1)), ∀ t. On the other hand,
the constrained attack (12)-(13) trivially cannot be performed.
Moreover, if the attacker is aware of (1)-(2), but it hasn’t
disruptive resources on one of the communication links, then
a coordinated attack cannot be performed. In this case, the
only possibility for the attacker to be stealthy is to inject
a small perturbation in either the actuation or measurement
channels. However, from one hand, such an injection is not
guaranteed to be stealthy, while, on the other hand, the effect
of such an attack is nullified by the robust nature of the ST-
RHC controller. Finally, if the attacker has all the required
resources except disclosure resources on the actuation channel,
then the attacker is not aware of the randomized controller
action uc(j(t)) and it cannot determine the expected one-step
evolution X+(x̃(t), uc(j(t))), ∀ t (see Fig.4). Moreover, the
constrained attack (12)-(13) is not guaranteed to be stealthy
because linear arguments cannot be exploited as in (13). 2

Note that the anomaly detection rule (9) takes into account,
by construction, the worst-case realization of the disturbance
d ∈ D. As a consequence, the absence of false positives
is ensured. On the other hand, as for any other anomaly
detector for CPSs [37], the absence of false negatives can-
not be generally guaranteed. Therefore, if an attack is not
instantaneously detected, then the safety of the system might
be potentially at risk. To address such a drawback, the next
section will design a resilient and secure control strategy that
ensures constraint satisfaction and UUB of the closed-loop
state trajectory regardless of any admissible attack scenario.

b) a) 

L

Fig. 4. One-step ahead state evolutions: (a) fixed cost function J(x(t), u) vs
(b) randomly chosen cost function Jj(t)(x(t),u)

V. CYBER-PHYSICAL COUNTERMEASURES FOR RESILIENT
AND SECURE CONTROL

If an attack has been detected, the following countermea-
sures should be adopted to recover an attack-free operating
scenario: 1) disconnect sensor-to-controller and controller-to-
actuator communication links; 2) reestablish secure channels.
The main consequence of such actions is that for a given
time interval, namely Tnew, updated state measurements and
command inputs are not available at the controller and actuator
sides, respectively. Therefore, the following question assumes
a key relevance:

How can safety requirements x(t) ∈ X , u(t) ∈ U be satisfied
while communication channels are out of order for Tnew

time instants?

In the resilient architecture of Fig. 2, the supervisor is
in charge of dealing with this critical scenario. Essentially,
the idea is to take advantage of the features of the ST-
RHC strategy to formally define an admissible, though not
optimal, command input that can be consecutively applied for
a given time interval. To such hand, it will be shown that
two units, namely Pre-Check and Post-Check, are needed to
detect anomalies on the received commands ũ(t) and state
measurements x(t).

A. Resilient command input

Here, we provide the conditions under which a constant
input can be repeatedly applied without compromising con-
straints satisfaction and feasibility retention.

Lemma 1: Given the constrained system (1)-(2) and a
positive integer τ, a sequence of τ -steps controllable regions
computed according to the following set recursions

T 0
τ :=T

T iτ :=
τ⋂
k=1

x∈X : ∃u∈U :Akx+

k−1∑
j=0

AjB

u∈T̃ i−1
τ


(14)

where T is a RCI region for (1)-(2) equipped with the
(IOD) state-feedback control law f0(x(·)) := KIODx(t −
τ), KIOD ∈ IRm×n, and

T̃ iτ = T iτ ∼
τ⋃
k=1

Ak−1BdDx, i ≥ 1 (15)
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guarantees that for any x(t) ∈ T iτ there exists an admissible
command uc ∈ U that can be constantly applied for τ time
instants to (1) without constraint violations.
Proof - If the current state x(t) belongs to T iτ , i ≥ 1, then
there exists a constant command uc ∈ U that produces a
τ−step ahead state evolution robustly confined into the region
T iτ ⊆ X . Indeed, the sets T̃ iτ are built-up to take care of
any disturbance occurrence along the state predictions, see
(15). Conversely, when x(t) ∈ T 0

τ , by resorting to the ideas
argued in [38], the state-feedback law f0(x(t)) is feasible and
applicable for τ consecutive steps from the last available state
measurement. 2

Then, by describing the τ− steps controllable regions in the
extended space (x, u) :

Ξiτ:=
τ⋂
k=1

(x, u)∈ X× U : Akx+

k−1∑
j=0

AjB

u∈ T̃ i−1
τ


(16)

and by exploiting the projection operator:

T iτ = Projx{Ξiτ}, U iτ = Proju{Ξiτ}, (17)

the following result comes out.
Proposition 2: Let Tnew > 0, N > 0, {ΞiTnew

}Ni=1,

{U iTnew
}Ni=1, {T iTnew

}Ni=1 be given. If x(t) ∈ T i(t)Tnew
, ua(t) ≡

0, ya(t) ≡ 0 (attack free scenario), then the control input
uc(t) computed by means of the following convex optimization
problem

uc(t) = arg min
u
Jj(t)(x(t), u) s.t.

[x(t), u] ∈ ΞiTnew
, u ∈ U iTnew

(18)

and consecutively applied to (1) for Tnew time instants, guar-
antees: i) constraints fulfillment; ii) state trajectory confine-
ment, i.e. x(t + k) ∈ T i(t)−1

Tnew
, ∀k = 1, . . . , Tnew, despite any

realization of d(·) ∈ D and any choice of Jj(t)(x(t), u) ∈ J .
Proof - If x(t) ∈ T i(t)Tnew

then there always exists an admis-
sible command input uc(t) that is solution of the optimization
(18). Such a command, if consecutively applied to (1) for Tnew
steps, leads to the following state evolution for 1 ≤ t ≤ Tnew

x(t+k) = x(t+ k)u
c

+ xd(t+ k)

where

xu
c

(t+ k) := Akx(t) +
k−1∑
j=0

(AjB)uc(t)

xd(t+ k) :=
k−1∑
j=0

(AjBd)d(j)

Therefore, in virtue of the Pontryagin-Minkowski set differ-
ence recursion (15), if xu

c

(t+k) ∈ T̃ i−1
Tnew

then x(t+k)∈T i−1
Tnew

for any disturbance realization d(·) ∈ D. 2

Remark 4: Notice that the optimization (18) also allows to
adequately address DoS occurrences. In fact, if the DoS attack
has a time duration less or equal than Tnew time instants, then
the stored command u−1 can be repeatedly applied until a new
admissible data is received. 2

The next two sections will be devoted to deal with operating
scenarios where the malicious agent is capable to alter the last

command input ũ(t) received by the Actuator (see Fig. 2).
In such a case, the countermeasures of Proposition 2 are no
longer valid.

B. Pre-Check and Post-Check design

The aim of these units is to certify that at each time instant
t the received command ũ(t) and state measurement x(t) are
“coherent” with the expected set-level i(t) : ũ(t) ∈ U i(t)Tnew

and x(t)∈ T i(t)Tnew
. Notice that the sets U i(t)Tnew

and T i(t)Tnew
have

the same structure of (17) with τ ← Tnew and i ← i(t). In
particular, the following logical rules are exploited:

Pre-Check(i(t)):=
{
true if ũ(t) ∈ U i(t)Tnew

false otherwise
(19)

Post-Check(i(t)):=
{
true if x(t)∈ T i(t)Tnew

false otherwise
(20)

According to the Proposition 2 statement, the NC-CPS state
evolution and the applied commands are confined within
T i(t)Tnew

and U i(t)Tnew
, respectively, while the switching index i(t)

exhibits a monotonically non-increasing trend. Therefore, if
one of the set-membership checks (19)-(20) fails, then the
following actions need to be taken to ensure plant safety:

(a) if ũ(t) /∈ U i(t)Tnew
and x(t) ∈ T i(t)Tnew

, then ũ(t) is discarded
and a stored input, hereafter named u−1 := ũ(t − 1),
applied;

(b) if x(t) /∈ T i(t)Tnew
, then an harmful command has been

applied at the previous time instant ũ(t − 1) and, as
a consequence, the stored command u−1 is no longer
trustworthy. An admissible countermeasure consists in
applying at the next time instants the zero input u(t) ≡
0m (open-loop mode) and in triggering the detector to
reestablish safe communication channels.

Notice that in the scenario (a) the prescribed countermeasure
can be straightforwardly applied in virtue of Proposition 2,
whereas in the scenario (b) the prescribed countermeasure can
be safely applied only if the zero-input open-loop evolution
will remain confined within the controller Domain of Attrac-
tion (DoA), i.e.

Tnew⋃
k=1

(AkT i(t)Tnew
⊕
k−1∑
j=0

AjBdDx︸ ︷︷ ︸
first term

⊕Ak−1BU︸ ︷︷ ︸
second term

) ⊆
N⋃
j=1

T jTnew

(21)
where the first term accounts for the autonomous state evo-
lution of (1) and the second term for the perturbation arising
from the application of a single unknown admissible input.
Moreover, we denote with imax ≤ N the maximum set level
for which the following set-containment holds true

Tnew⋃
k=1

AkT imax

Tnew
⊕
k−1∑
j=0

AjBdDx ⊕Ak−1BU

 ⊆Nmax⋃
j=1

T jTnew

(22)
where the upper bound Nmax := min(N, imax + Tviol) is
introduced to deal with the possibility that a new attack
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can occur Tviol time instants after the recovery phase (see
Assumption 2).

The reasoning behind the introduction of (22) relies on the
following arguments. When communications are interrupted,
the NC-CPS (1) operates in an open-loop fashion under zero-
input actions. In such a scenario, the set-containment (22)
guarantees that, starting from any initial condition within
T imax

Tnew
, the resulting Tnew− steps state evolution is in the

worst case confined into
⋃Nmax

j=1 {T
j
Tnew
}. Therefore, feasibility

of the underlying RHC strategy is retained and the UUB
property of the closed-loop behavior of (1) guaranteed.

Remark 5: Note that the supervisor module cannot be
designed to replace the detector D(x̃(t)). To motivate this
statement we need to recall that if ũ(t) ∈ U i(t)Tnew

then the
supervisor is not able to understand if ũ(t) 6= uc(t). Therefore,
it cannot determine the expected robust one-step prediction set
X+(x(t), uc(t)) as done by D(x̃(t)). Moreover, uc(t) cannot
be re-computed (on the plant side) from the available state
measurement x(t) because the random function j(t), used to
compute uc(t), is unknown. On the other hand, the supervisor
module can only check if [x(t), ũ(t)] ∈ Ξ

i(t)
Tnew

as prescribed
by (16). 2

C. Supervisor and Actuator logics

The supervisor’s output map is defined as follows:

ω(t) = η(x(t), ũ(t))

η(·, ·) : IRn× IRm → {NORMAL, SKIP, REJECT}
(23)

where NORMAL refers to an attack not detected by nei-
ther the Pre-Check nor Post-Check units, SKIP if the last
received command input cannot be applied (the case (a))
and REJECT if communication channels cannot be reputed
“safe” (the case (b)). From a computational point of view,
the implicit map η(·, ·) can be described by the following
algorithm:

———— Supervisor Logic η(x(t), ũ(t)) ————

1: if Pre-Check(i)==true & Post-Check(i)==true then
2: ω(t) = NORMAL,
3: else
4: if Post-Check(i)==true & Pre-Check(i)==false then
5: w(t) = SKIP ; . Attack locally detected
6: else
7: w(t) = REJECT . Attack locally detected
8: end if
9: end if

10: Send ω(t) to the Actuator
Conversely, the Actuator exploits the following logical

rules:

———— Smart Actuator Logic ————

Initialization: u−1 = uc(0)

1: if ũ(t) = ∅ then . Input data loss (DoS)
2: u(t) = u−1; . Apply the stored command
3: else
4: if ω(t) == NORMAL then u(t) = ũ(t) . Normal

5: else
6: if ω(t) == SKIP then u(t) = u−1;
7: else u(t) = 0 . REJECT: open-loop mode
8: end if
9: end if

10: end if
11: Apply u(t) to the plant
12: u−1 ← u(t)

D. The RHC algorithm

In the sequel, a RHC based algorithm, hereafter denoted as
τ -ST-RHC, is developed.

τ -ST-RHC Algorithm

———— Control Center ————
(off-line)

Input: T 0, N, Tnew;

Output:
{

ΞiTnew

}N
i=0

,
{
T iTnew

}N
i=0

,
{
U iTnew

}N
i=0

, imax;

1: Compute the family of Tnew−steps state ahead control-
lable sets

{
ΞiTnew

}N
i=0

via recursions (16)

2: Determine
{
T iTnew

}N
i=0

,
{
U iTnew

}N
i=0

via the projections
(17);

3: Compute the maximum index imax complying with the
set-containment (21);

———— Control Center ————
(on-line)

Input: x̃(t),
{

ΞiTnew

}N
i=0

,
{
T iTnew

}N
i=0

,
{
U iTnew

}N
i=0

, imax,
J , F0;
Output: uc(t)
Initialization: status=no attack, timer=0;
Feasibility start condition: x(0) ∈

⋃Nmax

i=0 {T iTnew
}

1: if status== no attack then
2: if Detector(x̃(t))==attack then
3: status=attack
4: Disconnect the communication medium;
5: Goto 18
6: else
7: Find i(t) = arg mini : x̃(t) ∈ T iTnew

8: Uniform randomly choose j(t) ∈ J ;
9: if i(t) == 0 then uc(t) = f0j(t)(x̃(t))

10: else
11: Compute uc(t) by (18) with Jj(t)(x̃(t), u);
12: end if
13: end if
14: Send uc(t) to the actuator;
15: else . status=attack
16: Disconnect the communication medium;
17: if timer< Tnew then
18: timer=timer+1; . Channel re-connection phase
19: if connection-reestablished==true then
20: status==no attack; timer=0; and Goto 7;
21: end if
22: else
23: status==no attack; timer=0; Goto 7;
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24: end if
25: end if
26: t← t+ 1, goto Step 1

Theorem 1: Let the non-empty sequences{
ΞiTnew

}N
i=0

,
{
T iTnew

}N
i=0

,
{
U iTnew

}N
i=0

be given and
x(0) ∈

⋃Nmax

i=0 {T iTnew
}. Then, the supervisor logic, the

actuator logic and the τ -ST-RHC algorithm ensures the
constraints satisfaction and UUB property of the regulated
state trajectory regardless of any admissible attack scenario.

Proof - First, under free-attack scenarios, the optimization
(18) is always feasible despite any disturbance realization. In
fact, by construction, the τ− step controllable regions (16)
guarantee that at each time instant there exists an admissi-
ble command input u(t) compatible with (2). Moreover, the
regulated state trajectory x(·) will be driven to T 0

new in at
most N steps and there confined in virtue of its positively
invariant property. As long as DoS occurrences or FDI attacks
are concerned, two scenarios come out: 1) the controller-to-
actuator channel is not affected; 2) the controller-to-actuator
channel is affected. Under 1), the overall feasibility is kept
because, as shown in Lemma 1, the Tnew−step controllable
set guarantees that the last computed command uc(t) ∈ U
can be repeatedly applied for Tnew steps and the resulting
state trajectory will be confined into T i(t)Tnew

. Conversely, under
2), it has been shown in Section V-B that any attack event
can be promptly detected as soon as the corrupted state
trajectory x(t) does not belong to the expected level set, i.e.
x̃(t) /∈ T i(t)Tnew

. By denoting with t̄ the detection time instant, a
zero-input command is then repeatedly applied within the time
interval [t̄, t̄+Tnew− 1], see (21), while a guaranteed attack-
free communication is restored. Finally, by noticing that the
state trajectory is UUB in

⋃N
i=0{T iTnew

} despite the operating
scenario, the post attack recovery is always viable.

VI. ILLUSTRATIVE EXAMPLE

Consider the following continuous-time model [39][
ẋ1(t)
ẋ2(t)

]
=

[
1 4

0.8 0.5

] [
x1(t)
x2(t)

]
+

[
0
1

]
u(t)+

[
1
1

]
d(t)

subject to |u(t)| ≤ 5, |x1(t)| ≤ 2.5, |x2(t)| ≤ 10, |d(t)| ≤
0.05 and discretized by means of the forward Euler method
with a sampling time Ts = 0.02 sec. According to Assump-
tions 1-3, a reliable communication medium with Tnew = 4
time steps (0.08sec) and Tviol = 5 time steps (0.1sec)
is exploited. The initial state condition has been chosen
as x(0) = [−1.09, 5.11]T and a polyhedral family of 60
Tnew−steps controllable sets has been computed, see Fig. 5,
with x(0) ∈ T 45

Tnew
and the maximum set level imax = 45.

To appreciate the modus operandi of the proposed supervisor-
based control architecture of Fig. 2, the following attack
occurrences have been considered:

- (Attack 1: DoS on the actuation channel) Starting from
t = 0.14 sec, the actuator does not receive any new packet.
According to Step 2 of the Actuator Logic, the stored
command u(t) = uc(0.12) = 4.95 is safely applied because
both Pre-Check and Post-Check conditions are satisfied. At

4

6

2

0

-2

-4

-6
-1.5 -1 -0.5 0 0.5 1 1.5

Fig. 5.
{
T i
Tnew

}60

i=0
family (black polyhedra) and state trajectory (red solid

line). Blue arrows point to the current system state vector at the beginning of
each attack scenario.
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Fig. 6. Command inputs: actuator output u(t), corrupted signal ũ(t),
computed command uc(t).
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Fig. 7. Set-membership signal
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Fig. 8. Detector, Pre-Check and Post-Check flag signals.
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t = 0.16sec, the Detector identifies the attack (see Fig. 8)
because x̃(0.16) /∈X+ where

X+ ={x+∈ Rn: x+ =Ax̃(0.14)+Buc(0.14)+Bdd, d∈D}

As prescribed in Steps 17-24 of the τ -ST-RHC algorithm, the
existing communications are interrupted and the procedure to
reestablish safe channels ends at t = 0.24 sec.

- (Attack 2: DoS on the sensor-to-controller channel) Within
the time interval [0.34 0.40] sec, the state measurements are
not received by the control center, therefore the detector logic
triggers an anomaly. As a consequence, the communication
is disconnected and data losses occur on the actuator side:
again the admissible stored command is exploited, i.e. u(t) =
uc(0.32) = −4.19 is applied, see Fig. 6.

- (Attack 3: simple FDI on the actuation channel) At
t = 0.52 sec, a malicious agent injects ua(0.52) = 2 on
the current input uc(0.52) = −4.91 as prescribed in (6).
Although the received command ũ(0.52) = −2.91 is still
admissible as testified by the Pre-Check unit, the consequence
is that x(0.54) ∈ T 20

Tnew
while the expected set-membership

prescribes that it should belong to T 18
Tnew

. Then, the Post-
Check identities an attack and, at the next time instant, com-
munications are blocked. From 0.53 sec onward, the actuator
logic set the open-loop mode, i.e. u(t) = 0. Although during
the channel re-connection phase, which ends at t = 0.60 sec,
the set-membership signal i(t) increases (see Fig.7), this does
not compromise the feasibility retention because x(0.53) ∈
{T iTnew

}imax
i=0 and the zero-input state evolution will remain

there confined.
- (Attack 4: Constrained coordinated FDI attack) At t =

3.84 sec, with x(3.83) ∈ T 0
Tnew

the coordinated attack (12)-
(13) starts. The malicious control action is computed by
solving the following optimization problem

ũ(t) = arg max
u
||Ax+Bu||, s.t. Ax+Bu ∈ T̃ 0, u ∈ U

aiming to keep the regulated state trajectory as far as possible
from zero while remaining in the terminal region (to avoid
detection), see Figs. 5, 7. The malicious agent is capable to
remain stealthy until t = 4.24 sec because it is not possible to
discriminate between attack occurrences and disturbance/noise
realizations, i.e. x̃(t) ∈ X+, ∀t ∈ [3.84, 4.24] sec. In fact the
corrupted command is such that ũ(4.24) = −5.025 /∈ U0

Tnew

and, as a consequence, the Pre-Check is capable to detect
the anomalous event. This comes out thanks to the time-
varying nature of the optimization (18) that is unknown to the
malicious agent which in turn imposes ũ(4.24) = ûc(4.24) +
ua(4.24), with ua(4.24) = 4.993 and ûc(4.24) the assumed
value of uc(4.24). Since the malicious agent is not aware
about the current performance index Jj(t)(x̃(t), u), then it
cannot exactly determine uc(4.24), but it can only guess its
value. In the specific, at t = 4.24 sec, the attacker obtains
ûc(4.24) = −0.032 instead of uc(4.24) = −0.059, causing
ũ(4.24) /∈ U0

Tnew
.

As expected, under attack-free scenario, from t = 4.32sec
onward, the regulated state trajectory asymptotically converges
to the origin.

Finally, to highlight the capabilities of the proposed wa-
termarked detector, in Figs. 9-10, we compare the state and

-5
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1

3

5
         , J fixed

           , J random

A
T
T
A
C
K
4

0 1 2 3 4 5 6 7 3.84 4.32
Time [sec]

Fig. 9. Actuator output signals, u(t), comparison: optimization with fixed
cost function (green dotted line), optimization with random cost function (blue
solid line).

-0.02
-0.01

0
0.01
0.02

3 3.5 4 4.5 5 5.5 6 6.5 7-0.2
-0.1

0

0.1
0.2

ATTACK 4

Time [sec]
 3.84 4.32

           , J fixed
              ,J random

              ,J random
           , J fixed

Fig. 10. Plant state vector, x(t), comparison: optimization with fixed cost
function (green dotted line), optimization with random cost function (blue
solid line).

control signal evolution in the presence of the basic set-based
passive detector (labeled as “J fixed” in the figures) and
enhanced active anomaly detector (labeled as “J random” in
the figures). By focusing the attention on attack 4 (highlighted
regions in Figs. 9-10), it is clear that the basic passive detector
is not capable to detect the attack occurrence: therefore,
differently from the enhanced active detection strategy (con-
tinuous lines), the attack is never removed, and the resulting
chattering-like detrimental behaviors give rise to a significant
loss of performance.

For the interested reader, then simulation demos are avail-
able at the following web link: https://goo.gl/wruW1T.

VII. CONCLUSIONS

In this paper, a novel resilient control framework has been
developed in order to mitigate the undesired effects arising
when stealthy attacks affect the nominal behavior of con-
strained CPS. The idea is to combine into a unique framework
the set-theoretic based RHC approach with watermarking-like
arguments: this allows one to provide formal countermea-
sures to DoS and FDI attacks. Moreover, it is proved that
constraints satisfaction and Uniform Ultimate Boundedness of
the regulated system are satisfied regardless of any admissible
attack occurrence. Future studies will be devoted to analyze
the capability of the proposed framework to efficiently deal
with stochastic scenarios by exploiting backward and forward
stochastic reachability arguments in place of the robust coun-
terparts used in this paper.
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