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Abstract 
Current�QA�systems�can�generate�reasonable-
sounding� yet� false� answers� without� explana-
tion� or� evidence� for� the� generated� answer,�
which�is�especially�problematic�when�humans�
cannot� readily� check� the� model’s� answers.�
This�presents�a�challenge�for�building�trust�in�
machine�learning�systems.�We�take�inspiration�
from�real-world�situations�where�difficult�ques-
tions� are� answered� by� considering� opposing�
sides� (see� Irving� et� al.,� 2018).� For� multiple-
choice� QA� examples,� we� build� a� dataset� of�
single�arguments�for�both�a�correct�and�incor-
rect�answer�option�in�a�debate-style�set-up�as�
an� initial� step� in� training� models� to� produce�
explanations for� two�candidate� answers.� We�
use� long�contexts—humans� familiar�with� the�
context�write�convincing�explanations�for�pre-
selected�correct�and�incorrect�answers,�and�we�
test� if� those� explanations� allow� humans� who 
have not read the full context to� more� accu-
rately� determine� the� correct� answer.� We� do�
not� find� that� explanations� in� our� set-up� im-
prove� human� accuracy,� but� a� baseline� condi-
tion�shows�that�providing�human-selected�text�
snippets�does�improve�accuracy.�We�use�these�
findings�to�suggest�ways�of�improving�the�de-
bate�set�up�for�future�data�collection�efforts.�

Introduction 

Challenging�questions�that�humans�cannot�easily�
determine�a�correct�answer�for�(e.g.,� in�political�
debates� or� courtrooms)� often� require� people� to�
consider�opposing�viewpoints�and�weigh�multiple�
pieces�of�evidence�to�determine�the�most�appropri-
ate�answer.�We�take�inspiration�from�this�to�explore�
whether�debate-style�explanations�can�improve�how�
reliably�humans�can�use�NLP�or�question�answer-
ing�(QA)�systems�to�answer�questions�they�cannot�
readily�determine�the�ground-truth�answer�for.�

As�QA�models�improve,�we�have�the�opportu-
nity�to�use�them�to�aid�humans,�but�current�models�
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do�not� reliably�provide�correct� answers� and,� in-
stead,�often�provide�believable�yet�false�responses�
(Nakano�et�al.,�2021,�i.a.).� Without�access�to�the�
ground�truth,�humans�cannot�directly�determine�if�
an�answer�is�false,�especially�if�that�answer�comes�
with�a�convincing-sounding�explanation.� A�solu-
tion�could�be�for�QA�systems�to�generate�expla-
nations�with�evidence�alongside�different�answer�
options,�allowing�humans�to�serve�as�judges�and�
assess�the�validity�of�the�model’s�competing�expla-
nations�(Irving�et�al.,�2018).� This�approach�may�
be�most�useful�when�humans�cannot�readily�deter-
mine�the�ground�truth.� This�is�the�case�for�dense�
technical�text�requiring�expert�knowledge�and�for�
long�texts�where�the�answer�is�retrievable,�but�it�
would�take�significant�time;�we�consider�the�latter�
as�a�case�study.�

We�create�a�dataset�of�answer�explanations�to�
long-context�multiple�choice�questions�from�QuAL-
ITY�(Pang�et�al.,�2021)�as�an�initial�step�in� this�
direction.�The�explanations�are�arguments�for�pre-
determined�answer�options;�crucially,�we�collect�
explanations�for�both�a�correct�and�incorrect�option,�
each�with�supporting�evidence�from�the�passage,�
to�create�debate-style�explanations.�To�assess�the�
viability�of�this�data�format,�we�test�if�humans�can�
more�accurately�determine�the�correct�answer�when�
provided�with�debate-style�explanations.�

We�find�that� the�explanations�do�not� improve�
human�accuracy�compared�to�baseline�conditions�
without�those�explanations.� This�negative�result�
may�be�specific�to�the�chosen�task�set-up,�so�we�
report�the�results�and�release�the�current�dataset�
as� a� tool� for� future� research� on� generating� and�
evaluating�QA�explanations.� We�offer� concrete�
suggestions�for�future�work�that�builds�on�the�cur-
rent�dataset�and�alters�the�task�set�up�in�a�way�that�
allows�humans�to�more�accurately�determine�the�
correct�answer.�The�ultimate�goal�is�to�develop�a�
fine-tuning�dataset�for�models�that�can�both�explain�
why�a�potential�answer�option�is�correct�and�cite�
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the�evidence�that�is�the�basis�for�that�explanation�in�
a�way�that�humans�find�understandable�and�helpful,�
even in the context of an unreliable system.�

2 Related Work 

Prior�work�has�explored�using�models�to�generate�
explanations�(Camburu�et�al.,�2018;�Rajani�et�al.,�
2019;�Zellers�et�al.,�2019),�but�there�is�limited�work�
on�using�those�explanations�to�verify�the�model’s�
prediction,�particularly�when�a�human�cannot�per-
form�the�task�directly.� Such�a�dataset�would�be�
useful,�as�model�explanations�can�aid�humans�in�
tasks�such�as�medical�diagnosis�(Cai�et�al.,�2019;�
Lundberg�et�al.,�2018),�data�annotation�(Schmidt�
and�Biessmann,�2019)�and�deception�detection�(Lai�
and� Tan,� 2019).� However,� Bansal� et� al.� (2021)�
highlight�that�these�studies�use�models�that�outper-
form�humans�at�the�task�in�question,�undermining�
the�motivation�for�providing�a�model’s�explanation�
alongside�its�prediction.� When�the�performance�
of�models�and�humans� is� similar,� current�expla-
nation�methods�do�not�significantly�help�humans�
perform�tasks�more�accurately�(Bansal�et�al.,�2021).�
However,�explanations�based�on�a�mental�model�of�
the�human’s�predicted�actions�and�goals�can�reduce�
task�completion�time�(Gao�et�al.,�2020).�We�address�
these�shortcomings�by�collecting�data�for�training�
models�to�provide�explanations�on�tasks�that�would�
otherwise�be�time-consuming�for�humans.�

In�addition�to�task�characteristics,�several�quali-
ties�of�the�model�explanation�affect�the�helpfulness�
of�human-AI�collaboration:�Machine-generated�ex-
planations�only�improve�human�performance�when�
the� explanations� are� not� too� complex� (Ai� et� al.,�
2021;�Narayanan�et�al.,�2018).�And�though�users�
want�explanations�of�how�models�mark�answers�
incorrect,�most�explanations�that�models�output�fo-
cus�on�the�option�selected�(Liao�et�al.,�2020).�Our�
dataset�addresses�this�by�including�evidence�and�
explanations�for�both�correct�and�incorrect�options�
to�each�question,�enabling�models�trained�on�it�to�
present�arguments�for�more�than�one�answer.�

3 Argument Writing Protocol 

We�build�a�dataset�of�QA�(counter-)explanations�
by�having�human�writers�read�a�long�passage�and�
construct�arguments�with�supporting�evidence�for�
one�of�two�answer�options.�We�then�present�the�ex-
planations�side-by-side�to�a�human�judge�working�
under�a�strict�time�constraint,�who�selects�which�
answer�is�correct�given�the�two�explanations.�

Passage and Question Selection We� use� pas-
sages�and�questions�from�a�draft�version�of�the�re-
cent�long-document�QA�dataset,�QuALITY�(Pang�
et�al.,�2021).�In�QuALITY,�most�passages�are�sci-
ence�fiction�stories�of�about�5k�words�with�20�four-
option�multiple-choice�questions.� We�determine�
which�of�the�three�incorrect�options�is�best�suited�
to�have�a�convincing�argument�by�identifying�cases�
where�(i)�humans�in�a�time-limited�setting�incor-
rectly�selected�that�choice�at�least�3/5�times,�and/or�
(ii)�humans�who�read�the�entire�passage�selected�
that�choice�as�the�best�distractor�item�more�than�
half� the� time.� We�discard�questions�without�an�
incorrect�answer�option�meeting�either�criteria.�

Writing Task We�recruit�14�experienced�writers�
via�the�freelancing�platform�Upwork�(writer�selec-
tion�details�are�in�Appendix�A).�We�assign�each�
writer�up�to�26�passages.� Each�passage�has�7–15�
2-option�multiple�choice�questions�(avg.�of�13.3).�
We�have�writers�construct�an�argument�(max�500�
characters)�and�select�1–3�supporting�text�snippets�
(max�250�characters)�for�one�of�those�two�options�
(Table�1),� with� the� rate�of�correct� and� incorrect�
options�assigned�to�each�writer�roughly�equal.�

We�encourage�writing�effective�arguments�by�
awarding�writers�a�bonus�each�time�a�worker�in�
the�judging�task�selects�the�answer�they�wrote�an�
argument�for.�Including�bonuses,�workers�average�
$21.04/hr,�after�taking�Upwork�fees�into�account.�
Further�details�are�in�Appendix�A,�and�a�description�
of�the�writing�interface�is�in�Appendix�B.�

Final Dataset We�release�a�dataset�of�both�cor-
rect�and�incorrect�arguments�with�selected�text�snip-
pets�and�the�results�of�the�judgment�experiment�as�
a�tool�for�researchers.�These�datasets�are�available�
at�github.com/nyu-mll/single_turn_debate.�As�we�
use�passages�from�a�draft�version�of�QuALITY,�we�
do�not�release�arguments�from�passages�in�their�
non-public�test�set.� The�final�dataset�that�we�re-
lease�contains�2944�arguments�(50%�correct)�from�
112�unique�passages,�each�with�an�average�of�2.4�
text�snippets.�

4 Judging Protocol 

We�test�the�effectiveness�of�the�arguments�by�hav-
ing�human�judges�answer�the�multiple-choice�ques-
tion.�To�ensure�that�the�judges�cannot�simply�read�
the�passage�to�find�the�answer�themselves,�we�give�
them�only�90�seconds�of�access�to�the�passage�along�
with�the�arguments�and�text�snippets.�To�determine�
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Question:�What clearly showed a sense humbleness presented by Si? 
Correct option:�His lack of awareness that he would be Incorrect option:� His quaint behavior at the banquet 
considered a celebrity at the Kudos Room. where he was presented with a gold watch. 

Argument 
Si� clearly� puts� the� Ku-
dos� Room� on� a� pedestal�
as� a� place� for� the� top�
echelons� of� society� and�
feels� humbled� to� be� sit-
ting� there,� even� thinking�
back� to� how� he� dreamed�
about� it� while� sitting� in�
his� space� craft� (#1).� He�
seems� taken� aback� when�
Natalie�recognises�him�as�
the�famous�space�pilot�and�
even� seems� to� downplay�
his�status�and�accomplish-
ments�(#2).�While�Natalie�
seems� star-struck� by� his�
presence,�he�seems�equally�
star-stuck� by� her� beauty,�
showing�how�humble�he�is�
despite�being�famous�(#3).�

Text snippets 
(1)�Well,� this�was�something�
like� it.� This�was� the� sort�of�
thing�he’d�dreamed�about,�out�
there�in�the�great�alone,�seated�
in�the�confining�conning�tower�
of�his�space�craft.� He�sipped�
at�the�drink,�finding�it�up�to�his�
highest�expectations�
(2)� The� girl,� her� voice� sud-
denly� subtly� changed,� said,�
"Why,�isn’t�that�a�space�pin?"�
Si,�disconcerted�by�the�sudden�
reversal,�said,�"Yeah�...�sure."�
(3)�Imagine�meeting�Seymour�
Pond.� Just�sitting�down�next�
to�him�at�a�bar.� Just�like�that.�
"Si,"�Si�said,�gratified.� Holy�
Zoroaster,�he’d�never�seen�any-
thing�like�this�rarified�pulchri-
tude.�Maybe�on�teevee�

Argument 
It’s�clear� from�#1�and�#2�
that� in� the� professional�
world�in�which�Si�moved,�
a� high� standard� of� living�
was�expected.�Symbols�of�
prestige�were�also�consid-
ered�desirable�in�this�social�
world,�reflected�by�him�be-
ing�awarded�a�gold�watch�
(see� #3).� However,� it’s�
clear� that�Si� doesn’t� care�
for�symbols�of�prestige�like�
gold�watches,�prefer�more�
practical�items�instead�Nor�
is�he�desirous�of�a�higher�
standard�of�living.�He�only�
wants� enough� money� to�
meet�life’s�necessities.�

Text Snippets 
(1)� They� hadn’t� figured� he�
had� enough� shares� of� Basic�
to� see� him� through� decently.�
Well,�possibly�he�didn’t,�given�
their�standards.�But�Space�Pi-
lot�Seymour�Pond�didn’t�have�
their�standards.�
(2)�He’d�had�plenty�of�time�to�
think�it�over.�It�was�better�to�re-
tire�on�a�limited�crediting,�on�
a�confoundedly�limited�cred-
iting,�than�to�take�the�two�or�
three�more�trips�in�hopes�of�at-
taining�a�higher�standard.�
(3)�In�common�with�recipients�
of� gold� watches� of� a� score�
of�generations�before�him,�Si�
Pond� would� have� preferred�
something�a�bit�more�tangible�
in�the�way�of�reward�

Table�1:�Example�of�opposing�arguments,�with�extracted�evidence,�for�two�options�to�a�question�from�QuALITY�
about�a�science-fiction�story.�The�full�passage�for�this�example�is�at�gutenberg.org/ebooks/52995.�

whether�the�arguments�affect�human�accuracy,�we�
compare�the�performance�of�workers�who�see�those�
arguments�and�snippets�to�the�performance�of�work-
ers�who�do�not�see�the�arguments�and�workers�who�
see�neither�the�arguments�nor�the�text�snippets.�

Judging Task Protocol We�recruit�194�workers�
via�Amazon�Mechanical�Turk�(MTurk;�recruitment�
details�are� in�Appendix�C).�Each�worker� judges�
which�of�two�answer�options�is�correct,�given�just�
90�seconds.�The�worker�has�unlimited�time�to�read�
the�question� and� answer�options�before� starting�
a�90-second�timer.� Once�the�timer�is�started,�the�
worker�can�view�the�entire�passage,�as�well�as�the�
arguments�and�text�snippets�for�each�answer�option.�
Clicking�on�the�snippets�scrolls�to�and�highlights�
the�relevant�section�of�the�passage�so�that�the�snip-
pet�can�be�viewed�in�context.�Once�the�timer�runs�
out,�the�worker�has�30�seconds�to�finalize�their�an-
swer�before�the�task�auto-submits,�though�workers�
can�submit�their�answer�at�any�time.�After�submit-
ting,�workers�see�immediate�feedback�about�their�
accuracy�to�help�them�improve�over�time�and�to�
increase�engagement.�Each�question�is�judged�by�
three�unique�workers,�and�we�ensure�workers�are�
paying�attention�with� catch� trials� (Appendix�E).�
Details�on�the�judging�interface�are�in�Appendix�D.�

Payment and Bonus Structure Workers�receive�
$0.15�per�task�and�a�bonus�of�$0.40�for�each�correct�

answer.� We�aim�for�the�low�base�pay�and�gener-
ous�bonuses�to�disincentivize�guessing.�Assuming�
workers�spend�90�seconds�per�task,�including�read-
ing� the�question�and�answer�options,2� a�worker�
with�an�accuracy�of�65%�earns�$16.40/hr.�

Baselines We�include�two�additional�conditions�
to�better�understand�the�effects�of�arguments�in�this�
time-limited�setting.�The�main�protocol�is�the�pas-
sage+snippet+argument condition (PSA).� The�
baselines�present�just�the�passage+snippet (PS) or�
just�the�passage with no supporting evidence (P).�
All�other�details�of�the�protocol�remain�the�same.�
Each�worker�only�sees�tasks�in�one�condition�at�a�
time,�but�through�three�rounds�of�data�collection,�
they�alternate�through�the�conditions�in�a�random�
and�counterbalanced�way.� No�worker�judges�the�
same�question�in�multiple�conditions.�

Pilot Judges During�the�writing�phase,�we�use�a�
smaller�pool�of�workers�who�we�qualify�as�an�initial�
group�of�judges�to�gather�feedback�for�the�writers�
and�determine�their�bonuses.� In�this�group,�five�
judges�rate�each�question,�and�we�test�the�effects�of�
different�time�limits,�which�vary�in�different�rounds�
between�60,�90,�or�120�seconds.�These�pilot�results�
are�not�part�of�our�main�results,�but�we�include�the�
pilot�results�and�details�about�the�pilot�judges�in�

2Median�completion�times�after�starting�the�timer�were�
about�60s,�so�total�completion�times�were�likely�<90s.�
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Figure� 1:� Proportion� of� workers� who� answered� each�
question�correctly�in�each�condition.� P� is�passage;�S� is�
snippets;�A�is�arguments�

Appendix�F.�All�other�task�details�are�the�same�as�
for�the�main�judges.�

Results 

In�addition�to�the�primary�comparison�across�con-
ditions,�we�conduct�exploratory�analyses�to�better�
understand�effects�of�the�task�set-up�on�workers’�re-
sponse�behavior.�Results�on�features�of�arguments�
and�text�snippets�are�in�Appendix�I.�

Comparison Across Conditions Workers� are�
more�accurate�when�they�have�access�to�text�snip-
pets,�and�they�are�the�most�accurate�in�the�PS�con-
dition,�indicating�no�clear�effect�of�the�arguments.�
Figure�1�shows�the�accuracy�rates�by�question�in�
each�of�the�conditions.�Both�unanimous�agreement�
(3/3�workers�correct)�and�majority�vote�agreement�
(�2/3�workers�correct)�show�that�workers�are�most�
accurate�in�PS�and�least�accurate�in�P.�

Effects of Time We�investigate� if�workers�get�
more�accurate�at�this�task�over�time�to�see�if�they�
are�learning�task-specific�strategies.�Workers’�ac-
curacy�does�improve�slightly�over�time,�by�about�
4�percentage�points�in�each�condition�between�the�
first�10�tasks�and�final�10�(Appendix�I,�Figure�8).�
The�accuracy� increase� is�small�and�could�be�ac-
counted�for�by�workers�becoming�more�familiar�
with�the�task�format�or�by�figuring�out�a�moder-
ately�effective�strategy.�

Most�workers�submit�an�answer�before�the�90s�
timer�ends.�Median�completion�times�are�longest�
in�P� (69s)�and�similar�between�PS� (54s)�and�PSA�
(57s).� The�average�time�spent�varies�by�worker,�
so�we�check�if�spending�more�time�leads�to�higher�
accuracy.�However,�there�is�no�correlation�between�
workers’�average�task�time�and�average�accuracy�
(Appendix�I,�Figure�9).�

Follow-up Survey We�release�a�paid�survey�to�
workers�who�completed�at�least�10�tasks�in�each�
condition�to�ask�about�what�strategies�they�used�
and�to�better�understand�their�reactions�to�the�argu-
ments.� 102�workers�qualified�for�the�survey,�and�
91�completed�it.� Workers�who�reported�reading�
the�snippets�had�significantly�higher�accuracy�in�PS�
and�PSA�compared�to�workers�who�did�not�report�
reading�them.� However,� there�are�no�significant�
differences�in�PSA�accuracy�based�on�whether�the�
workers�reported�reading�the�arguments�or�ignoring�
them.� A�quarter�of�workers�reported�mistrusting�
the�arguments;�though�mistrust�does�not�correlate�
with�performance,�see�Appendix�I�for�discussion.�

6 Discussion 

We�find�it�likely�that�explanations�will�be�beneficial�
to�users�in�some tasks�under�some conditions.�The�
prevalence�of�a�debate-style�set�up�in�real-world�
settings�(e.g.,� courtrooms3)�makes� this�an�a pri-
ori reasonable�area�for�systematic�exploration,�but�
the�current�study�is�limited�in�its�scope�and�is�not�
strong�evidence�against�the�broad�potential�useful-
ness�of�such�a�set-up.�The�current�experiments�are�
a�case�study�in�creating�a�scenario�where�humans�
are�unable to�be�sure�about�their�answer,�but�they�
have�access�to�evidence�to�help�identify�the�correct�
response.�The�finding�that�a�quarter�of�workers�mis-
trusted�the�arguments�raises�the�issue�of�whether�an�
approach�that�gives�users�misleading�information�
from�the�outset�is�on�the�wrong�track.� However,�
we� already� know� QA� models� provide� false� and�
misleading�information;�this�behavior�has�the�po-
tential�to�be�more harmful�when�it�is�not�explicit�
that�generated�explanations�may�be�wrong.�

One�reason�that�the�arguments�were�more�mis-
leading�than�helpful�to�some�workers�could�be�that�
the�correct�and�incorrect�arguments�were�indepen-
dent of�each�other.�The�strength�of�debate�for�de-
termining�the�true�answer�could�rely�on�counter-
arguments�that�explicitly�reference�deficiencies�of�
the�other�argument.� It�is�therefore�possible�that�a�
multi-turn setting�is�needed�for�debate�to�be�helpful,�
but�we�leave�this�as�a�question�for�future�research.�

The�time�limit�that�we�use�makes�the�task�more�
artificial� than� we’d� like.� However,� pilot� results�
(Appendix�F)�show�that�variations�between�60�and�
120�seconds�make�virtually�no�difference�in�perfor-
mance.�It�is�possible�that�120s�is�still�too�short,�and�
so�workers�rushed�through�the�task�as�much�as�they�

3We�are�not suggesting�this�be�used�in�actual courtrooms.�
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did�with�60s,�but�we�would�have�expected�this�to�
vary�more�by�worker,�and�the�general�trend�is�that�
people�are�slightly�less accurate�at�120s�than�at�90s.�

Conclusion 

We�set�out� to� test�whether�providing�users�with�
arguments�for�opposing�answer�options�in�a�mul-
tiple�choice�QA�task�could�help�humans�be�more�
accurate,�even�when�they�haven’t�read�the�passage.�
The�results�indicate�that�the�task�set�up�had�little�
to�no�effect�on�accuracy,�but� it� raises�new�ques-
tions�and�possible�future�directions�for�when�such�
explanations�may�be�useful.�
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A Writing Task Details 

Writer Recruitment We�list�our�task�on�the�free-
lancing�platform�Upwork�as� a�writing� job�open�
to�all�workers.�We�received�112�applications�and�
selected�26�of�the�most�qualified�writers�to�com-
plete�a�qualification�task�(2�chose�not�to�complete�
the�qualification).� The�24�writers�who�finish�the�
qualification�task�are�paid�$36.00�to�complete�(i)�a�
tutorial�task�that�consists�of�a�full�passage�and�10�
example�arguments�with�supporting�text�snippets�
and�explanations�about�how�each�argument�is�con-
structed,�followed�by�(ii)�a�qualification�task�that�
consists�of�reading�a�new�passage�and�constructing�
10�arguments�with�supporting�text�snippets.�Each�
submission�is�evaluated�on�a�numeric�scale�by�two�
of�the�authors�and�rated�for�how�convincing�the�
argument�is,�how�useful�the�snippets�are,�and�how�
closely�the�argument�needs�to�be�read�to�select�that�
answer�or�exclude�the�other�answer�option�(in�or-
der�to�make�sure�the�writers�can�construct�clear�and�
concise�arguments).�We�aggregate�these�results�for�
each�writer�by�z-scoring�the�ratings�by�each�evalu-
ator’s�scores,�and�then�averaging�across�questions�
for�each�metric.�We�select�the�top-performing�14�
writers�to�continue�on�to�the�main�writing�task.�

Pay and Bonus Structure We�pay�writers�a�base�
rate�of�$18�per�passage.� As� it� is�more�difficult�
to�write�a�convincing�explanation�for�an�incorrect�
answer�compared�to�a�correct�one,�we�award�writers�
a�bonus�of�$0.10�for�each�time�a�judge�selects�their�
argument�for�a�correct�answer�and�$0.50�for�each�
time�a�judge�selects�their�argument�for�an�incorrect�
answer�option.� Which�answer�option� is� correct�
and�which�one�is�incorrect�is�not�revealed�to�the�
writers�during�the�writing�task;�they�only�see�this�
information�once�they�receive�feedback�about�how�
the�judges�performed,�at�which�point�they�find�out�
how�much�of�a�bonus�they�earned.�

As�stated�in�the�main�text,�each�passage�in�our�fi-
nal�dataset�has�7–15�2-option�multiple�choice�ques-
tions�(avg.�of�13.3).�However,�in�the�full�task�given�
to�writers,�they�constructed�arguments�for�11-15�
questions�per�passage�(average�14.2),�but�we�later�
determined�from�metadata�in�QuALITY�that�some�
questions�were�ambiguous,�and�we�removed�those�
questions�from�the�dataset.�

Each�multiple�choice�question�is� judged�by�5�
different�crowdworkers�(see�Appendix�F�for�infor-
mation�on� these� judges),� and� the�average�bonus�
rate�per�passage�is�$7.43�(range�$2.90�- $15.30),�
for�an�effective�average�hourly�rate4� of�$21.04/hr�
after�taking�into�account�Upwork�fees.5�

B Writer Interface 

The� interface� for� writers� includes� a� dashboard�
where�the�writer�can�view�the�passages�that�we�as-
sign�them,�along�with�a�progress�bar�for�that�batch�
of�work.�Each�passage�contains�a�pane�with�the�full�
passage�and�another�pane�with�the�questions�with�
both�answer�options.� Writers�select�text�snippets�
by�highlighting�the�relevant�portion�of�the�passage�
and�clicking�an�’add�snippet’�button.� Writers�are�
restricted�from�writing�arguments�longer�than�500�
characters�or�text�snippets�longer�than�250�charac-
ters�to�encourage�conciseness�and�to�ensure�that�
judges�will�be�able�to�read�the�arguments�within�the�
time�limit.�The�writer�must�both�write�an�argument�
and�select�at�least�one�text�snippet�for�each�answer.�
In�order� to�keep� the�method�of� referencing� text�
snippets�as�consistent�as�possible�across�different�
writers�with�the�ultimate�goal�of�being�able�to�train�
an�LM�to�generate�similar�arguments,�we�instruct�
the�writers�that�they�should�reference�the�snippets�
they�select�in�a�uniform�way,�by�either�referring�to�
the�argument�as�‘#1’�or�by�placing�the�argument�
number�in�parentheses�after�the�relevant�part�of�the�
argument,�as�if�it�were�a�citation.�

Once�all�the�arguments�have�gone�through�the�
judging�phase,�the�writers�can�view�the�feedback�
via�their�dashboard�to�see�how�each�of�their�argu-
ments�performed.�This�dashboard�lists�how�many�
judges�from�the� PSA� condition�chose�their�argu-
ment,�along�with�how�much�of�a�bonus�they�earned.�
This�feedback�remains�available�to�the�writers�as�
they�write�the�next�round�of�arguments.�

C Judging Task Crowdworker 
Recruitment 

We�recruit�judges�via�Amazon�Mechanical�Turk�
(MTurk)�using�a�question-answering�qualification�
task�that�is�open�to�workers�with�at�least�a�98%�HIT�
approval�rating�and�at�least�5000�HITs�completed;�
this�task�pays�$2,�with�a�bonus�of�$1�for�anyone�

4We�estimate�it�takes�one�hour�to�complete�each�passage�
based�on�pilot�runs�and�discussion�with�the�writers�

5Unlike�other�crowdsourcing�platforms�like�MTurk,�Up-
work�charges�fees�on�the�worker’s�end,�and�these�fees�change�
depending�on�how�much�has�already�been�paid�to�that�worker.�
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Figure�2:�Argument�writing�interface.�In�this�example,�two�text�snippets�have�been�selected�for�Question�1.�

who�passes,�and�takes�approximately�8-10�minutes�
to�complete.�In�this�task,�workers�read�5�passages�
of�105–184�words�and�then�answer�2�four-option�
multiple�choice�questions�about�each.� A�total�of�
400�workers�complete�this�task,�and�249�of�them�
achieve�an�accuracy�above�the�threshold�of�90%.�
Of� these�qualified�workers,� 194�of� them�end�up�
completing�the�main�task.�

D Judging Interface 

Judging� interfaces� are� mostly� the� same� in� each�
condition,� and�only�vary� in�what� information� is�
revealed�when�a�worker�hits�the�’start�timer’�but-
ton�(in�addition�to�corresponding�changes�in�the�
instructions).� Figure�3�shows�the�state�of�the�UI�
before�a�worker�starts�the�timer.�At�this�point,�the�
worker�only�has�access�to�the�question�and�the�two�
answer�options.� The�worker� is�unable� to� select�
either�option�before�starting�the�timer.�

Figure�4�shows�an�example�from�PSA�where�af-
ter�clicking�’start�timer,’�the�passage,�text�snippets,�
and�arguments�for�each�of�the�two�answer�options�
is�revealed.�As�the�worker�scrolls�down,�the�timer�
remains�visible�at�the�top�of�the�screen.� Clicking�
on�any�of�the�text�snippets�auto-scrolls�to�the�rele-

vant�portion�of�the�passage�and�shows�color-coded�
highlights�from�the�text�that�match�the�text�snippets�
under�each�argument.� After�selecting�an�answer,�
the�worker�scrolls�to�the�bottom�of�the�screen�to�hit�
the�’submit’�button.�

If�the�timer�runs�out�and�the�worker�still�has�not�
hit�the�’submit’�button,�all�the�information�that�was�
presented�when�they�hit�’start�timer’�disappears�and�
the�worker�has�30�additional�seconds�to�select�one�
of�the�two�options�and�click�’submit,’�as�shown�in�
Figure�5.�If�this�final�timer�runs�out,�the�task�auto-
submits�and�the�response�is�recorded�as�having�no�
selection,�which�we�mark�as�an�incorrect�response.�

E Catch Trials 

We�use�catch� trials,� tasks� that� look� like� the� test�
trials�but�are�specifically�constructed�to�be�able�to�
be�correctly�answered�given�a�short�time�limit,�to�
assess� if�workers� are�paying�attention�and�mak-
ing�an�effort�in�the�task.� In�the�P� condition,� the�
catch�trials�are�taken�from�the�ones�used�in�QuAL-
ITY�that�were�constructed�to�be�answerable�within�
one�minute�by�skimming�the�passage�or�using�a�
search�function�(e.g.,�they�include�a�direct�quote�
that�can�be�searched�for�with�an�in-browser�search�
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Figure�3:�Judging�UI�before�starting�the�90s�timer.�

function�like�ctrl+F).�In�the�PS�and�PSA�conditions,�
we�construct�catch�trials�by�mismatching�the�argu-
ment�and/or�snippet�from�another�question�in�that�
passage�onto�the�incorrect�answer�option.� In�this�
way,�it�should�be�obvious�to�any�worker�making�a�
faithful�attempt�at�the�task�which�answer�option�is�
correct,�as�one�of�them�is�paired�with�an�unrelated�
argument�and/or�set�of�text�snippets.�

Throughout� data� collection,� we� mix� approxi-
mately�10%�of�the�tasks�with�catch�trials.�In�order�
to�determine�which�workers�maintain�the�qualifica-
tion�to�complete�more�tasks,�we�continuously�mon-
itor�accuracy�on�these�catch�trials.�Once�workers�
have�completed�at�least�five�catch�trials�in�a�given�
condition,� if� their�accuracy�on� these�falls�below�
60%,�we�prevent�them�from�completing�any�more�
tasks.�Although�this�method�relies�on�workers�hav-
ing�already�completed�a�significant�number�of�tasks�
before�we�have�enough�data�to�dynamically�restrict�
them,�this�does�not�seem�to�be�a�major�concern�in�
data�quality�because�(i)�very�few�workers�(6.2%)�
end�up�losing�the�qualification�for�the�task�because�
of� low�catch� trial�accuracy,� and�(ii)�aggregation�
metrics�minimize�the�effect�of�a�few�workers�not�

completing�the�task�felicitously.�Among�workers�
who�completed�at�least�five�catch�trials�in�a�given�
condition,�median�accuracy�on�the�catch�trials�is�
88.9%,�indicating�that�the�catch�trials�can�generally�
be�answered�given�the�strict�time�limit,�and�that�
most�participants�consistently�put�an�honest�effort�
towards�the�task.�

F Initial Group of Judges 

During�the�writing�rounds,�we�use�a�smaller�set�of�
workers�as�judges�and�collect�five�annotations�per�
example.�The�responses�from�these�judges�are�used�
to�calculate�the�writers’�bonuses,�and�this�set-up�
allows�us�to�test�out�different�time�limits.�

Crowdworker Recruitment We�recruit�judges�
via� MTurk� in� two� phases.� First,� we� release� a�
reading-comprehension-based� qualification� task�
open�to�workers�with�at�least�a�98%�HIT�approval�
rating�and�at�least�5000�HITs�completed;�this�task�
pays�$5,� with� a�$3�bonus� for�passing� the�quali-
fication.� In�this�task,�workers�read�a�3500�word�
passage�and�then�answer�15�four-option�multiple�
choice�questions�about� that�passage.� A� total�of�
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Figure�4:�Judging�UI�after�starting�the�90s�timer.�This�view�shows�what�happens�after�someone�clicks�on�one�of�the�
text�snippets�for�argument�2�and�gets�taken�to�the�relevant�portion�of�the�text,�with�that�part�of�the�text�highlighted.�

Figure�5:�Judging�UI�after�the�90s�timer�has�run�out.�The�arguments,�snippets,�and�text�have�disappeared,�and�the�
judge�has�only�30�seconds�to�select�a�final�answer.�
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Figure�6:�Proportion�of�pilot�judges�who�answered�the�
question�correctly�for�items�within�different�time�limits.�

140�workers�completed�this�task,�and�77�of�them�
achieved�an�accuracy�above�the�threshold�of�85%.�

For�the�second�phase�of�the�qualification,�work-
ers� complete� a� timed� judging� tasks� with� an� up-
sampled�number�of�catch�trials.�Sixty-eight�of�the�
qualified�workers�completed�at� least�24�HITs�in�
this�second�qualification�and�were�considered�for�
inclusion�in�the�main�protocol.� In�order�to�pass�
this�second�qualification,�workers�need�to�achieve�
above�chance�accuracy�on�the�test�trials�in�at�least�
two�of�the�three�protocols,�and�they�need�to�answer�
no�more�than�one�catch�trial�incorrectly.�Based�on�
these�cutoffs,�we�qualify�57�crowdworkers�to�move�
on�to�the�main�judging�task,�and�we�pay�them�an�
additional�$3�bonus.�A�total�of�55�of�these�workers�
chose�to�then�take�part�in�the�main�task,�and�42�
completed�tasks�in�all�three�rounds�of�data�collec-
tion.�

Results with Different Time Limits During�the�
first�round�of�data�collection,�we�use�a�60-second�
time�limit,�but�we�raise�this�limit�to�90�seconds�for�
half�of�the�examples�in�the�second�round�after�feed-
back�from�workers�indicated�that�several�people�in�
the�PSA�condition�did�not�feel�they�had�sufficient�
time�to�read�the�arguments.�This�change�resulted�
in�only�a�very�small�accuracy�increase�(see�Figure�
6),�so�in�the�third�round,�we�further�raise�the�time�
limit�for�half�of�the�questions�to�120�seconds,�and�
keep�the�90-second�limit�for�the�other�half�of�the�
questions.� However,� the�accuracy�increase�with�
longer�time�limits�is�most�pronounced�in�P,�and�so�
we�conclude�that�performance�in�PSA� in�particu-
lar�is�likely�not�strongly�driven�by�how�much�time�
workers�have�to�read�the�arguments.�

Condition� Incorrect� Accuracy�
selection� (%)�

P� both� 68.0�
P� time-limited�only� 70.2�
P� untimed�only� 62.5�
PS� both� 73.3�
PS� time-limited�only� 74.0�
PS� untimed�only� 72.3�
PSA� both� 71.7�
PSA� time-limited�only� 71.2�
PSA� untimed�only� 67.7�

Table�2:�Accuracy�split�by�the�way�the�incorrect�answer�
option�was�selected�from�among�three�possible�options.�

G Effect of Question Selection Method 

As�the�incorrect�answer�option�was�selected�based�
on�whether�that�option�was�a�good�distractor�in�the�
time-limited�validation�used�by�Pang�et�al.�(2021)�
or based�on�whether�validators�who�had�read�the�
entire�passage�found�that�option�to�be�the�best�dis-
tractor,�we�examine�the�effect�of�these�two�different�
ways�of�selecting�the�incorrect�answer�option.� In�
about�half�of� the�examples,� the� incorrect�option�
matched�both�of�these�criteria.�Table�2�shows�that�
workers�are�slightly�less�accurate�on�questions�that�
were�selected�as�the�best�distractor�by�the�untimed�
validators�(the�ones�who�had�read�the�entire�pas-
sage).�As�this�difference�in�accuracy�is�present�in�
all�three�conditions�and�is�not�more�pronounced�in�
PSA�compared�to�the�other�conditions,�it�is�unlikely�
that�this�difference�is�due�to�the�writers�being�able�
to�construct�a�better�argument�for�these�questions.�

It’s�worth�noting�that�we�would�expect�the�op-
posite�effect�of�what�we�observe�for�P,�as�this�con-
dition�is�identical�to�the�time-limited�task�used�by�
Pang�et�al.�(2021),�with�the�caveat�that�they�showed�
workers� four� answer�options� and� those� workers�
had�even�less�time�to�search�the�passage.� We�do�
not�have�a�compelling�explanation�for�this�result,�
though�it�may�be�that�having�given�workers�more�
time�and�fewer�options�to�select�from�allowed�them�
to� more� accurately� identify� the� answer� in� these�
cases�because�they�had�more�time�to�search�for�the�
answer�and�had�two�fewer�answer�options,�which�
reduced�the�number�of�words�to�use�as�search�terms�
and�made�the�task�substantially�easier.� However,�
this�explanation�does�not�account�for�why�accuracy�
on� the�questions� selected�based�on�QuALITY’s�
time-limited�task�is�the�highest.�
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Figure�7:� Accuracy�of�each�worker�who�completed�at�
least�10�tasks�in�each�of�the�three�conditions.�

H Per-Worker Results 

We� observe� a� great� deal� of� individual� variation�
among�workers.� It�is�likely�that�some�people�are�
better� at� figuring� out� what� words� they� need� to�
search�for� to�determine�the�answer,� and�there�is�
likely�variation�in�how�much�workers�were�able�to�
pick�up�on�patterns�that�would�help�them�answer�
correctly.� This�variation�seems�tied�to�individual�
variation�more�than�noise�from�easier�vs.� harder�
questions,�as�we�find�that�an�individual’s�perfor-
mance�in�each�condition�is�significantly�predictive�
of�their�performance�in�the�other�conditions,�indi-
cating�the�workers�who�did�well�in,�for�example,�P,�
were�also�likely�to�do�well�in�PS�and�PSA�(P-PS:�r 
=�0.3;�P-PSA:�r =�0.43;�PS-PSA:�r =�0.15).�

Additional Results 

Improvements Over Time Figure�8�shows�the�
workers’� accuracy� as� they� complete� more� tasks�
within�each�condition.�We�analyze�results�for�work-
ers�who�did�at�least�50�tasks�in�a�given�condition.�
As�workers�get�more�familiar�with�each�condition,�
their�accuracy�improves�by�a�total�of�about�four�
percentage�points.�The�effect�is�similar�across�con-
ditions,�and�most�of�the�accuracy�gains�occur�after�
the�first�20�tasks�completed.�

Accuracy by Time Spent on Tasks Figure� 9�
shows� the� relationship� between� how� long� each�
worker�spent,�on�average,�completing�each�task�and�
how�accurate�the�worker�was.� Though�there�is�a�
very�slight�positive�correlation�between�time�spent�
and�accuracy�in�PSA,�the�effect�is�not�statistically�
significant.�
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Figure� 8:� Binned� accuracy� within� each� condition,�
sorted� by� the� order� in� which� each� worker� completed�
the�tasks.�Accuracy�improves�slightly�over�time�within�
each�condition.�
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Figure�9:�Each�worker’s�average�accuracy�in�each�con-
dition,�plotted�by�the�average�time�they�spent�on�each�
task�in�that�condition.� There�is�no�clear�advantage�to�
spending�more�time�on�the�task�
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Length of Arguments and Snippets Workers�
are�slightly�more�likely�to�choose�a�longer�argu-
ment.� We�fit�a�linear�model�to�predict�the�rate�at�
which�workers�choose�an�answer�option�from�the�
length�of�the�argument�associated�with�that�option�
in�each�condition.�The�effect�is�small,�only�about�a�
1.2�percentage�point�increase�in�the�rate�of�choos-
ing�that�option�for�every�10�additional�words�in�the�
argument�in�PSA�relative�to�the�rate�of�choosing�the�
same�option�in�P,�but�the�effect�is�significant�(p =�
0.001).6� Workers�are�also�more�likely�to�choose�
an�answer�option�supported�by�more�snippets.�For�
each�additional�snippet,�there�is�an�increase�of�4.2�
percentage�points�in�the�rate�at�which�workers�in�
PSA� choose� that� option,� and� an� increase� of� 2.8�
points�in�PS�(both�effects�are�significantly�different�
from�the�analogous�answer�selection�rates�in�P,�p <�
0.001�and�p =�0.01,�respectively).�

Effective Argument Words We�check�the�most�
common�unigrams�within�correct�arguments,�and�
we�find�no�difference�between�arguments�that�were�
chosen�0,�1,�2,�or�3�times�by�the�judges.� In�each�
case,�the�four�most�common�words�are�from�within�
the�following�set�of�five�words:�earth, time, people, 
ship, planet.7� Similarly,�the�most�common�bigrams�
are�not�frequent�enough�to�be�informative,�and�are�
often�phrases�like�time travel or�main character.�
We�also�calculate�the�pointwise�mutual�information�
(PMI)�of�each�word�within�correct�and�incorrect�
arguments�and�within�effective�and�ineffective�ar-
guments�in�order�to�determine�if�there�are�likely�to�
be�any�lexical�regularities�workers�can�pick�up�on,�
but�no�clear�trend�emerges,�and�there�are�numerous�
ties�for�words�with�the�highest�PMI�in�each�group,�
even�after�applying�a�frequency�threshold.�

Survey Results Discussion: Mistrust Workers�
are�fairly�split�in�whether�they�found�the�arguments�
helpful�or�generally�mistrusted�them.�Though�the�
responses�in�this�survey�about�the�arguments�are�
not�predictive�of�accuracy�in�any�of�the�three�con-
ditions,� the�responses�are�useful�for�considering�
the�more�psychological�effects�of�presenting�peo-
ple�with�arguments�we�know�to�be�false.� Having�
been�misled�by�a�convincing-sounding�explanation�
could�cause�workers�to�second�guess�their�intuitions�
and�to�only�rely�on�information�that�is�grounded�

6There’s�no�significant�difference�in�argument�length�based�
on�whether�it’s�arguing�for�a�correct�or�incorrect�answer�option.�

7The�majority�of�the�context�passages�were�science�fiction�
stories,�so�these�words�are�expected�to�come�up�quite�often,�
relative�to�their�use�in�other�contexts.�

in�the�passage�(i.e.,�the�text�snippets).� In�the�sur-
vey,�nearly�a�quarter�of�workers�explicitly�report�
mistrusting�and then choosing to ignore the�argu-
ments�(51�report�choosing�to�use�them,�21�say�they�
either�chose�not�to�use�the�arguments�from�the�be-
ginning�or�changed�tactics�halfway�through�after�
finding�the�arguments�too�misleading,�and�19�give�
responses�that�can’t�be�coded�as�either�generally�
trustful/mistrustful).�Although�adopting�a�stance�of�
general�mistrust�for�the�arguments�is�a�logical�(and�
perhaps�desirable)�strategy,�the�subsequent�decision�
to�ignore�the�arguments�entirely�due�to�this�mistrust�
was�an�unintended�consequence�of�our�design.�
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