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Abstract: The educational applications of extended reality (XR) modalities have increased signifi- 10 

cantly over the last ten years. Many educators within the Architecture, Engineering and Construc- 11 

tion (AEC) related degree programs see student benefits that could be derived from bringing these 12 

modalities into classrooms.  Given the visual and 3D nature of these disciplines’ subject matter (e.g. 13 

buildings and infrastructure) and the increasing use of these technologies in the AEC industry, the 14 

potential benefits to students include, but are not limited to: better understanding of each of the 15 

subdisciplines and the coordination necessary between them, visualizing oneself as a professional 16 

in AEC, and visualization of difficult concepts to increase engagement and learning. These benefits 17 

in turn help recruitment and retention efforts for these degree programs. However, given the num- 18 

ber of technologies available and the fact that they quickly become outdated, this task can be ex- 19 

tremely overwhelming for educators, who may have a lack of understanding of different XR mo- 20 

dalities’ capabilities and a limited budget to invest in them. There is also a confusion about the def- 21 

initions of the different XR modalities, which is evident from the fact that several terms are used 22 

interchangeably even though their capabilities vary. This paper offers a guide to help educators 23 

navigate through the most used XR modalities: virtual reality (VR), augmented reality (AR), and 24 

mixed reality (MR) by clarifying their definitions, providing examples from the literature on how 25 

XR modalities have been previously applied in AEC Education, and the potential benefits of each 26 

XR modality regarding program or learning outcomes, student engagement, and enjoyment. Fi- 27 

nally, the authors propose a decision-making framework to help AEC educators select the appro- 28 

priate technologies, platforms, and devices to use for various educational outcomes considering 29 

factors such as budget, scalability, and space/equipment needs. 30 
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 32 

1. Introduction 33 

 A career in Architecture, Engineering, and Construction (AEC) fields can be ex- 34 

tremely rewarding, not only financially but also because it allows one to make a difference 35 

in thousands of people’s lives by building their homes, schools, hospitals, parks, and so 36 

on. Bankrate’s 2021 Ranking listed Architectural Engineering as the most valuable college 37 

major and Construction scored second place on the list. The ranking is based on the un- 38 

employment rates and average income of American workers according to the subject of 39 

their undergraduate studies [1]. Over the last ten years, the educational applications of 40 

extended reality (XR) modalities have increased significantly, and many educators within 41 

AEC related degree programs wish to bring these innovative technologies to the class- 42 

room given the visual/3D nature of these disciplines’ subject matter and increasing use of 43 

these applications in the building/construction industry. The potential benefits from an 44 
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increased use of XR modalities include improved recruitment, retention, and enhanced 45 

engagement and learning.  46 

Perhaps the most significant area of potential contribution is recruitment. The career 47 

options in AEC are often not well understood by precollege and early college (first and 48 

second year) students [2]. Further, construction management and engineering fields are 49 

surrounded by stigmas that make it difficult to attract a diverse group of college-bound 50 

teenagers to this field [3]. Architecture is perhaps the best-understood career among AEC 51 

fields, due to popular culture and a longer history for the term. Still, there can be errone- 52 

ous impressions about what architects do or how it compares to construction management 53 

and engineering careers for income and career progression. Given the relatively fewer 54 

challenges to recruitment and retention of students in architecture programs, and for a 55 

manageable scope for this paper, henceforth, only Architectural Engineering and Con- 56 

struction Management fields will be discussed, and the AE/C abbreviation will be used.   57 

In contrast to Architecture, when thinking about a career in construction, most peo- 58 

ple immediately relate it to the physical labor during construction; and do not immedi- 59 

ately think of construction managers, superintendents, virtual design and construction 60 

(VDC) managers, or other professional/leadership positions that have little-to-no physical 61 

work expectations but are professional careers only possible with college degrees.  This 62 

lack of knowledge or erroneous perception can be a challenge for recruiting high-school 63 

students to construction management and related degrees in universities. Similarly, engi- 64 

neering is viewed as an extremely challenging education and career; and self-identities 65 

formed early in life (e.g. I am not good in math and science; girls or Black and Hispanic 66 

people do not choose engineering, etc.) or lack of examples and roles models, can limit 67 

consideration of engineering programs in college choices. As a result, both construction 68 

management and engineering are traditionally white-male-dominated fields [4,5].  69 

Other challenges in AE/C education relate to retention and enhanced learning out- 70 

comes for the students who chose one of these majors but may be struggling to persist. 71 

AE/C fields are very visual and create tangible products: buildings and infrastructure. 72 

Despite that fact, the traditional college education in related engineering fields (Architec- 73 

tural Engineering, Structural Engineering, Civil Engineering) can be vastly word/text/cal- 74 

culation and lecture based. This emphasis on theory can make it difficult for the first and 75 

second-year students to connect the equations and concepts learned in the classroom to 76 

real-life building applications until they persist enough to enroll in higher-level design- 77 

based classes and participate in internships.  78 

One way to make education in AE/C degrees more engaging and interactive is by 79 

implementing cutting-edge visualization/simulation technologies in classes. Many previ- 80 

ous studies demonstrated that extended reality (XR) modalities such as virtual reality 81 

(VR), augmented reality (AR), and mixed reality (MR) can be powerful tools to motivate 82 

and engage AE/C students in their classes [2,6-10]. 83 

As mentioned before, AE/C education still relies heavily on the teacher-centered tra- 84 

ditional instructional methods and has been slow to adopt the technologies that have been 85 

recently developed when compared to other scientific and other engineering fields [11]. 86 

Further, in the past few years, a major change has been observed in the AE/C industry, 87 

where many large general contractors and construction firms have been adopting AR, VR, 88 

and MR, for various applications, such as safety training, specialty training, inspections, 89 

simulations, coordination, clash detection, and others. On the education side, the uses of 90 

these modalities in classrooms are increasingly being experimented with, and positive 91 

outcomes are reported, such as improving student engagement, motivation, and satisfac- 92 

tion, for example [6,8-10]. Still, it is also acknowledged that these initiatives present new 93 

challenges in terms of aligning educational objectives with the appropriate technology 94 

applications, especially because learning and employing XR technologies can be very 95 

time-consuming for the faculty and costly for the schools [7,12-14]. 96 

The goals of this paper are: 1) to provide a current list of available technologies that 97 

fall under the XR umbrella (VR, AR, and MR) through an extensive literature review; 2) 98 
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to decipher the terminology of the ever-evolving three-dimensional (3D) and immersive 99 

visualization technologies in the context of AE/C education; 3) provide examples of XR 100 

use in AE/C education by identifying and summarizing the ways that XR has been applied 101 

in AE/C Education from literature along with the results and recommendations of those 102 

studies, and ultimately 4) to propose a decision-making framework to help AE/C educa- 103 

tors choose the best technology and platform to achieve their specific educational objec- 104 

tives while considering a variety of factors. 105 

 106 

2. Definitions of XR modalities and platforms 107 

2.1 Definition of XR modalities 108 

A variety of terms are used to describe different virtual reality and related technolo- 109 

gies, which are simulations created using computers and wearables [15,16]. XR is an um- 110 

brella term that refers to all types of real and virtual combined environments. VR, AR, and 111 

MR are different modalities with different characteristics, but it is difficult for non-experts 112 

to distinguish them clearly because their definitions are often inconsistent and used inter- 113 

changeably. To better apply XR in AE/C education, first, a baseline understanding should 114 

be established by clearly identifying the nuances of different XR modalities. To this end, 115 

the authors identified key definitions of XR terminology based on a comprehensive liter- 116 

ature review. Further, VR applications are classified into non-immersive virtual reality 117 

(nIVR) and immersive virtual reality (IVR); then each of the terms (nIVR, IVR, AR and 118 

MR) are defined with a focus on technological aspects and user experience. These defini- 119 

tions are presented in Table 1, and detailed descriptions of each term are provided in the 120 

following sections. 121 

 122 

Table 1. Definitions of XR Modalities  

 Definition Current Hardware Current Software 

Non-Immersive  

virtual reality 

(nIVR) 

nIVR is a computer-generated virtual envi-

ronment accessed through 2D-display de-

vices in that users feel a sense of presence 

based on a vivid and interactive experience.  

2D-display device  

(PC, smartphone, tablet)  

Mozilla Hubs, 

Gather, Roblox, etc. 

Immersive virtual  

reality (IVR) 

IVR is a computer-generated environment 

that can provide a more immersive experi-

ence and a higher sense of presence than 

nIVR by using immersive display devices. 

Cave automatic virtual 

environment, Head-

mounted display  

(Oculus quest 2, HTC 

VIVR PRO 2, HP reverb 

G2, Google Cardboard, 

Samsung Gear VR, etc.) 

Spatial, Mozilla 

Hubs, Meta 

Horizons, etc. 

Augmented Real-

ity (AR) 

AR is a virtual-real combined environment 

where virtual elements are overlayed in the 

user’s view to enhance the real-world expe-

rience. 

2D display device  

(smartphone, PC, tablet),  

Optical head-mounted 

display 

Pokémon Go, IKEA 

place etc.  

Mixed Reality 

(MR) 

MR is a virtual-real combined environment 

that can provide a more immersive and in-

teractive experience than AR by enabling 

users to interact with real and virtual ele-

ments simultaneously. 

Optical head-mounted 

display  

(Magic Leap, Microsoft 

HoloLens, Google glasses, 

etc.) 

Mirage, Holomeet-

ing 2, HoloAna-

tomy, etc. 

 

 123 

 124 

 125 
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2.1.1 Virtual Reality  126 

From a technical perspective, VR refers to a simulated environment generated by a 127 

computer [17]. An essential concept for understanding user experience in VR is a presence 128 

moderated by vividness and interactivity [18]. Presence is a concept emerging with the 129 

development of VR, which indicates that users perceive themselves to be in a different 130 

physical space than they actually are in the VR environment [19]. Vividness refers to the 131 

extent of the richness of sensory information and the presentation quality of the mediated 132 

environment [20], and interactivity refers to the extent to which users can interact with 133 

the mediated environment in real-time [21]. VR can deliver multiple sensory information, 134 

such as visual and acoustic information, and allows users to interact with mediated envi- 135 

ronments using controllers such as keyboards, mouses, joysticks, and body trackers [22]. 136 

As a result of vividness and interactivity, users can sense the experience the phenomenon 137 

of presence, which was explained above.  138 

VR applications can be further classified into non-immersive and immersive, nIVR 139 

and IVR, depending on the device type used to represent VR [23]. nIVR represents VR 140 

through 2D-display devices such as smartphones, tablets, and PC and allows users to in- 141 

teract with VR by using keyboards, mouses, and user interfaces on smartphones and tab- 142 

lets [24]. nIVR can be used with software allowing access to VR using 2D-display devices, 143 

such as Mozilla Hubs, Gather, and Roblox. IVR, on the other hand, requires use of immer- 144 

sive display devices. Currently, these devices/environments available include a cave au- 145 

tomatic virtual environment (CAVE) and a head-mounted display (HMD) [25]. CAVE is 146 

a physical space (room) and includes large screen walls that project VR and provides an 147 

interactive VR experience to users by getting behavioral information such as body posi- 148 

tion, hand gestures, and eye movement through tracking sensors [26]. In CAVE, users can 149 

be secluded from the real world and interact with full-scale VR, thereby having a more 150 

immersive and realistic experience than when using nIVR. HMDs are typically goggles- 151 

type devices consisting of a stereoscopic display and controllers [27]. HMDs also provide 152 

immersive and realistic experiences by enveloping users’ views with a stereo-scope dis- 153 

play and enabling users to navigate a full-scale VR using controllers [28]. In recent years, 154 

various HMDs have emerged, including high-end HMDs such as Oculus quest 2, HTC 155 

VIVR PRO 2, and HP reverb G2, and low-budget HMDs such as Google Cardboard and 156 

Samsung Gear VR [21]. Since HMDs are much less expensive and more convenient to use 157 

than CAVE, it is the more widely used version of the IVR applications. IVR can be used 158 

with software that allows access to VR using HMDs, such as Spatial, Mozilla Hubs, and 159 

Meta Horizons. 160 

 161 

2.1.2 Augmented Reality 162 

AR refers to overlaying virtual information and objects (hereafter, virtual elements) 163 

generated by computers onto the real world in real-time [29,30]. Azuma [31] defined AR 164 

based on three characteristics which are 1) a combination of reality and virtuality, 2) abil- 165 

ity to be interactive with virtual elements in the real world, and 3) three-dimensional reg- 166 

istration of real and virtual elements. In terms of user experience, the most significant 167 

difference between AR and VR is that while VR allows users to experience a computer- 168 

generated virtual world only (and obscures any view of the real environment of the user), 169 

AR allows users to experience a real world where virtual elements are overlaid with the 170 

real environment [32]. In other words, virtuality is the center of user experience in VR, but 171 

in AR, virtuality is used to enhance the real-world experience of users [33].  172 

AR can be used with an optical head-mounted display (OHMD), a type of HMD 173 

equipped with a see-through display that allows users to see the real world with super- 174 

imposed virtual elements [34]. However, since OHMDs are expensive, AR is mainly used 175 

with 2D-display devices such as smartphones and tablets, which are more convenient to 176 

use and already owned by many people (Figure 1). The most known and representative 177 

example of an AR application is Pokémon Go, a mobile game that allows users to interact 178 



Buildings 2022, 12, x FOR PEER REVIEW 5 of 19 
 

with virtual creatures called Pokémon augmented in reality [35]. In addition, many furni- 179 

ture companies such as IKEA, Wayfair, Overstock, and Target, are using AR to allows 180 

consumers to place virtual furniture in their rooms before making purchase decisions [36].  181 

  182 

Figure 1. 2D-display AR application created and used by the authors 183 

 184 

2.1.3 Mixed Reality 185 

The traditional definition of MR is based on the Reality–Virtuality continuum of Milgram 186 

et al. [32]. In the Reality–Virtuality continuum, MR refers to a virtual and reality combined 187 

environment represented in a display, and AR is included in MR. However, as Microsoft 188 

developed HoloLens in 2016 and called it an MR device, which can provide a completely 189 

different user experience from existing VR and AR; MR has established itself as a unique 190 

concept [37]. Although MR is becoming increasingly popular and actively used in re- 191 

search, its definition is inconsistent, including a hybrid of AR and VR, a synonym with 192 

AR, immersive AR using OHMDs, and an enhanced version of AR [38–40]. According to 193 

Speicher et al. [41], the definition of MR differed from study to study, and even experts 194 

defined MR differently. Therefore, it is necessary to acknowledge that the definition of 195 

MR in this paper may be inconsistent with some of the previous publications.  196 

In this paper, MR is defined as a different concept from AR. MR, similar to AR, over- 197 

lays virtual elements to the real world, showing users a virtual-real combined environ- 198 

ment. However, in terms of user experience, MR provides a more immersive and interac- 199 

tive experience than AR because MR allows users to interact with virtual and physical 200 

elements simultaneously on the same display [42,43]. For example, if there is a virtual 201 

object in MR, we can see it and anchor it to the physical surface in the real world, which 202 

is impossible in AR (Figure 2). In addition, MR allows users to interact with virtual ele- 203 

ments more intuitively and naturally than AR by using advanced technologies such as 204 

eye and gesture tracking which also enhance the level of interactivity and immersion of 205 

user experience [44,45]. Several MR devices were developed, such as Magic Leap, Mi- 206 

crosoft HoloLens series (1 and 2), and Google glasses [46]. Among the MR devices, the 207 

Microsoft HoloLens series is undoubtedly the most representative device for MR and was 208 

used in most studies referring to MR in their XR application [43,44,47,48]. In recent years, 209 

various MR software using HoloLens series, such as Mirage, HoloMeeting 2, and HoloAn- 210 

atomy, has been developed.  211 
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   212 

Figure 2. MR application using OHMDs where Georgia Tech summer camp students can place the 213 
REVIT model of a masonry wall in front of a physical one to compare dimensions and measure both. 214 

2.2 Multi-user virtual environment 215 

A definition is provided for multi-user virtual environments (MUVE), which is an 216 

important term associated with XR modalities [49,50]. MUVE is a platform that multiple 217 

users can access a computer-generated virtual environment simultaneously by represent- 218 

ing themselves through avatars. In MUVE, users can communicate with each other while 219 

interacting with the virtual context in real-time [51]. MUVE is not a new concept, but it 220 

has received more and more attention with the advances in XR technologies, such as the 221 

development of affordable HMDs and improvement in computer graphic techniques [52]. 222 

One of the most famous MUVEs is Second Life, developed in 2003 by Linden Lab [53]. In 223 

Second Life, users create avatars to represent their identity and interact with other users 224 

while conducting various activities as if in the real world [54]. Following the Second Life, 225 

various MUVEs such as Roblox, The Sandbox, Mozilla Hubs, Spatial, and Meta Horizons 226 

were developed. 227 

MUVE has significant potential as an educational platform augmenting classroom- 228 

based learning and as a more engaging alternative to traditional online education because 229 

of its pedagogical benefits [2, 40,55,56]. First, MUVE has been shown to improve students’ 230 

interest and engagement in learning by creating a collaborative learning atmosphere 231 

where students actively interact while performing experiential tasks together using VR 232 

[57,58]. This collaborative and task-oriented learning can potentially help students have a 233 

deeper understanding and better learning outcomes [59]. In addition, MUVE can improve 234 

students' communication skills and social connection by eliminating certain inequalities 235 

observed in classroom-based learning, such as the hierarchical relationship between tu- 236 

tors and students and social status differences among students, which can negatively im- 237 

pact collaboration [60].  238 

3. AE/C Educational Objectives and XR Use Cases 239 

This paper is a part of a larger National Science Foundation funded research project, 240 

in which the Model of Domain Learning (MDL) is used as the theoretical framework to 241 

connect various AE/C educational objectives with the use of XR modalities [61]. Three 242 

categories of program objectives are identified where XR modalities can be used to achieve 243 

them: Recruitment, Retention, and Subject Matter Specific Learning objectives (Figure 3). 244 

The following sections will first explain the learning and interest stages based on MDL 245 

and then provide examples from literature for applications of XR modalities associated 246 

with these program objectives.  247 

 248 

 249 

 250 
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 251 

Figure 3. General categories for the educational objectives within Architectural Engineering and 252 
Construction education. (LS: Learning stage, IP: Interest Phase per MDL framework) 253 

3.1 Model of Domain Learning 254 

MDL is a theoretical framework for the study of students’ academic development in 255 

domains (i.e., subject areas or fields of study) [62]. The model comprises three primary 256 

components: knowledge, interest, and strategies/strategic processing. Among these com- 257 

ponents, knowledge and strategies are considered cognitive variables and interest is de- 258 

scribed as a motivational variable.  259 

In the area of knowledge, learning is defined as a three-stage progression from accli- 260 

mation to competence to proficiency. In MDL literature, it is suggested that few students 261 

progress to proficiency because individuals who represent this state not only have rich 262 

structures of knowledge but are also knowledge generators. It is also suggested that com- 263 

petence is the longest and most complex of the three stages, and it may be divided into 264 

three sub-stages: early, middle, and late competency.  265 

In the area of strategic processing, two types are defined that are linked to the level 266 

of knowledge of the individual. Surface-processing strategies (e.g., repetitive practice) are 267 

those that do not require much cognitive effort or prior knowledge but are necessary to 268 

build confidence in a domain. Deep-processing strategies (e.g., design) require learners to 269 

expend a significant amount of cognitive energy and utilize a large volume of knowledge. 270 

They are, therefore, more appropriate for competency and expertise levels.  271 

Finally, the motivational variable, i.e., interest, is found to significantly impact what 272 

students will learn [63]. Two main types of interest are defined. Individual Interest is a 273 

deep-seated and long-term motivational commitment to learn about a domain. Situational 274 

Interest has a short timescale and is characterized by spontaneous arousal and often does 275 

not result in sustained domain learning unless prolonged educational activities are em- 276 

ployed to maintain the triggered interest. In fact, interest development has been conceived 277 

of as occurring in four phases: triggered situational interest, maintained situational inter- 278 

est, emerging (less-developed) individual interest, and well-developed individual interest 279 
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[64-65]. Many complex factors play into one’s individual interest development in a partic- 280 

ular domain, as explained in the social cognitive career theory (SCTT), such as predispo- 281 

sitions, gender, race/ethnicity, disability/health status, background, learning experiences 282 

and expectations from the individual [66]. MDL’s phases of interest fit nicely in the larger 283 

SCTT context, and it further suggests that via well-designed educational activities, a new 284 

interest can be triggered and developed despite a lack of initial and deep-seated interest 285 

from one’s background.  286 

While there can be infinite topic or course-specific learning objectives within the um- 287 

brella of AE/C education, we identified three general categories (Figure 3) based on a com- 288 

prehensive literature review on the use of XR modalities in AE/C education through the 289 

lens of the MDL framework. Three stages of knowledge (Learning Stage (LS): acclimation, 290 

competency, and proficiency) and three phases of interest (Interest Phase (IP): triggered 291 

situational interest, maintained situational interest, and emerging individual interest) are 292 

considered to categorize possible applications of XR modalities into three buckets: Re- 293 

cruitment activities (K-12 students and community colleges), Retention activities (1st and 294 

2nd year in AE/C programs), and deeper learning activities (3rd-5th year discipline-specific 295 

design, analysis, and capstone courses). The authors believe, in alignment with the devel- 296 

opers of the MDL framework, that the highest phase of interest (i.e., well-developed indi- 297 

vidual interest) typically occurs after college education when one practices the application 298 

of the knowledge in daily applications. 299 

AE/C Education has been slowly but positively embracing XR technologies. There 300 

are many studies on how immersive and non-immersive VR, AR, and MR have been used 301 

to engage students for recruitment, retention, and enhanced subject matter learning pur- 302 

poses. The next sections provide examples from the literature organized into the afore- 303 

mentioned three categories (Figure 3).  304 

 305 

3.2 Uses of XR in recruitment 306 

Precollege programs, such as explorer programs and summer camps, are commonly 307 

used recruitment tools by many universities as an opportunity to excite high school stu- 308 

dents. There are various programs in AE/C-related fields with a variety of durations and 309 

activities. All have one major goal in common, which is to generate an interest in their 310 

domain. This is done by presenting career options with that degree, helping them visual- 311 

ize themselves in these careers, and fighting the stigmas and deep-seated perceptions 312 

about AE/C fields [67-70]. 313 

The effectiveness of the implementation of AE/C precollege programs has been tested 314 

through surveys and discussed by many researchers. For example, Redden and Simons 315 

(2018) reported that the Auburn University 2017 Building Construction Summer Camp 316 

successfully expanded the students’ interest in a career in construction management and 317 

positively impacted their perceptions about the construction field as a career path [68]. 318 

Yilmaz et al. (2010) concluded that the activities performed during the Texas A&M Uni- 319 

versity–Kingsville 2008 Summer Camp increased the students’ satisfaction and interest in 320 

engineering disciplines, and the survey responses from the students revealed the effec- 321 

tiveness of the program in attracting students to engineering professions [69]. Gaedicke, 322 

Shahbodaghlou and Guiney (2016) indicated that the Construction Management and En- 323 

gineering Summer Camp hosted by California State University benefited 60 students by 324 

promoting student comprehension of AE/C as an attractive career path. Their study re- 325 

sults also concluded that the students are highly interested in the use of technologies and 326 

emphasizing the technological applications in construction management is one way to 327 

promote AE/C [70]. 328 

Furthermore, intending to engage the students to increase recruitment in the AE/C 329 

education arena, and in line with the literature reviewed, a few research groups are ex- 330 

ploring the applications of XR modalities in AE/C precollege programs like Georgia Insti- 331 

tute of Technology (Figure 2), Colorado State University (CSU), Auburn University, and 332 
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Florida International University [71-74]. CSU’s website mentions that IVR and MR tech- 333 

nologies were applied for visualization and inspection of a construction project [75]. How- 334 

ever, the specific use of those technologies was not described on the other programs’ web- 335 

sites. Since the application of XR technologies in precollege AE/C programs is a recent 336 

possibility being investigated in many universities, not many papers have been published 337 

on these experiments yet. 338 

 339 

3.3 Uses of XR in retention 340 

The majority of the course content in postsecondary institution classes, in general, is 341 

presented by the educators to the students through lecture-based traditional teaching 342 

methods. Stains et al. (2018) performed a massive study that analyzed over 2,000 science, 343 

technology, engineering, and mathematics (STEM) classes in 25 institutions across the 344 

United States and Canada and reported that 55% of the STEM classes observed consist of 345 

a passive group of students being lectured by the instructor at least 80% of the time and 346 

27% of the classes are lecture-based complemented by group activities. More alarmingly, 347 

only 18% of the classes are noted to be taught in a student-centered style [76]. Considering 348 

that every student acquires knowledge, skills, and abilities in their own unique way, and 349 

people are heterogeneous in their instructional needs, the classroom outcomes are posi- 350 

tively affected if various educational activities and methods are explored by the educators 351 

[77].  352 

The literature suggests that the traditional methods could be positively comple- 353 

mented by the of XR modalities, because they can help accommodate different learning 354 

styles, engage the students, and provide enjoyment [6,8,78]. Students’ feedback on various 355 

activities that applied XR modalities reported that the students’ engagement and satisfac- 356 

tion increased during the activities and that they not only enjoyed the experiences, but the 357 

use of XR acted as a motivator for learning [6,8-10]. Erdogmus et al. (2021) reported on the 358 

pilot application of XR-based activities in two different institutions’ 1st year Introduction 359 

to Architectural Engineering courses. This study reported that the students agreed that 360 

they are more likely to stay in the architectural engineering major and earn their degree 361 

and they are more confident in their abilities to succeed after being exposed to these nIVR 362 

experiences [2]. 363 

Kim and Irizarry (2021) investigated whether a non-immersive AR tool using iPads 364 

would improve construction management students' spatial skills learning [13]. The 254 365 

participants were divided into control and test groups. Then the participants performed 366 

a group lab assignment where they were asked to solve spatial practical problems. The 367 

test group had access to an AR software to help them perform the lab assignment, control 368 

group did not have access to this 3D visualization. After the lab-assignment, both groups 369 

performed a post-assessment to measure their improvements, and also post-surveys to 370 

access the perceived effort by the students in performing the assignment and to obtain the 371 

students’ perceptions regarding their experiences using AR as a learning tool. The mean 372 

score in the pre-assessment were 55.5 and 60.5 for the control and test groups, respec- 373 

tively, and 65.9 and 70.8 in the post-assessment, which represents similar improvements 374 

in both groups. However, the survey completed by the test group revealed that the stu- 375 

dents’ perceived effort was lower and satisfaction, enjoyment and confidence in their 376 

learning were increased due to using AR which provided them with a better learning ex- 377 

perience even though their assessment scores were similar to the control group. 378 

Lucas and Gajjar (2021) experimented with a non-immersive web-based VR simula- 379 

tion application to test whether this would enhance the students’ understanding of the 380 

sequence of wood frame construction [79]. The results from this case study with 77 par- 381 

ticipants showed that there was no statistical difference in the overall scores between the 382 

students that used nIVR and the students that only had traditional classroom instructions 383 

about wood frame construction. However, the students’ survey responses on the use of 384 

the nIVR show they support the use of this type of technology to complement traditional 385 
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classroom learning and that they believe the application allowed for an active and engag- 386 

ing learning environment. 387 

These studies highlight an important differentiation that must be considered in edu- 388 

cational research and the educational applications of XR. While these case studies do not 389 

necessarily show significant improvements in learning outcomes related to spatial visual- 390 

ization, there seem to be evident gains in enjoyment which can be and should be leveraged 391 

for retention purposes within the framework of triggering situational interest and main- 392 

taining situational interest in a particular career. Further, with a more thoughtful frame- 393 

work behind the design of learning activities, XR applications in spatial visualization can 394 

be better utilized to complement the traditional teaching methods to aid the students vis- 395 

ualize structures and components in environments that are not easily accessible or make 396 

the AE/C education more accessible to students with disabilities. 397 

Hence, by facilitating the visualization of complex concepts and by keeping the stu- 398 

dents interested and motivated in their majors, the expectations are that fewer students 399 

will change out of AE/C related majors and consequently improve the retention rates in 400 

those programs that are implementing XR modalities. 401 

 402 

3.4 Uses of XR in subject matter-specific learning objectives 403 

This bucket of use cases for XR in AE/C education is intended to explain the benefits 404 

of the technology in enhancing one’s learning in higher level subject matters and teach- 405 

ing/demonstrating use cases that are also actively used or experimented with in the AE/C 406 

industry. Hence, the emphasis shifts from triggering and maintaining interest to emerging 407 

individual interest and moving one from the acclimation stage of learning to competency 408 

(and in some occasions proficiency) stage. Use of XR can provide particularly beneficial 409 

learning opportunities for topics that are either too difficult to explain without 3D visual- 410 

ization or if real-life experiential activities can pose risks to health and well-being.  411 

One of the most common applications of XR technology in both industry and educa- 412 

tion is construction safety training. The obvious benefit of applying XR technology in this 413 

scenario is that the students and/or workers can learn about the risks in the construction 414 

site in a risk-free environment. A prototype system was developed by Pedro, Le, and Park 415 

(2016) to integrate nIVR safety scenarios into construction curricula to improve learners’ 416 

safety knowledge and hazard recognition ability [7]. The system was then implemented 417 

through a series of lectures and its success was evaluated through questionnaires and in- 418 

terviews in a class (n=25). The participants described the nIVR software as fun, engaging 419 

and capable of effectively transferring safety information. The research results also state 420 

that the nIVR software improved the students’ ability to identify hazards and supported 421 

active learning by engaging and motivating students. Bin et al. (2019) developed an inter- 422 

active multiuser IVR experience using HDM, hand controllers, and a vibration platform 423 

to simulate a construction site [80]. The IVR construction safety training system designed 424 

allows multiple users to be physically, visually, and tactfully present at the same time. In 425 

the virtual scene of a construction accident safety hazard, the user completes the con- 426 

sciousness migration that correlates the virtual scene to the real scene, thereby avoiding 427 

the safety accident in the real construction. 428 

Virtual site visits present another focus that is being considered in AE/C education 429 

as the technologies evolve and allow this type of activity. This is an extremely powerful 430 

tool for educators in AE/C, given the logistical challenges of arranging an in-person site 431 

visit as well as costs and personal safety considerations [6]. It also affords students with 432 

disabilities to participate in a virtual site visit that enables them to have a very similar 433 

experience as the in-person site visit. Behzadan and Kamat (2013) developed an interac- 434 

tive and immersive MR virtual site visit. On a large screen, a real-time video of a construc- 435 

tion job site was streamed to the students. Using an AR HMD and a connected device that 436 

allowed to track finger motion, the students interacted with the scene and augment rele- 437 

vant information on the HMD by scanning an AR Book with QR codes [11]. In another 438 
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study, intending to promote a site experience to the students, Kim (2022) created an IVR 439 

experience to visualize a 360º image of a construction site using HMD and hand control- 440 

lers [81]. Participants (n=81) were divided into control and test groups to visualize a static 441 

360º image of a music auditorium under construction. The control group had access only 442 

to the image. The test group had textual, video, and quiz annotations in addition to the 443 

same image. The student’s self-reported scores demonstrated a higher perceived learning 444 

performance by the test group students in eight out of nine categories. The annotated 360° 445 

photographs provided a better-perceived learning experience to the test group, but the 446 

data suggests that the non-annotated 360º images used for the control group were also 447 

significant as a learning tool.  448 

Besides spatial visualization, safety training, and virtual site visits, there are many 449 

course-specific applications of XR technology in AE/C education. A sample of these ap- 450 

plications are explained in the following paragraphs.  451 

Kandi et al. (2020) studied the impact of an interactive IVR game on 94 architecture 452 

students in a classroom setting. The students were divided into control and test groups 453 

and were asked to find design mistakes in two treatment conditions: 2D drawings and 454 

IVR experience. The students were tested after each activity. The study results showed 455 

that the IVR game resulted in a higher number of design mistakes correctly identified by 456 

the students [82].  457 

Fauzi, Ali and Amirudim (2019) performed a study intending to measure the effec- 458 

tiveness of using AR as a tool to enhance the students’ comprehension of the construction 459 

process of a pad foundation. The students (n=41) performed a test where they were asked 460 

to list the components, materials and explain and sketch the construction process of a pad 461 

foundation. The test results showed that 68% of the students had improvements in their 462 

understanding of the concepts based on a comparison of their pre-test and post-test scores. 463 

The authors claim that these study results demonstrate the effectiveness of the use of AR 464 

for enhanced competency based on their observations compared to the previous offerings 465 

of the class. The study did not conduct the experiment with a control group. Moreover, 466 

the survey results confirmed that the students appreciate the use of AR in AE/C education, 467 

and the practice also satisfied the students' expectations for how AR can enhance their 468 

learning process. The authors also reported that the students participated and engaged 469 

more in the class when using AR [83]. 470 

Erdogmus et al. (2021) shared the results of the implementation of Virtual/Aug- 471 

mented-Reality-Based Discipline Exploration Rotations (VADERs) with first-year stu- 472 

dents of an AE course. While the primary goal of the experiment was centered around 473 

retention, the activities also aimed to increase students’ comprehension of each of the 474 

AE/C subdisciplines and how they need to be integrated to realize the design and con- 475 

struction of a building. The students were able to experience virtual rotations through the 476 

five sub-disciplines of AEC (acoustics, lighting/electrical, mechanical, structural, and con- 477 

struction management) as interns working toward the design of a small healthcare clinic. 478 

They were asked to complete traditional engineering tasks as applying equations, for ex- 479 

ample, in addition to performing the virtual experiential tasks such as listening to sound 480 

through walls with different sound transmission classes or observing various degrees of 481 

glare. The students were then asked to weigh the pros and cons for how each subdiscipline 482 

would be affected by their design decision. The study outcomes indicate that the student 483 

learning was positively impacted from the use of the non-immersive VR modality [2]. 484 

As can be seen, the case studies in the literature support the hypothesis that imple- 485 

menting XR as a complement to the traditional teaching methods is beneficial to enhance 486 

both the interest and the competency level for the students. However, adopting these ever- 487 

evolving XR modalities can be a daunting task for the traditionally trained educators. In 488 

the next section, a decision-making framework is developed to compare the potential out- 489 

comes of each technology for different educational goals and priorities. 490 

 491 
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4. Decision-Making Framework for the use of XR in AEC Education 492 

A framework for applying XR modalities to AEC education is proposed based on the 493 

definitions, literature review, and the educational context presented in sections 1 through 494 

3. In this section of the paper, architecture can also be included and AEC acronym is used. 495 

The decision-making framework is illustrated in Figure 4 and explained in this section. 496 

The decision-making framework for use of XR in AEC education comprises of three steps. 497 

In step 1, educators are encouraged to identify their educational objectives for applying 498 

XR and its corresponding requirements. The framework includes the previously ex- 499 

plained three educational contexts (retention, recruitment, and subjective matter specific 500 

learning) and MDL-based theoretical frame (whether the goal is to trigger/maintain inter- 501 

est, increase comprehension, or both). Further, six priority areas are identified as linked 502 

to achieving common educational objectives in AEC, including visualization of concepts 503 

and tasks, interest generation, interactivity of tasks, accessibility and scalability, risk on 504 

student, and risks of performing the same tasks in the real-world. In step 2, XR technolo- 505 

gies are recommended based on the ranking of these educational priorities for the use- 506 

case. The specifications for the six educational priorities and recommended XR technolo- 507 

gies are as follows:  508 

 509 

Figure 4. Decision-making framework guide for AE/C educators’ application of XR technologies. 510 

 511 
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1. Visualization of task: Educators need different levels of visual aids depending on 512 

their educational objectives, which in turn can prompt use of a different XR mo- 513 

dality. For example, if one aims to teach impact of lighting design in the built 514 

environment; some educators may provide a visualization through an XR using 515 

a 2D display device, and yet others may use immersive display devices to provide 516 

a more realistic experience for students. In this regard, visualization level desired 517 

for the task is closely related to the subject matter specific learning objectives. 518 

When higher level of visualization is the priority of the XR application, MR and 519 

IVR are recommended because the XR using immersive displays can provide 520 

more realistic and immersive visualizations to students.  521 

2. Interactivity for task: Educators need different levels of interactivity for different 522 

educational tasks. Some tasks can be performed simply by visualizing whole or 523 

partial built-environment elements in 2D or 3D, while more complex topics may 524 

benefit immensely from students’ ability to manipulate the virtual elements using 525 

controllers or hand gestures directly (e.g., changing/testing design configurations, 526 

sizing different building elements). In this regard, interactivity for a task is closely 527 

associated with the subject matter specific learning objectives. For learning situa- 528 

tions where interactivity is a high priority, MR and IVR are recommended be- 529 

cause these technologies provide a higher level of interactivity than nIVR and AR.  530 

3. Interest generation: Interest generation is essential, especially for recruitment level, 531 

but also for retention and enhanced subject matter learning, given the strong links 532 

between interest/motivation and learning. Interest triggered while participating 533 

in XR-based activities can translate into persistence in an otherwise difficult cur- 534 

riculum. For this educational priority, IVR and MR are recommended since XR 535 

using immersive displays can arouse more interest from users than 2D display 536 

devices because of their immersive and interactive features.   537 

4. Scalability/Accessibility: The term accessibility can be defined in three ways in this 538 

context. It can mean access to the technology, which allows an educational activity 539 

to be distributed widely across large classes and institutions without the need for 540 

expensive and specific equipment and software. It can also imply that the use of 541 

technology allows those with a variety of disabilities can access activities via XR 542 

that are otherwise not available to them. Design of digital media for accessibility 543 

is yet another possible definition, and it is an emerging topic in its own right. 544 

Ideally, any XR activity would accommodate visual, auditory, physical, learning, 545 

or other disabilities, but in reality, specific design steps need to be taken to make 546 

this possible and without dedicated expertise, it may not be possible. In this paper, 547 

only the first two descriptions of accessibility are considered, and they are gener- 548 

ally referred to as “scalability” in Figure 4. Scalability here implies wider access 549 

to technology (i.e., scalability to larger groups with minimal cost) and allowing 550 

access to environments otherwise inaccessible (e.g., for those with mobility issues, 551 

remote campuses). As such, if scalability is a priority in the considered educa- 552 

tional application, the selected XR modality’s ease of use and cost may override 553 

other desires (e.g., immersion and interactivity). IVR and MR can be perceived as 554 

more challenging to use than 2D display devices because most students are not 555 

used to employing immersive display devices. Immersive display devices, espe- 556 

cially OHMDs for using MR, are also relatively expensive, while nIVR and AR 557 

can be used with smartphones, tablets, and PC, which are already owned by many 558 

students. Therefore, when scalability is a priority in AEC education applications, 559 

nIVR and AR may be more desirable than IVR and MR. 560 

5. Risk on students: Using IVR and MR can pose some health risks to students due to 561 

the use of immersive display devices. IVR can cause cybersickness in users with 562 

various physical symptoms such as dizziness, nausea, and eye strain, especially 563 

when used for a long time [84]. In addition, as most educators realized during the 564 
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recent COVID pandemic, use of MR and IVR can bring up cleaning and mainte- 565 

nance issues because students would need to share HMDs and OHMDs within 566 

the timeframe of a single class by many students due to their expensive cost. Ac- 567 

cordingly, if educators consider the risk to students as a high priority and the class 568 

sizes are very large, AR and nIVR applications using 2D display devices are rec- 569 

ommended over IVR and MR.  570 

6. Risk of task in real-world context: Perhaps the most obvious benefit of a virtual 571 

world is the ability to experience environments and activities which may be dan- 572 

gerous or hazardous in real life. Teaching students about the repercussions of vi- 573 

olating construction safety rules or explaining failure progression of a wall during 574 

an earthquake are just two examples among many. Educators can apply XR to 575 

demonstrate dangerous or impossible tasks in real-world. In these cases, nIVR 576 

and IVR are recommended over AR and MR because these XR technologies allow 577 

students to perform various tasks without any risk in a virtual environment. Cau- 578 

tion should be employed, however, with too-realistic virtual environments that 579 

may trigger past-trauma related risks to the student. For example, for someone 580 

who has been in an actual collapsing building during an earthquake in the past, 581 

the trauma risk to the student may be greater than the benefits of visualizing the 582 

structural behavior of the wall in an immersed matter. 583 

In step 3, optimal XR technology is determined by comparing recommended XR tech- 584 

nologies identified in Step 2. For example, if educators consider visualization for task and 585 

accessibility as higher priority requirements, then nIVR can be the most appropriate 586 

method. Once the optimal XR technology is identified, the type of software is determined 587 

depending on the necessity of social connection and collaboration in the virtual context. 588 

The educators may aim for an asynchronous activity, synchronous activity, or a mix of 589 

both depending on the context. When social connection and collaboration are desired, 590 

MUVE software allowing access to the determined optimal XR technology can be used. 591 

The software can be developed by educators suitable to their application scenarios if they 592 

have computational abilities by using game engines such as Unity and Unreal Engine. 593 

However, if educators are unable to develop software for XR application, commercial plat- 594 

forms can be used which allow easy access using various types of XR technologies, such 595 

as Mozilla Hubs and Spatial. 596 

5. Discussion 597 

Architectural Engineering and Construction Management fields are surrounded by 598 

misperceptions that make it difficult to recruit a diverse group of high-school students to 599 

these programs. Increasing capabilities of technologies related to various XR modalities 600 

present opportunities to help students visualize themselves in these career paths without 601 

risk of failure. The literature review presented in this paper shows an increasing trend in 602 

use of XR modalities in recruitment and outreach events, but evidence-based research that 603 

measures the impact of different modalities on program objectives are limited.    604 

The literature review also shows that most of the content taught in AE/C degree pro- 605 

grams are mainly lecture-based, which are not always engaging for the students. Many 606 

studies indicate that complementing the traditional teaching methods with activities that 607 

use XR technologies can positively impact the students by motivating and engaging them, 608 

and therefore keeping them interested and excited about the field [6-10]. However, the 609 

task of implementing these emerging technologies and the various XR modalities in clas- 610 

ses can be a daunting task for the educators. There can be a certain level of faculty re- 611 

sistance to the application of XR technologies in their classrooms due to the added burden 612 

of learning how to operate, maintain, or program highly technological devices. For some- 613 

one who is just starting to consider these technologies, even knowing where to start and 614 

what each modality has to offer can be overwhelming. XR technologies are also known to 615 

be costly investments, require lots of maintenance, and may create hygiene issues or other 616 

risks to the students [7,8,14]. Another area of resistance among faculty is the belief that XR 617 
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technologies should not fully substitute the traditional teaching methods, such as lectures 618 

that educate on fundamentals, in-person site visits, and any other tools the educators may 619 

use that already achieve successful educational outcomes. As a result, even in AE/C ma- 620 

jors, where the use of these modalities is also common in industry applications and the 621 

class topics present many opportunities for visualization, there is a slow progression for 622 

implementing these modalities in education due to faculty resistance or skepticism, cost, 623 

or both. This paper addresses these potential areas of resistance by providing definitions, 624 

an evaluation of the currently available technologies, and a decision-making framework.  625 

Based on the comprehensive literature review, this paper defines each of the cur- 626 

rently available XR technologies to help educators in AE/C field better understand their 627 

options. The disadvantages and advantages of each XR modality are also discussed here 628 

to provide further guidance to the reader. IVR can provide an immersive and realistic 629 

experience to users compared to nIVR. However, IVR is costlier than nIVR to implement 630 

in classes because it requires individual immersive display devices to be purchased for 631 

each user or requires an efficient sharing system or lab setup. MR is the most advanced 632 

XR modality, as it captures the advantages of both VR and AR [37]. Specifically, it can 633 

provide users with a high level of interactive and immersive virtual experience in a real- 634 

world-like context. Accordingly, MR has potential in various applications by enabling ex- 635 

periential tasks which are difficult through VR and AR [85]. However, MR is even further 636 

cost prohibitive. nIVR and AR have limited ability to provide a highly immersive and 637 

interactive experience compared to IVR and MR due to their technological features. How- 638 

ever, nIVR and AR can be employed with 2D display devices that are accessible to many 639 

students and educators and are, therefore, the most scalable.  640 

Following the Model of Domain Learning framework’s learning stages and interest 641 

phases can help educators determine the learning objectives and priorities before selecting 642 

and XR modality. Investment in a costly technology without careful consideration for its 643 

fit with the educational objectives may not yield high returns in learning, interest, or both.    644 

The limited evidence-based research literature available on the subject supports the ben- 645 

efits of the use of XR technologies for recruitment, retention, and enhanced learning. How- 646 

ever, it is shown that the use of XR modalities may not always result in improved learning, 647 

even though engagement is almost always positively impacted.  648 

This paper proposed a framework to guide educators in AEC fields to select optimal 649 

XR modalities as well as the types of software and hardware, depending on their educa- 650 

tional objectives and their own ranking of various factors. Importantly, this framework 651 

organizes the often-daunting process of deciphering these XR modalities, their ad- 652 

vantages/limitations, and available types of software that can be used in conjunction with 653 

the selected hardware. Authors acknowledge that there can be additional and more spe- 654 

cific educational objectives to apply XR in AEC education and the sampled case studies 655 

are not exhaustive. The takeaway, however, is that the educators need to start with the 656 

learning and programmatic objectives they wish to achieve and then determine optimal 657 

XR modality for their application based on the characteristics of each technology and their 658 

own boundaries (cost, need to learn new hardware/software, etc..). In addition, it is 659 

acknowledged that while this study is up-to-date in terms of available technologies at the 660 

time of its writing and will serve many educators in a variety of ways, XR technologies 661 

are advancing very rapidly, and new modalities and capabilities may be available before 662 

too long. Thus, follow-up studies to update the suggested framework according to the 663 

development of technologies are required. Finally, authors suggest that, while XR modal- 664 

ities are powerful tools, their use should be aligned with the learning objectives of a class. 665 

They should be used as a complement to (not a substitute for) the already proven success- 666 

ful teaching methods.  667 

In conclusion, the authors encourage the AEC educators interested in augmenting 668 

their traditional teaching methods with XR modalities to identify their educational objec- 669 

tives and priorities first, and then consider the proposed framework to identify the most 670 

optimal approach.   671 
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