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Abstract. In this note we reveal new classes of solutions to hydrodynamic Euler alignment systems
governing collective behavior of flocks. The solutions describe unidirectional parallel motion of
agents, and are globally well-posed in multi-dimensional settings subject to a threshold condition
similar to the one dimensional case. We develop the flocking and stability theory of these solutions
and show long time convergence to traveling wave with rapidly aligned velocity field.

In the context of multi-scale models introduced in [16] our solutions can be superimposed into
Mikado formations – clusters of unidirectional flocks pointing in various directions. Such formations
exhibit multiscale alignment phenomena and resemble realistic behavior of interacting large flocks.

1. Introduction and statement of main results

We consider the following hydrodynamic Euler Alignment system for density ⇢(x, t) and velocity
u(x, t) = (u1(x, t), . . . , un(x, t)) :

(1) (x, t) 2 Rn
⇥ R+

(
@t⇢+r · (⇢u) = 0,

@tu+ u ·ru = � ⇤ (⇢u)� u(� ⇤ ⇢),

subject to initial condition

(⇢(·, t),u(·, t)) |t=0 = (⇢0,u0).

The crucial feature of the alignment term in (1) is its commutator representation given by

(2) C�(u, ⇢) := � ⇤ (⇢u)� u(� ⇤ ⇢) =

Z

Rn
�(x� y) (u(y)� u(x)) ⇢(y) dy.

Here, �(x, y) = �(x � y) represents a positive communication kernel, which we assume is smooth
and bounded throughout Rn.

The system (1) arises as a macroscopic realization of the Cucker-Smale agent-based dynamics
[4, 5], which describes collective motion of N agents adjusting their directions to a weighted average
of velocities of its neighbors:

(3) (xi,vi) 2 Rn
⇥ Rn

⇢
ẋi = vi,

v̇i =
1
N

P
N

j=1 �(|xi � xj |)(vj � vi).

We refer to [8, 7, 9] for full details and rigorous derivations. Typical assumptions on �(r)
include monotonic decay at infinity and non-degeneracy, �(r) > 0, thus reflecting the intuition that
alignment becomes weaker, yet persistent, as the distance becomes larger. When communication
remains su�ciently strong at infinity, expressed by the “fat tail” condition

(4)

Z 1

0
�(r) dr = 1,
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the system (1) (as well as its discrete counterpart) exhibits alignment dynamics, that is for any
global strong solution,

(5) A(t) := max
{x,y}2Supp ⇢(·,t)

|u(x, t)� u(y, t)| ! 0 as t ! 1

exponentially fast, and the diameter of the flock remains globally bounded:

D(t)  D̄ < 1 where D(t) := max
{x,y}2Supp ⇢(·,t)

|x� y|.

The tendency of solutions to flock made the system suitable for various technological and behavioral
applications, see [23, 14, 12], and ignited a line of recent mathematical research, see Tadmor et al
[14, 17, 18, 21], Carrillo et al [1, 2, 3] and references therein.

Figure 1. Unidirectional flow

Concerning well-posedness of the system (1), we clearly
have two competing mechanisms: Burger’s transport and
alignment regularization. The alignment regularization de-
pends on how dense the flock is in that particular region
of space. So, it is natural to expect that if ⇢ has a vac-
uum region the solution blows up, see Tan [22]. The
one-dimensional theory [2] provided precise characteriza-
tion for global existence in terms of the threshold condition
@xu0(x) � � (� ⇤ ⇢0) (x) for all x 2 R. An attempt to
extend the study to dimension 2 was made in [21], and im-
proved in [10] to a smallness condition on the spectral gap
of the strain tensor ru0 + r

?u0. The well posedness in
dimension 2 and higher, however, remains wide open.

In this paper we study a new class of flocks which do
not fall under any of the previously considered categories –
these are unidirectional flows in multi-D setting, i.e.

(6) u(x, t) := hu(x, t), 0, . . . , 0i for u : Rn
⇥ R+

! R,
see Figure 1. In view of the maximum principle the orientation of ansatz (6) is preserved in time.
Note that the non-trivial component u(x, t) may depend on all coordinates. So, our solutions
exhibits features of a 1D flow, yet being on Rn represent solutions of a multi-D system of scalar
conservation laws:

(7) (x, t) 2 Rn
⇥ R+

⇢
@t⇢+ @1(⇢u) = 0,
@tu+ 1

2@1(u
2)= � ⇤ (⇢u)� u(� ⇤ ⇢).

At the core of regularity theory of these solutions is the analysis of the entropy quantity

(8) e := @1u+ � ⇤ ⇢,

which happens to retain the same conservation law as in 1D:

(9) @te+ @1(ue) = 0.

See [2] for analysis in 1D, and [13] for the interpretation of e as a topological entropy of the limiting
flock. The main global result is the following.

Theorem 1.1. Consider the multi-dimensional system (7) with smooth, monotone and positive

communication kernel �. Suppose m � k + 1 >
n

2 + 2 and (u0, ⇢0) 2 H
m
⇥ (L1

+ \W
k,1).

• [Subcritical region]. If e0(x) � 0 for all x 2 Rn
, then there exists a unique global solution

(10) (u, ⇢) 2 Cw([0,1);Hm
⇥ (L1

+ \W
k,1)).

Moreover if the kernel has fat tail (4), the following strong exponential flocking occurs:

A(t) + |ru(t)|L1(Supp ⇢(·,t)) + |r
2
u(t)|L1(Supp ⇢(·,t)) . e

��t
.



UNIDIRECTIONAL FLOCKS 3

and the density converges to a traveling wave solution: there exists ⇢̄ 2 W
1,1

such that

|⇢(t)� ⇢̄(·� ūt)|C� . e
��t (8 0 < � < 1).

• [Supercritical region]. If e0(x0) < 0 at some point x0 2 Rn
, then the solution blows up in

finite time along the characteristics emanating from x0.

The limiting velocity ū is determined from the initial conditions due to conservation of momentum
and mass

ū :=
1

M

Z

Rn
(⇢u) (x, t) dx, M :=

Z

Rn
⇢(x, t) dx.

The strong flocking was first proved in 1D under more stringent assumptions on the kernel in
[19], and for 1D multi-scale models in [16]. There does not seem to be a rule in either 1D or our
situation on how to determine the limiting density distribution of the flock ⇢̄ – this appears to be an
emerging quantity of the dynamics. However, the entropy estimates done in [13] show that, at least
on the periodic domain the size of e directly controls how far ⇢̄ is from the uniform distribution.

Our next result concerns perturbations of the constructed oriented solutions and their stability.

Theorem 1.2. Consider the multi-dimensional Euler Alignment system (1) on the periodic domain.

Let (u0, ⇢0) 2 H
m
⇥ (L1

+ \W
k,1) with m � k + 1 >

n

2 + 2 and initial velocity

(11) u0(x) = u0(x)d+ v0(x)d
?

for some d,d?
2 Sn�1

,

satisfying

(12) inf
x2Tn

e0(x) �
p
", ku0kW 1,1 ⇡ 1, kv0kW 1,1 ⇡ "

2
,

for " small enough. Then the solution of (1) exists globally in time and is stable around the

underlying unidirectional motion:

(13) |rv(t)|1 . ", 8t > 0.

We note that perturbed solutions no longer fulfill conservation of entropy (9), and as a result the
technical challenge in proving Theorem 1.2 is to establish uniform control on the residual term that
appears in the new entropy equation. We will be able to perform such control for one dimensional
perturbations of type (11), and leave the general case for future research.

The main application of our study lies in a construction of truly multi-dimensional solutions to
the multi-scale alignment system introduced in [16]. The model is designed to describe behavior
of cluster systems consisting of several interacting flocks. Alignment mechanisms within each flock
are assumed to act on a faster time scale than between the flocks, and the agents of a given flock
react to other flocks only though their group parameters. To write down the system we denote
macroscopic flock variables by (⇢↵,u↵) for ↵ = 1, . . . , A and we define the following global flock
parameters: center of masses

X↵(t) :=
1

M↵

Z

Rn
x ⇢↵(x, t) dx where M↵ :=

Z

Rn
⇢↵(x, t) dx,

and momenta

V↵(t) :=
1

M↵

Z

Rn
u↵(x, t)⇢↵(x, t) dx.

The system represents as hybrid of hydrodynamic and discrete parts, where the hydrodynamic part
corresponds to the Euler Alignment dynamics within each flock, while the discrete part governs
inter-flock communication:

(14)

8
><

>:

@t⇢↵ +r · (⇢↵u↵) = 0,

@tu↵ + u↵ ·ru↵ = �↵[�↵ ⇤ (⇢↵u↵)� u↵ (�↵ ⇤ ⇢↵)] + "

X

� 6=↵

M� (X↵ � X�) (V� � u↵) ,
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r1

r2

rA

Figure 2. Mikado cluster in v-variables.

where communication between flocks is assumed to be weaker than communication inside each of
the flocks " ⌧ min↵ �↵.

Here �↵’s are internal kernels and  is an inter-flock kernel, ↵ = 1, . . . , A. Integrating each
momentum equation above one arrives at the upscaled system for global parameters X↵,V↵ given
by the classical Cucker-Smale (3) with � =  .

As in the mono-flock case the system has a well-developed 1D theory, and exhibits flocking
behavior on the prescribed time scales, see [16]. Using our solutions as building blocks we can now
construct new solutions to (14) which form Mikado clusters – by analogy with Mikado solutions
to the 3D incompressible Euler equation which played crucial role in resolution of the celebrated
Onsager conjecture, [6, 11]. So, each block is oriented on average in the direction of its momentum
with unidirectional variations:

(15) u↵(x, t) = v↵(x+ X↵(t), t) r↵ + V↵(t) for v↵ : Rn
⇥ R+

! R, r↵ 2 Sn�1
,

put together in a cluster formation. Figure 2 illustrates the cluster configuration in new variables.

Theorem 1.3. Consider initial Mikado cluster (15) with (v↵(0), ⇢↵(0)) 2 H
m
⇥ (L1

+ \ H
k) with

m � k + 1 >
n

2 + 2, satisfying the threshold condition e↵(0) � 0 for all ↵ = 1, . . . , A. Then there

exists a global in time unique solution to system (14) which retains the same form (15) and satisfies

(v↵, ⇢↵) 2 Cw([0,1);Hm
⇥ (L1

+ \H
k)). Moreover,

• [Fast local flocking]. Assuming that for a given ↵ 2 {1, . . . , A} the ↵-flock has compact

support and the internal kernel �↵ has a fat tail, then there exists �↵(�↵,�↵, ⇢↵(0),u↵(0))
such that

sup
x2Supp ⇢↵(·,t)

⇥
|u↵(x, t)� V↵(t)|+ |ru↵(x, t)|+ |r

2u↵(x, t)|
⇤
. e

��↵t,

|⇢↵(·, t)� ⇢̄↵(·� X↵(t))|C� . e
��↵t (0 < � < 1).

• [Slow global flocking]. Suppose the inter-flock kernel  has a fat tail and the internal kernels

�↵ � 0 are arbitrary. If the multi-flock has a finite diameter initially, then global alignment

occurs at a rate �( , ", ⇢↵(0),u↵(0)) such that

sup
x2Supp ⇢↵(·,t)

↵=1,...,A

⇥
|u↵(x, t)� V|+ |ru↵(x, t)|+ |r

2u↵(x, t)|
⇤
. e

��t
,

|⇢↵(·, t)� ⇢̄↵(·� V t)|C� . e
��t (0 < � < 1),

where V = 1
M
P

A

↵=1M↵V↵ is the global momentum.
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Organization. In Section 2 we prove a local existence and a continuation criterium result in Sobolev
spaces with minimal requirements needed for what follows. In Section 3, as a direct application of
the continuation criterium, we obtain a global existence result for unidirectional parallel motion,
and provide higher order control estimates on solutions to prove a strong flocking result. In Section 4
we study a global existence result for almost unidirectional motion, and show its stability on Tn.
Finally, in Section 5 we discuss construction of Mikado clusters.

2. Local existence and continuation criterion

In this section we build a local well-posedness theory and prove a new continuation criterion for
the Euler Alignment system (1) in classes suitable for subsequent flocking analysis. We assume
throughout that � is su�ciently smooth to take as many derivatives as necessary in the course
of our arguments below. We also assume that � = �(x � y) is of convolution type and that the
environment is Rn. The exact same results carry over to Tn ad verbatim.

Theorem 2.1 (Local existence of classical solutions). Assume that m � k + 1 >
n

2 + 2 and

(u0, ⇢0) 2 H
m
⇥ (Hk

\ L
1
+). Then there exists time T0 = T0(|ru0|

�1
1 ,M) and a unique solution to

(1) on time interval [0, T0) in the class

(16) (u, ⇢) 2 Cw([0, T0);H
m
⇥ (Hk

\ L
1
+)) \ Lip([0, T0);H

m�1
⇥ (Hk�1

\ L
1
+))

satisfying the given initial condition. Moreover, any classical local solution on [0, T0) in class (16)
and satisfying

(17)

Z
T0

0
inf

x2Rn
r · u(t, x) dt > �1,

can be extended beyond T0.

One can obtain local existence rather easily for a viscous regularization:

(18)

(
⇢t +r · (⇢u) = "�⇢,

ut + u ·ru = � ⇤ (u⇢)� u (� ⇤ ⇢) + "�u.

Indeed, denoting Z = (u, ⇢) and we consider the equivalent mild formulation of (18)

Z(t) = e
"t�

Z0 +

Z
t

0
e
"(t�s)�

N (Z(s)) ds,

where N (Z) denotes all the nonlinear terms in (18). The argument goes by the standard contrac-
tivity argument. Let us fix Z0 2 H

m
⇥ (Hk

\ L
1
+) := X and consider the map

T [Z](t) = e
"t�

Z0 +

Z
t

0
e
"(t�s)�

N (Z(s)) ds.

The argument to show that T maps contractively C([0, T );B1(Z0)) into itself is elementary and
relies on analyticity of the heat semigroup:

kre
"t�

fkLp . 1
p
"t
kfkLp , 1  p  1.

So, by the fixed point argument we obtain a local solution on a time interval dependent on ".
Denoting T

⇤ the maximal time of existence in C([0, T );X) we show that T ⇤ depends only on the
X-norm of the initial condition. We do it by establishing a priori estimates that are independent
of " and which will allow us to pass to the limit of vanishing viscosity.

So, the grand quantity we are trying to control is

Ym,k := kuk2Hm + k⇢k
2
Hk + k⇢k

2
1.
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To start with, we write the continuity equation as

⇢t + u ·r⇢+ (r · u)⇢ = 0.

So, testing with @
2k
⇢ we obtain

d

dt
k⇢k

2
Ḣk =

Z
(r ·u)|@k

⇢|
2 dx�

Z
(@k(u ·r⇢)�u ·r@

k
⇢)@k

⇢ dx�

Z
@
k((r ·u)⇢)@k

⇢ dx�"k⇢k
2
Hk+1 .

We dismiss the last term. Recalling the classical commutator estimate

(19) k@
k(fg)� f@

k
gk2  |rf |1kgk

Ḣk�1 + kfk
Ḣk |g|1,

we obtain

d

dt
k⇢k

2
Ḣk  |ru|1k⇢k

2
Ḣk + kuk

Ḣkk⇢kḢk |r⇢|1 + kuk
Ḣk+1k⇢kḢk |⇢|1

 C(|ru|1 + |r⇢|1 + |⇢|1)Ym,k,

provided m � k + 1. The L
2-norm of ⇢ obeys a similar estimate trivially, and the L

1-norm is
conserved.

For the velocity equation we apply the same commutator estimate for the material derivative
part:
Z

@
m(u ·ru)@mu dx = �

Z
r · u|@mu|2 dx+

Z
[@m(u ·ru)� (u ·r@

mu)]@mu dx

. |ru|1kuk
2
Ḣm .

For the alignment term, we can put all the derivatives onto the kernel whenever possible and the
only term that is left out is |@mu|2 (� ⇤ ⇢) with � ⇤ ⇢ clearly bounded by |�|1M, a priori conserved
quantity. So, we obtain

d

dt
kuk2

Ḣm  (|ru|1 + C(|�|Cm ,M))kuk2
Ḣm .

The similar bound for d
dtkuk

2
2 is derived trivially. So, we obtain

(20)
d

dt
kuk2Hm  (|ru|1 + C(|�|Cm ,M))kuk2Hm .

It is important to note that this bound is independent of the higher norms of the density. Combining
the two equations we obtain

(21)
d

dt
Ym,k  C(|ru|1 + |r⇢|1 + |⇢|1 + C(|�|Cm ,M))Ym,k.

Of course |ru|1 + |r⇢|1 + |⇢|1  Ym,k provided k >
n

2 +1, which adds the last restriction on the
exponents for the argument to work. So, if m � k + 1 >

n

2 + 2, then

d

dt
Ym,k  C1Ym,k + C2Y

2
m,k

.

Solving the inequality gives a uniform bound on a time interval inversely proportional to kZ0kX ,
but independent of ". Thus, solutions to (18) with the same initial data exist on a common time
interval [0, T0] where they are uniformly bounded in C([0, T0];X).

Let us also note that keeping the dissipative terms in the estimates above also shows that

"

Z
T0

0
(k⇢(s)k2

Hk+1 + ku(s)k2
Hm+1) ds < C,

where C is independent of ". Then

kZtkL2  kZk
2
X + "kZkH2  kZk

2
X + "kZkHk+1⇥Hm+1 .
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So, Zt 2 L
2([0, T0];L2). Passing to a subsequence we find a weak limit Z" ! Z in L

1([0, T0];X)
and (Z")t ! Zt in L

2([0, T0];L2) (technically, a limit in L
1 may end up being a measure of bounded

variation, however as a member of Hk it is absolutely continuous, hence in L
1). Since we have that

Zt 2 L
2([0, T0];L2), Z is weakly continuous with values in L

2. Since L
2 is dense in H

�m and H
�k

this implies weak continuity Z 2 Cw([0, T0];Hm
⇥ H

k). Strong continuity of the density follows
from the equations itself:

k⇢tkL1  k⇢ruk1 + kur⇢k1  kZk
2
X < C.

Further regularity in time Zt follows from measuring smoothness of the system one level down and
performing similar product estimates as above.

Having established local existence in X let us come back to (21) and notice that this solution
can in fact be extended beyond T0 if we knew

(22)

Z
T0

0
|ru(t)|1 dt < 1.

Indeed, (20) implies that kuk2
Hm remains bounded, and hence so is |r2u|1 since m >

n

2 + 2. The
norm |⇢|1 can be bounded by solving the continuity equation along characteristics

(23) ⇢(X(t,↵), t) = ⇢(↵, 0) exp

⇢
�

Z
t

0
r · u(X(s,↵), s) ds

�
.

Bootstrapping further by di↵erentiating the continuity equation we bound |r⇢|1 in a similar fash-
ion. This is su�cient to conclude that (21) has a bounded factor on the right hand side.

Having continuation criterion (22) we can determine the minimal time interval of existence by
writing an equation for |ru|1. First, by the maximum principle, |u(t)|1  |u0|1. Writing equation
for one component @iuj we have

@t@iuj + u ·r@iuj + @iu ·ruj = @i� ⇤ (uj⇢)� @iuj(� ⇤ ⇢)� uj(@i� ⇤ ⇢).

Evaluating at the maximum and minimum and adding up over i, j we obtain

d

dt
|ru|1  |ru|21 + CM|u|1 +M|ru|1.

Hence, |ru|1 is uniformly bounded a priori on a time interval depending only on |ru0|
�1
1 . So, the

continuation criterion allows to extend our local solution up to the time T0 = T0(|ru0|
�1
1 ,M).

To relax (22) to (17) we first discuss Lagrangian formulation. Let us consider characteristics of
the solution:

d

dt
X(t,↵) = u(X(t,↵), t), X(0,↵) = ↵.

Denote v(t,↵) = u(X(t,↵), t). Then (2) can be written as

(24)
d

dt
v(t,↵) =

Z

Rn
�(X(t,↵)�X(t,�))(v(t,↵)� v(t,�))⇢0(�) d�,

here we used the transport property of the mass measure ⇢(t,�) d�. Let us now write the system
for the deformation tensor of the flow map (X, v). We have

d

dt
|rX(t,↵)|  |rv(t,↵)|,

and

d

dt
rv(t,↵) =

Z

Rn
r

>
X(t,↵)r�(X(t,↵)�X(t,�))⌦ (v(t,�)� v(t,↵))⇢0(�) d�

�rv(t,↵)

Z

Rn
�(X(t,↵)�X(t,�))⇢0(�) d�.
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By the maximum principle the amplitude sup↵,� |v(t,�)� v(t,↵)| is decreasing. So,

d

dt
|rv(t,↵)|  C1|rX(t,↵)|+ C2|rv(t,↵)|.

This implies exponential bound

|rv(t)|1 + |rX(t)|1  C1e
C2t.

To obtain a bound in |ru|1 we invert back to labels

ru(x, t) = r
�>

X(X�1(x, t), t)rv(X�1(x, t), t).

Using that

|r
�>

X(↵, t)| 
C1

inf↵ | detrX(↵, t)|
e
nC2t

we recall the Liouville formula

detrX(↵, t) = exp

⇢Z
t

0
r · u(X(↵, t), t) dt

�
.

So, condition (17) guarantees that the exponential will stay away from zero. This establishes
uniform bound on |ru(t)|1.

3. Existence and flocking of unidirectional solutions

Let us consider the following entropy for general multi-dimensional solutions of (1):

e = r · u+ � ⇤ ⇢.

The equation for this quantity reads

(25) @te+r · (ue) = (r · u)2 � Tr[(ru)2].

It was derived in 2D in [10], and appeared briefly in the context of small initial data result in [15].
Let us derive it in general for the sake of completeness.

Since � is a convolution kernel, we have that

(26) @t(� ⇤ ⇢) +r · [� ⇤ (⇢u)] = 0.

Taking the divergence of the velocity equation, we obtain

(27) @t(r · u) +r · [(u ·r)u] = r · [� ⇤ (⇢u)]�r · [(� ⇤ ⇢)u]

with
r · [(� ⇤ ⇢)u] = (� ⇤ ⇢)r · u+ (u ·r)(� ⇤ ⇢)

and
r · [(u ·r)u] = Tr[(ru)2] + (u ·r)(r · u).

On one hand, combining (26) and (27), we obtain that

(28) @te+ (� ⇤ ⇢)r · u+ u ·re+Tr[(ru)2] = 0.

On the other hand, adding and subtracting now (r · u)2 in (28) produces (25). It is clear that in
1D the right hand side of (25) vanishes, and one obtains a clean continuity law:

(29) @te+r · (ue) = 0.

The main crucial observation we make here is that for the unidirectional motion given by

u(x, t) = u(x, t)d, d 2 Sn�1
,

the same cancelation occurs for the corresponding entropy

e = d ·ru+ � ⇤ ⇢,

which satisfies the same equation (29).
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This opens the possibility of addressing global existence in a way similar to the well-known
one-dimensional case.

Proof of Theorem 1.1. Let us rewrite the e-equation as a non-autonomous logisitic ODE along
characteristics:

(30)
d

dt
e = e(� ⇤ ⇢� e).

It is clear that if e0(x0) < 0 for some x0 then e(t) < 0 along this particular characteristics, and
hence we have

d

dt
e = e(� ⇤ ⇢� e) < �e

2
.

This leads to blow up in finite time.
On the other hand, if e0(x) � 0 for all x, then e(t, x) � 0 remain so for all t and x. But

then d · ru � �(� ⇤ ⇢) � �|�|1M. This fulfills the continuation criterion (17) and the proof is
complete. ⇤
Remark 3.1. To put our solutions in the context of the spectral dynamics approach of He and
Tadmor [10], we let S0 := 1

2

�
ru0 +rut

0

 
be the symmetric part of the velocity gradient of the

initial field with eigenvalues µi = µi(S0). For our field it is given by S0 = 1
2(d⌦ru0 +ru0 ⌦ d).

So, in dimension 2 the spectral gap is given simply by

µ2(S0)� µ1(S0) = |ru0|.

This quantity, of course, can be arbitrarily large. Consequently, our solutions do not fulfill the
threshold condition of [10].

Next we address flocking behavior. Due to rotational invariance of the system (1) one can assume
without loss of generality that d points in the direction of the x1-axis:

(31) u(x, t) = hu(x, t), 0, . . . , 0i for u : Rn
⇥ R+

! R.

Let us now rewrite system (1) for the specific ansatz (31) at hand:

(32) (x, t) 2 Rn
⇥ R+

⇢
@t⇢(x, t) + @1(⇢u)(x, t) = 0,
@tu(x, t) + u(x, t)@1u(x, t) = � ⇤ (⇢u)(x, t)� u(x, t)(� ⇤ ⇢)(x, t).

The entropy (8) takes the form e = @1u+ � ⇤ ⇢ and the equation (25) reduces to

@te+ @1(ue) = 0.

By the general result in multi-D proved in [21], we have exponential alignment and flocking for any
fat tail communication (4):

D(t)  D̄ < 1 where D(t) := max
{x,y}2Supp ⇢(·,t)

|x� y|

A(t)  A0e
��t

.

(33)

Next, we complement this general result by a strong flocking statement of Theorem 1.1. This has
so far been a 1D specific result, see [19, 20], but we can extend it to the general multidimensional
oriented flows and the use of the same entropy conservation. The technical issue in applying the
1D strategy is that, again, e only controls @1u. We will present a boostraping argument to extend
such control to the full gradient and Hessian.

Proof of strong flocking. We know from (33) that the diameter of the flock D(t) will remain finite.
Then we can estimate the convolution from below:

(34) (� ⇤ ⇢)(·, t) � �(D(t))M � �(D̄)M,
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where we replace the kernel with its smallest value, which is �(D̄). Using the logistic equation along
characteristics obtained in (30) together with the previous bound (34) we obtain the following ODI:

d

dt
e = e(� ⇤ ⇢� e) � e

�
�(D̄)M� e

�
.

Since e0 is uniformly bounded from above and away from zero, it follows that solving the logistic
ODI there exists a time t

?
> 0 such that e(x, t) � 1

2�(D̄)M for all x 2 Supp ⇢(·, t) and t > t
?.

With this in mind let us write another equation for @iu in the following form

@t@iu+ @iu@1u+ u@i@1u = @i� ⇤ (⇢u)� @iu(� ⇤ ⇢)� u(@i� ⇤ ⇢),

or along characteristics

d

dt
@iu = @i� ⇤ (⇢u)� u(@i� ⇤ ⇢)� (@1u+ � ⇤ ⇢) @iu

=

Z

Rn
@i�(|x� y|) (u(y)� u(x)) ⇢(y) dy � e @iu.(35)

We already know from (33) that the velocity fluctuations A(t) are exponentially decaying. Hence,
the integral above will be bounded by |@i�|1ME(t) where in what follows we denote by E(t) a
generic exponentially decaying quantity.

Recall that for large enough time, t > t
? we have the positive boundedness e(x, t) � 1

2�(D̄)M > 0
for all x 2 Supp ⇢(·, t). Then, evaluating (35) at the maximum over Supp ⇢(·, t) we obtain

@t|@iu|L1(Supp ⇢(·,t))  E(t)� 1
2�(D̄)M|@iu|L1(Supp ⇢(·,t)).

This readily implies the desired result by integration, since at any time t characteristics cover
Supp ⇢(·, t) we arrive at the desired bound |@iu|L1(Supp ⇢(·,t))  E(t) for i = 1, . . . , n.

Moving on to the next level, let us note that u 2 W
2,1 on [0, T0) by the Sobolev embedding. So,

let us write the equation for the second order derivatives |@i@ju|L1 with i, j = 1, . . . , n.

@t@j@iu+ u@j@i@1u = @j@i� ⇤ (⇢u)� u(@j@i� ⇤ ⇢)� (@j@iu+ @iu@j + @ju@i) (@1u+ � ⇤ ⇢)

or along characteristics

d

dt
@j@iu =

Z

Rn
@j@i�(|x� y|) (u(y)� u(x)) ⇢(y) dy � e @j@iu� @je @iu� @ie @ju,

where
@je = @j@1u+ @j� ⇤ ⇢ and @ie = @i@1u+ @i� ⇤ ⇢.

The procedure to prove exponential decay for second order derivatives consists in three steps.

Step 1. First, we star considering the case i = j = 1. Note that for this particular case, we have

d

dt
@
2
1u =

Z

⌦
@
2
1�(|x� y|) (u(y)� u(x)) ⇢(y) dy � e @

2
1u� 2 @1e @1u.

Using that @1e = @
2
1u+ @1� ⇤ ⇢, we arrive to the following inequality

d

dt
@
2
1u  E(t)� @

2
1u(e� E(t))

where E(t) denotes a generic exponential decaying quantity. Now, as e(x, t) � 1
2�(D̄)M > 0 for all

x 2 Supp ⇢(·, t) and t > t
? we have that

d

dt
@
2
1u  E(t)� @

2
1u
�
1
2�(D̄)M� E(t)

�
for t > t

?
.

As E(t) decays exponentially fast, there must exists t?? > t
? such that

d

dt
@
2
1u  E(t)� 1

4�(D̄)M@
2
1u for t > t

??
.
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Then, evaluating the previous inequality at the maximum over Supp ⇢(·, t) we have obtained the
desired result by integration, since at any time t characteristics cover all Supp ⇢(·, t) we arrive at
the desired bound |@

2
1u|L1(Supp ⇢(·,t))  E(t).

Step 2. Secondly, we consider the case i = 1 and i 6= j. In this case, we have

d

dt
@j@1u =

Z

Rn
@j@1�(|x� y|) (u(y)� u(x)) ⇢(y) dy � e @j@1u� @je @1u� @1e @ju,

where

@je = @j@1u+ @j� ⇤ ⇢ and @1e = @
2
1u+ @1� ⇤ ⇢.

Using that |ru|L1(Supp ⇢(·,t))  E(t) and the fact that |@2
1u|L1(Supp ⇢(·,t))  E(t) we get

d

dt
@j@1u  E(t)� @j@1u (e� E(t))

and doing the same as before we obtain that |@j@1u|L1(Supp ⇢(·,t))  E(t) for j 6= 1.

Step 3. Finally, we consider the case i 6= 1. Using all the previous, we get

d

dt
@j@iu  E(t)� e @j@iu

and repeating the procedure we obtain that |@j@iu|L1  E(t) for i 6= 1 and j = 1, . . . , n.
Consequently, we have proved that |r2

u|L1(Supp ⇢(·,t))  E(t). Putting all together, there exists
C, � depending on � and initial data (⇢0, u0), such that the velocity satisfies

sup
x2Supp ⇢(·,t)

⇥
|u(x, t)� ū|+ |ru(x, t)|+ |r

2
u(x, t)|

⇤
 Ce

��t
.

Moving to the density, we obtain solving the density equation along characteristics that

⇢(X(t), t) = ⇢0(X(0)) exp

✓
�

Z
t

0
@1u(X(s), s) ds

◆
.

So, in view of the established decay of |@1u|L1 , the density enjoys a pointwise global bound

sup
t>0

|⇢(·, t)|L1 < 1.

Next we establish a second round of estimates in higher order regularity in order to get a control over
|r⇢|L1 and then prove flocking of the density. Let’s write the equation for @i⇢ with i = 1, . . . , n.

@t@i⇢+ @i@1u ⇢+ @1u @i⇢+ @iu @1⇢+ u @i@1⇢ = 0

or along characteristics
d

dt
@i⇢+ @i@1u ⇢+ @1u @i⇢+ @iu @1⇢ = 0.

The procedure to prove exponential decay consists in two steps:

Step 1. On one hand, we consider the case i = 1. Let’s write the equation for @1⇢:

d

dt
@1⇢ = �@

2
1u ⇢� 2 @1u @1⇢ = E(t)(1 + @1⇢).

This shows that |@1⇢|L1 is uniformly bounded. Afterthat, we are now ready to prove the
same uniform bound for @i⇢ with i = 2, . . . , n.

Step 2. On the other hand, we consider the case i 6= 1. As |@1⇢|L1 is uniformly bounded we have

d

dt
@i⇢ = �@i@1u ⇢� @1u @i⇢� @iu @1⇢ = E(t)(1 + @i⇢).

Therefore, this shows that |@i⇢|L1 is uniformly bounded for i = 2, . . . , n.
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This shows that |r⇢|L1 remains uniformly bounded. Now to establish strong flocking we have that
the velocity alignment goes to its natural limit ū = P/M . Then, ⇢̃(x, t) := ⇢(x1 + tū, x2, . . . , xn, t)
satisfies

@t⇢̃(x, t) + ⇢̃(x, t) @1u(x1 + tū, x2, . . . , xn, t) + @1⇢̃(x, t)(u(x1 + tū, x2, . . . , xn, t)� ū) = 0.

According to the established bounds we have that |@t⇢̃|L1 = E(t). This shows that ⇢̃(·, t) is
Cauchy in t in the metric of L

1. Hence, there exists a unique limiting state ⇢1(·) such that
|⇢̃(·, t) � ⇢1(·)|L1 = E(t). Shifting x1 this can be expressed in terms of ⇢(x, t) and ⇢̄(x, t) :=
⇢1(x1 � tū, x2, . . . , xn, t) as

|⇢(·, t)� ⇢̄(·)|L1 = E(t).

Since r⇢ is uniformly bounded, this also shows that ⇢̄ is Lipschitz. Convergence in C
� with

0 < � < 1 follows by interpolation. ⇤

4. Stability and existence of flocks near a unidirectional one

In this section we address the question of stability and prove Theorem 1.2. We study oriented
flocks in perturbative regime with initial condition

u0(x) = u0(x)d+ v0(x)d
? for some d,d?

2 Sn�1
,

with ku0kW 1,1 ⇡ 1 and kv0kW 1,1 ⇡ "
2 for some " ⌧ 1, which measures the size of the perturbation.

At the core of our analysis is again the entropy e := r ·u+� ⇤ ⇢ which satisfies (25) with non-zero
right hand side.

The key element of our approach is to study an evolution equation for the expression on the
right hand side and to establish control over its magnitude

E(t) := k(r · u)2 � Tr[(ru)2]kL1 .

Note that initially E(0) ⇡ "
2 and by continuity E(t) . "

2 at least for a short period of time. We
therefore define a possible critical time t

? at which the solution hypothetically reaches size " for
the first time:

E(t⇤) = ", E(t) < " for t < t
?
.

A contradiction will be achieved if we show that E0(t?) < 0. This would establish the bound
E(t) < " on the entire interval of existence, which in turn will imply a bound on e, and hence
extension to a global solution thanks to the continuation criterion (17).

So, let derive the equation for (r · u)2 �Tr[(ru)2] to see what is needed to achieve a bound on
it. First, due to rotational invariance of the system (1) one can assume for simplicity that d points
in the direction of the x1-axis and d? points in the direction of the x2-axis:

(36) u0(x) = hu0(x), v0(x), 0, . . . , 0i.

Then the solution at time t takes form:

(37) u(x, t) = hu(x, t), v(x, t), 0, . . . , 0i.

Let us observe the identity for general w(x) := hw
1(x), . . . , wn(x)i

(r ·w)2 � Tr[(rw)2] =
X

i 6=j

����
@iw

i
@jw

i

@iw
j

@jw
j

���� .

Definition 4.1. Given three functions f, g, h : Rn
! R, we define the bracket {f, C�(g, h)} as

another function that takes the form

{f, C�(g, h)} := @1f C@2�(g, h)� @2f C@1�(g, h).
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Using the structure of the Euler Alignment system (1) we derive the following equation along
characteristics:

(38)
d

dt

⇥
(r · u)2 � Tr[(ru)2]

⇤
= � (e+ (� ⇤ ⇢))

⇥
(r · u)2 � Tr[(ru)2]

⇤
+⌥�(u, v)

where

⌥�(u, v) := 2 {u, C�(⇢, v)}+ 2 {v, C�(⇢, u)} .

Indeed, we have

@t(@1u) @2v + [(@1u ·r)u+ (u ·r)@1u] @2v = @2v C@1�(⇢, u)� @2v @1u (� ⇤ ⇢) ,

@1v @t(@2u) + [(@2u ·r)u+ (u ·r)@2u] @1v = @1v C@2�(⇢, u)� @1v @2u (� ⇤ ⇢) ,

@1u @t(@2v) + [(@2u ·r)v + (u ·r)@2v] @1u = @1u C@2�(⇢, v)� @1u @2v (� ⇤ ⇢) ,

@t(@1v) @2u+ [(@1u ·r)v + (u ·r)@1v] @2u = @2u C@1�(⇢, v)� @2u @1v (� ⇤ ⇢) ,

and consequently,

d

dt

����
@1u @2u

@1v @2v

����+ (u,ru) = �2

����
@1u @2u

@1v @2v

���� (� ⇤ ⇢) +⌥�(u, v)(39)

where

 (u,ru) := @2v [(@1u ·r)u] + @1u [(@2u ·r)v]� @2u [(@1u ·r)v]� @1v [(@2u ·r)u] .

Note that, combining the terms in  (u,ru) appropriately give us a new cancellation:

@2v [(@1u ·r)u]� @2u [(@1u ·r)v] = @2v (@1u)
2
� @2u @1u @1v,

@1u [(@2u ·r)v]� @1v [(@2u ·r)u] = @1u (@2v)
2
� @1v @2v @2u,

which implies

(40)  (u,ru) =

����
@1u @2u

@1v @2v

���� (r · u).

Putting together (39) and (40) with the fact that e = r · u+ (� ⇤ ⇢) we have proved (38).

Lemma 4.2. On the interval [0, t⇤] we have

(41) 1
2

p
"  e(x, t)  C0 := 2max{|e0|1,M|�|1}.

Proof. Recall the equation:

(42)
d

dt
e =

⇥
(r · u)2 � Tr[(ru)2]

⇤
+ e ((� ⇤ ⇢)� e) .

If e(x, t) = 1
2

p
" for the first time t < t

⇤, then

d

dt
e � �"+ 1

2

p
"(� ⇤ ⇢(x, t)� 1

2

p
") � �"+ 1

2

p
"(M inf

x
��

1
2

p
") > 0,

provided " . M
2, a contradiction. Similarly, if e(x, t) = C0 > |e0|1, then

d

dt
e  "+ C0(|�|1M� C0) < 0,

provided C0 > 2M|�|1. So, the constant can be chosen C0 = 2max{|e0|1,M|�|1}. ⇤

We now proceed to establishing control over the partial gradient |r1,2u(t)|1 which is what is
needed to bound the residual term ⌥�(u, v) in (38). First, we derive an equation for the full gradient
in the form suitable for our application, see also [10].
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Lemma 4.3. Assume that w solves the multi-dimensional Euler Alignment system

@tw + (w ·r)w = C�(⇢,w).

Then, the following equality holds:

(43)
d

dt
@lw

k
�

nX

i=1

����
@iw

i
@lw

i

@iw
k

@lw
k

���� = C@l�(⇢, w
k)� e @lw

k
.

Proof. Computing the @l derivative, we get componentwise

@t@lw
k + (@lw ·r)wk + (w ·r)@lw

k = C@l�(⇢, w
k)� @lw

k(� ⇤ ⇢).

Therefore, we obtain that

d

dt
@lw

k = C@l�(⇢, w
k)� @lw

k(� ⇤ ⇢)� (@lw ·r)wk

= C@l�(⇢, w
k)� e @lw

k + @lw
k(r ·w)� (@lw ·r)wk

,

where

@lw
k(r ·w)� (@lw ·r)wk =

nX

i=1

����
@iw

i
@lw

i

@iw
k

@lw
k

���� .

⇤

For our solutions the gradient of the velocity field takes form

ru =

0

BBBBB@

@1u @2u

@1v @2v

@3u . . . @nu

@3v . . . @nv

0 0
...

...
0 0

0 . . . 0
...

. . .
...

0 . . . 0

1

CCCCCA
⌘

✓
P Q

0 0

◆

So, we first address the upper corner part P .

Lemma 4.4. On time interval [0, t⇤] we have the following bounds

(44) |@1v(t)|1 + |@2v(t)|1  C"
3/2

, |@1u(t)|1 + |@2u(t)|1  C"
�1/2

.

Proof. First, we consider the o↵-diagonal elements of submatrix P :

(45)

8
><

>:

d

dt
@2u = C@2�(⇢, u)� e @2u,

d

dt
@1v = C@1�(⇢, v)� e @1v.

Recalling (41) we have

@t|@1v|1  2 |@1�|1M|v0|1 �
1

2

p
" |@1v|1,

@t|@2u|1  2 |@2�|1M|u0|1 �
1

2

p
" |@2u|1.

Gronwall’s inequality tell us that

|@1v|1  |@1v0|1 e
� 1

2

p
"t +

2
p
"
|@1�|1M|v0|1(1� e

� 1
2

p
"t)  C"

3/2

|@2u|1  |@2u0|1 e
� 1

2

p
"t +

2
p
"
|@2�|1M|u0|1(1� e

� 1
2

p
"t)  C"

�1/2
.
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For the diagonal entries, we have

(46)

8
><

>:

d

dt
@1u�

1
2

⇥
(r · u)2 � Tr[(ru)2]

⇤
= C@1�(⇢, u)� e @1u,

d

dt
@2v �

1
2

⇥
(r · u)2 � Tr[(ru)2]

⇤
= C@2�(⇢, v)� e @2v.

Thus, on the interval [0, t⇤]:

@t|@1u|1  "+ 2 |@1�|1M|u0|1 �
1

2

p
" |@1u|1,

Hence,

|@1u|1  |@1u0|1 e
� 1

2

p
"t +

2
p
"
(|@1�|1M|u0|1 + ")(1� e

� 1
2

p
"t)  C"

�1/2
.

A similar estimate for @2v would have given us . "
1/2, which is not su�cient. To improve this

bound, we need to rewrite the equation for @2v in a di↵erent way:

(47)
d

dt
@2v + @2u @1v + @2v@2v = C@2�(⇢, v)� (� ⇤ ⇢) @2v.

To analyze the evolution in time of @2v through (47), we define the points x±(t) as follows

@2v(x
+(t), t) := max @2v(x, t) and @2v(x

�(t), t) := min @2v(x, t).

Then,

d

dt
@2v(x

+(t), t)  �
⇥
(� ⇤ ⇢) + @2v(x

+(t), t)
⇤
@2v(x

+(t), t) + C"
3/2

,

�
d

dt
@2v(x

�(t), t) 
⇥
(� ⇤ ⇢) + @2v(x

�(t), t)
⇤
@2v(x

�(t), t) + C"
3/2

,

and their di↵erence d(t) := @2v
"(x+(t), t)� @2v

"(x�(t), t) satisfies

(48) d0(t)  �
⇥
(� ⇤ ⇢) + @2v

"(x+(t), t)� @2v
"(x�(t), t)

⇤
d(t) + C"

3/2
.

We already know that |@2v|1  "
1/2 we have

(� ⇤ ⇢) + @2v
"(x+(t), t)� @2v

"(x�(t), t) � c0,

and hence
d0(t)  �c0d(t) + C"

3/2
, d(0)  "

2
.

Application of Grönwall’s lemma gives d(t) . "
3/2 and the proof is complete. ⇤

With all ingredients at hand we are now ready to use the equation (38) to close the argument
for global existence. At the critical time t

?, we have

d

dt
E(t?)  �cME(t?) +⌥�(u, v)

where
⌥�(u, v) = 2 {u, C�(⇢, v)}+ 2 {v, C�(⇢, u)} .

We have, using (44) and |v|1  |v0|1 ⇡ "
2,

{u, C�(⇢, v)}  C"
�1/2

"
2 = C"

3/2

{v, C�(⇢, u)}  C"
3/2

.

Then
d

dt
E(t?)  �c"+ C"

3/2
< 0

for " > 0 small enough. This shows that t
⇤ = 1, and hence by Lemma 4.2 we have a uniform

bound on e, which fulfills the continuation criterion of Theorem 2.1.
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Finally, we establish control over the remaining part of the gradient matrix Q.

Lemma 4.5. We have for all k = 3, . . . , n and all time t > 0,

|@ku(t)|1  c"
�1/2

, |@kv(t)|1  c".

Proof. We write the system for @ku and @kv as follows:

(49)

8
><

>:

d

dt
@ku� @2v @ku+ @2u @kv = C@k�(⇢, u)� e @ku,

d

dt
@kv + @1v @ku+ @2v @kv = C@k�(⇢, v)� (� ⇤ ⇢) @kv.

Denote Xk(t) := |@ku(t)|1 and Yk(t) := |@kv(t)|1 for k = 3, . . . , n. Combining (44) together with
the lower bound (� ⇤ ⇢) � c0 and the fact that e(t) � 1

2

p
", the system (49) can be put as

(50)

8
<

:
Ẋk(t)  �c1

p
"Xk(t) +

c2
p
"
Yk(t) + c3,

Ẏk(t)  c4"
3/2

Xk(t)� c5Yk(t) + c6"
2

where all the constants are independent of ". Obviously, defining the vector Zk(t) := (Xk(t), Yk(t))
the system (50) of ODI can be re-write in matrix form as Żk(t)  AZk(t) + b with diagonalization
A = PDP�1, where

A :=

 
�c1

p
"

c2p
"

c4"
3/2

�c5

!
, b :=

✓
c3

c6"
2

◆
and D :=

✓
�+(") 0
0 ��(")

◆
.

Noting that Tr(A) < 0 and Det(A) > 0 for " > 0 small enough, both eigenvalues �±(") are negative.
More specifically, we have that

�±(") :=
Tr(A)

2 ±

r⇣
Tr(A)

2

⌘2
�Det(A)

with

�+(") ! �c5 +O(") and �+(") ! �
p
"+O(").

Making an ansatz to use an integrating factor of e�At and multiplying throughout, yields

Zk(t)  e
At
Zk(0) +

Z
t

0
e
A(t�s)b ds.

So, calculating e
At = PeDtP�1 leads to the solution to the system, by simply integrating with

respect to t. Using that Zk(0) ⇡ (1, "2) and some elementary linear algebra, we obtain that

Xk(t) .
⇣
e
��t + e

�+t

⌘
+

✓
e
��t

� 1

��
+

e
�+t

� 1

�+

◆
,

Yk(t) . "
3/2
⇣
e
��t

� e
�+t

⌘
+ "

3/2

✓
e
��t

� 1

��
�

e
�+t

� 1

�+

◆
.

Combining everything we conclude that

Xk(t)  c7"
�1/2

, Yk(t)  c8", 8t � 0,

as desired. ⇤

Combined with previously established bound (44) we conclude the stability bound for the full
gradient of the perturbation |rv(t)|1 . ".
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5. Mikado clusters

We now turn our attention to the cluster system (14). First issue we encounter is the maximum
principle. Although the system satisfies the global maximum principle – each velocity component
variation is non-increasing, this may not be the case within each individual flock. One can derive
an “internal maximum principle”, meaning that the velocities relative to the momentum of ↵-flock
are in fact decaying. To obtain this let us pass to the reference frame moving with the average
momentum in each flock:

v↵(x, t) := u↵(x� X↵(t), t)� V↵(t) and %↵(x, t) := ⇢↵(x� X↵(t), t).

and write the system in the new variables

(51)

(
@t%↵ +r · (%↵v↵) = 0,

@tv↵ + v↵ ·rv↵ = �↵ [�↵ ⇤ (%↵v↵)� v↵(�↵ ⇤ %↵)] + "R↵(t)v↵,

where
R↵(t) :=

X

� 6=↵

M� (X↵(t)� X�(t)).

The following statement is easy to verify.

Lemma 5.1. The set of variables (u↵, ⇢↵)↵ satisfy (14) if and only if (X↵,V↵)↵ satisfy the discrete

Cucker-Smale system (3), and (v↵, %↵)↵ satisfy (51).

Moreover, one can prove a similar local well-posedness result as in Theorem 2.1 with similar
continuation criterion satisfied by each ↵-flock.

So, we construct Mikado solutions to (14) by specifying an arbitrary set of macroscopic parame-
ters (X↵,V↵)↵ satisfying the discrete Cucker-Smale system (3) and setting

(52) v↵(x, t) = v↵(x, t) r↵ for v↵ : Rn
⇥ R+

! R, r↵ 2 Sn�1
.

As in the monoflock case the entropy plays a crucial role,

(53) e↵ := r↵ ·rv↵ + �↵(�↵ ⇤ %↵),

which satisfies
@te↵ +r · (v↵%↵) = �"R↵(t) (r · v↵),

or equivalently along characteristics

d

dt
e↵ = ("R↵(t) + e↵)(�↵(�↵ ⇤ %↵)� e↵).

Since R↵ � 0, the initial positive entropy e↵ � 0 will preserve its sign, and also be globally bounded.
Thus, r · v↵ is bounded, and hence we obtain global existence by Theorem 2.1.

It was already shown in [16] that any classical solution to a multi-flock aligns exponentially fast.
To prove strong flocking we simply observe that the scalar pair (v↵, %↵) satisfies

(54)

(
@t%↵ +r · (%↵v↵r↵) = 0,

@tv↵ + (r↵ ·rv↵) v↵ = �↵ [�↵ ⇤ (%↵v↵)� v↵(�↵ ⇤ %↵)] + "R↵(t)v↵,

which is similar to (32) with the exception of the extra term "R↵(t)v↵ which plays the role of extra
damping since R↵ � 0. So, the same analysis as in mono-flock case applies.

It is interesting to observe that each ↵-flock aligns to its momentum V↵ regardless of whether
momenta themselves align or not. So, strong internal communication �↵ leads to local emergent
behavior within the ↵-flock despite potentially destabilizing influence of the others flocks. On the
other hand, if the inter-communication kernel  is global, then the global emergence occurs even
if internal communications are weak or completely absent. In this case, every agent aligns to the
total momentum of the system V.
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