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ABSTRACT

Context. At present, there are strong indications that white dwarf (WD) stars with masses well below the Chandrasekhar limit
(Mcyh = 1.4 M) contribute a significant fraction of SN Ia progenitors. The relative fraction of stable iron-group elements synthe-
sized in the explosion has been suggested as a possible discriminant between M¢y, and sub-M¢y, events. In particular, it is thought that
the higher-density ejecta of M, WDs, which favours the synthesis of stable isotopes of nickel, results in prominent [NiII] lines in
late-time spectra (=150 d past explosion).

Aims. We study the explosive nucleosynthesis of stable nickel in SNe Ia resulting from My, and sub-Mc;, progenitors. We explore the
potential for lines of [NiII] in the optical an near-infrared (at 7378 A and 1.94 um) in late-time spectra to serve as a diagnostic of the
exploding WD mass.

Methods. We reviewed stable Ni yields across a large variety of published SN Ia models. Using 1D M, delayed-detonation and sub-
My, detonation models, we studied the synthesis of stable Ni isotopes (in particular, 3Ni) and investigated the formation of [NiII]
lines using non-local thermodynamic equilibrium radiative-transfer simulations with the CMFGEN code.

Results. We confirm that stable Ni production is generally more efficient in Mc, explosions at solar metallicity (typically 0.02—
0.08 M,, for the 3¥Ni isotope), but we note that the **Ni yield in sub-Mc, events systematically exceeds 0.01 M,, for WDs that are
more massive than one solar mass. We find that the radiative proton-capture reaction ’Co(p,¥)**Ni is the dominant production mode
for *8Ni in both M, and sub-M¢, models, while the a-capture reaction on **Fe has a negligible impact on the final **Ni yield.
More importantly, we demonstrate that the lack of [NiII] lines in late-time spectra of sub-Mc;, events is not always due to an under-
abundance of stable Ni; rather, it results from the higher ionization of Ni in the inner ejecta. Conversely, the strong [NilI] lines
predicted in our 1D M¢, models are completely suppressed when *Ni is sufficiently mixed with the innermost layers, which are rich
in stable iron-group elements.

Conclusions. [NiII] lines in late-time SN Ia spectra have a complex dependency on the abundance of stable Ni, which limits their use
in distinguishing among M, and sub-M¢y, progenitors. However, we argue that a low-luminosity SN la displaying strong [Ni 1] lines
would most likely result from a Chandrasekhar-mass progenitor.

Key words. supernovae: general — nuclear reactions, nucleosynthesis, abundances — supernovae: individual: SN 2017bzc —
radiative transfer

1. Introduction

In the long-standing model for type la supernovae (SNe Ia),
a carbon-oxygen white dwarf (CO WD) star accretes material
from a binary companion until it approaches the Chandrasekhar-
mass limit for a relativistic degenerate electron plasma
(Mch = 1.4 My). While this model provides a robust ignition
mechanism for runaway carbon fusion, it is in tension with
the observed SN Ia rate (see e.g. Maoz & Mannucci 2012;
Livio & Mazzali 2018; Wang 2018; Soker 2019 for reviews).
Moreover, there is growing evidence that it cannot explain the
full range of observed SN Ia properties (e.g. Jha et al. 2019). For
instance, Flors et al. (2020) find that the Ni/Fe abundance ratio

inferred from late-time spectroscopy is consistent with the pre-
dictions of sub-M¢, models for 85% of normal SNe Ia.

There are multiple paths leading to the explosion of a WD
significantly below the Chandrasekhar-mass limit. In double-
detonation models (e.g. Shen et al. 2018; Townsley et al. 2019;
Magee et al. 2021; Gronow et al. 2021), a sub-Mc, WD accretes
a thin He-rich layer from a non-degenerate binary compan-
ion, triggering a detonation at its base which leads to a sec-
ondary detonation of the CO core. Modern incarnations of
this model consider modestly CO-enriched low-mass He lay-
ers (<1072 M), whose detonation does not lead to spurious
spectroscopic features from iron-group elements (IGEs) at early
times (Shen & Moore 2014; Townsley et al. 2019). Furthermore,
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the predicted rate of double-detonation models matches the
observed SN Ia rate (e.g. Ruiter et al. 2011, 2014).

Other sub-Mcy, progenitor models involve double-WD sys-
tems. In the classical double-degenerate model of Webbink
(1984), two unequal-mass WDs in a close binary system merge
through loss of energy and angular momentum via gravitational-
wave radiation. The more massive WD tidally disrupts and
accretes the lower-mass object, resulting in an off-centre carbon
ignition in the merger remnant and the formation of an oxygen-
neon (ONe) WD (e.g. Saio & Nomoto 1985; Timmes et al.
1994; Shen et al. 2012). If the remnant mass exceeds the Chan-
drasekhar limit, accretion-induced collapse to a neutron star
ensues, associated with a weak explosion, but with no SN Ia
event (Nomoto & Kondo 1991).

This model was later revised by Pakmor et al. (2010), who
considered the merger of two nearly equal-mass WDs, in which
the less massive WD is rapidly accreted onto the primary WD,
resulting in compressional heating of the accreted material and
subsequent carbon ignition. Such violent merger models have
been successful in reproducing the observed properties of both
sub-luminous and normal SNe Ia (Pakmor et al. 2010, 2012), as
well as more peculiar events (Kromer et al. 2013, 2016).

In addition to mergers, several authors have explored colli-
sions between two WDs as a potential SN Ia progenitor scenario
(e.g. Raskin et al. 2009; Rosswog et al. 2009). Such collisions
are expected to occur in dense stellar environments such as glob-
ular clusters (e.g. Hut & Inagaki 1985; Sigurdsson & Phinney
1993); it was more recently suggested that they may efficiently
occur in triple systems to explain SNe Ia (Katz & Dong 2012;
Kushnir et al. 2013), although the predicted rates vary signif-
icantly (see e.g. Toonen et al. 2018). Furthermore, Dong et al.
(2015) argued that the doubly peaked line profiles observed in
late-time spectra of several SNe Ia result from a bimodal °Ni
distribution produced in WD-WD collisions.

It should be possible to identify SNe Ia resulting from
Mcy vs. sub-Mcy, progenitors observationally, since variations
in the ejecta mass have an impact on the radiative dis-
play (e.g. Pinto & Eastman 2000). The typical photon diffu-
sion time depends on the mean opacity, k, of the ejecta, its
mass, M., and characteristic velocity, v, following fgg o
/<1/2Melj/2v’1/2 (e.g. Arnett 1982; Woosley et al. 2007; Piro et al.
2010; Khatami & Kasen 2019). The photon diffusion time is thus
shorter for a sub-M¢y, ejecta compared to a Mcy, ejecta, resulting
in shorter bolometric rise times (see e.g. Blondin et al. 2017).
The post-maximum bolometric decline is also faster, as the lower
density of sub-Mcy, ejecta favours the earlier escape of y-rays
(e.g. Kushnir et al. 2020; Sharon & Kushnir 2020)'.

The colour evolution around maximum light is also affected
by the ejecta mass. As noted by Blondin et al. (2017), sub-M¢y,
ejecta are subject to a larger specific heating rate at maximum
light® for a given °Ni mass, owing to the shorter rise times
and lower ejecta mass; hence, they display bluer maximum-
light colours. The colour evolution past maximum light is also
more pronounced, as observed in low-luminosity SNe Ia (e.g.
Blondin et al. 2017; Shen et al. 2021). The ejecta mass can, in
principle, be constrained based purely on photometric indica-
tors. In practice, however, their interpretation is subject to uncer-

I 'We note, however, that both of these studies argue that observed
SN Ia light curves are in tension with the y-ray escape time scales
inferred for sub-Mc, models.

2 Defined as édecay([max) = Ldecay(zmax)/Mlols where Ldecay(tmax) is the
decay luminosity at maximum light and M, is the ejecta mass.

A96, page 2 of 19

tainties in the radiative-transfer modelling (see e.g. discussion in
Blondin et al. 2018).

A more robust signature of the WD mass should therefore
be sought in the spectroscopic signatures of distinct abundance
patterns predicted by different explosion models; in particular,
the density at which the CO fuel is ignited affects the resulting
nucleosynthesis. More specifically, Chandrasekhar-mass WDs
have central densities p. > 10° gcm™, where explosion models
involving sub-Mc, WDs (including WD mergers and collisions)
detonate the CO core in regions with p < 10% gcm™3. The higher
densities in Mcy, models result in a higher electron-capture rate
during the explosion, which enhances the production of neutron-
rich stable isotopes of iron-group elements compared to sub-Mcy,
models.

Of particular interest are the stable isotopes of nickel, the
most abundant of which is *Ni. At sufficiently late times
(21504d past explosion), SN Ia spectra are dominated by for-
bidden lines of singly and doubly ionized Ni, Co, and Fe. By
then, the only nickel left in the ejecta is stable Ni synthesized
in the explosion, whereas most of the Co is **Co from °Ni
decay, and Fe is a mixture of primordial stable Fe and °Fe from
6Ni decay. The larger abundance of stable Ni in M, models is
thus expected to manifest itself in the form of forbidden lines
of [Ni1], which have been detected in late-time spectra of sev-
eral SNe Ia to date (e.g. Dhawan et al. 2018; Maguire et al. 2018;
Flors et al. 2018, 2020). These lines ought to be largely sup-
pressed if not completely absent from sub-Mc, models due to
the lower abundance of stable Ni.

In principle, we thus have a clear prediction in terms of sta-
ble Ni production that depends on the mass of the exploding
WD and an associated spectroscopic diagnostic to distinguish
between Mcy and sub-Mcy, models. This was partly confirmed
by Blondin et al. (2018) for low-luminosity SN Ia models: the
Mcy, model displayed a prominent line due to [NiIl] 1.94 um,
where the sub-M;, model showed no such line.

In this paper, we test whether this prediction holds for higher-
luminosity models, which correspond to the bulk of the SN Ia
population, and to what extent the abundance of stable Ni is the
determining factor in explaining the strength of [NilI] lines in
late-time SN Ia spectra. We first briefly present the SN Ia mod-
els and numerical methods in Sect. 2. We investigate the domi-
nant nuclear reactions responsible for stable Ni production and
present a census of *Ni yields in Mcy, versus sub-Mc, models
in Sect. 3. We discuss the relative impact of Ni abundance and
ionization on nebular [NiII] lines in Sect. 4, as well as the impact
of mixing in Sect. 5. Our conclusions follow in Sect. 6.

2. Explosion models and radiative transfer

We base our analysis on previously published SN Ia explosion
models. One exception is the 1D My, delayed-detonation model
5p0_Z0p014, published here for the first time, whose WD pro-
genitor results from the evolution of a 5 M, star at solar metal-
licity (Z = 0.014; Asplund et al. 2009). The explosive phase
was simulated using the same hydrodynamics and nucleosyn-
thesis code as the sub-Mcy, detonation models 1p06_Z2p25e-2
and Op88_Z2p25e-2 from a 1.06 M, and 0.88 M; WD progeni-
tor, respectively, at slightly super-solar metallicity (Z = 0.025 =
1.6 Z5; Bravo et al. 2019). Basic model properties and various
nickel isotopic abundances are given in Table A.1.

The synthetic late-time spectra (~190d past explosion)
presented in Sects. 4 and 5 were computed using the 1D, time-
dependent, non-local thermodynamic equilibrium radiative-
transfer code CMFGEN of Hillier & Dessart (2012). Late-time
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spectra for the low-luminosity My, delayed-detonation model
DDC25 and the sub-Mc, detonation model SCH2p0 are
from Blondin et al. (2018). Those for the high-luminosity Mcy
delayed-detonation model DDCO and the sub-Mcy, detonation
model SCH7p0 are published here for the first time. The same
is true of the mixed versions of the Mcy, delayed-detonation
model DDCI15 (Sect. 5). All model outputs are publicly avail-
able online?.

3. Stable Ni production in Mgy, vs. sub-Mc, models
3.1. Nuclear statistical equilibrium

Explosive burning at sufficiently high temperatures (7 >
5 x 10°K) results in a state of balance between forward and
reverse nuclear reactions known as nuclear statistical equilib-
rium (NSE; see e.g. Clifford & Tayler 1965; Woosley et al. 1973;
Hartmann et al. 1985; Cabezén et al. 2004; Nadyozhin & Yudin
2004). Such temperatures are reached in the inner layers of both
My delayed-detonation models and sub- My, detonation models,
although the highest temperatures <10'° K are only reached in
My models (Fig. 1). In NSE, the yields do not depend on the ini-
tial composition but are instead uniquely determined by the peak
temperature (7peqx), the density at Tpeak (Opeak), and the electron
fraction, Y. = };(Z;/A;)X;, where X; is the mass fraction of a par-
ticular isotope i with atomic number Z; and mass number A;.

The electron fraction of the WD prior to explosion is set
by the metallicity of the progenitor star on the main sequence,
which is routinely parametrized by adjusting the abundance
of the neutron-rich isotope 22Ne. Here, the assumption is
that the CNO catalysts all end up as '“N at the end of the
hydrogen-burning phase, which is then converted to *Ne via
UN(a,y) ' 8F(8+,v.)'80(,y)*’Ne during the helium-core burn-
ing phase (see Timmes et al. 2003), such that:

12 14 16
X0 XN | X O)]zo.om(i), (1)

X(**Ne) =22
("Ne) 12 14 16 7o

where we used the solar CNO abundances from Asplund et al.
(2009) and isotopic ratios from Lodders (2003)*. We ignore the
initial 2>Ne of the progenitor star as its mass fraction is ~10~* at
solar metallicity.

In addition to *’Ne resulting from the CNO cycle, the ini-
tial metallicity is also determined by the abundance of °Fe
nuclei inherited from the ambient interstellar medium. For a
WD composed of only 'C, '°0, 22Ne, and *Fe (i.e. X(*C) +
X(°0) = 1 — X(3Ne) — X(°°Fe)), the electron fraction is (see
also Kushnir et al. 2020):

6 12 8 16 10 22 26 56
Y.= —X —X —X(*Ne) + —X(°°F
c= 1 ( C)+16 ( O)+22 ( e)+56 (Fe)
1 X(Ne)  X(°Fe)
) 22 28
1 Z
~ - —65x 1074 =], 2
5 6.5% 10 (ZQ) (2)

where we have used the solar Fe abundance X(Fe) = 1.292 x
10~ from Asplund et al. (2009) and the °Fe isotopic frac-
tion of 91.754% from Lodders (2003), yielding X(%Fe) ~

3 https://zenodo.org/record/5528088

4 Kushniretal. (2020) adopt the slightly higher value of
X(®Ne) =~ 0.015(Z/Zy) to account for the expected higher solar
bulk abundances compared to the photospheric values (see e.g.
Turcotte & Wimmer-Schweingruber 2002).
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Fig. 1. Density at peak temperature (ppe.x) versus peak tempera-
ture (Tpeax, in units of 10°K) in the M, delayed-detonation model
5p0_Z0p014 (filled circles) and the sub-Mc, detonation models
1p06_7Z2p25e-2 (Mwp = 1.06 M, filled squares) and Op88_Z2p25e-
2 (Mwp = 0.88 M., filled triangles). The wide vertical band denotes
the transition between incomplete Si burning and complete burning to
NSE. The NSE region is further subdivided into ‘normal’ and ‘alpha-
rich’ freeze-out regimes. The width of the bands correspond to varia-
tions in the post-burn cooling time scale (Woosley et al. 1973; see also
Lach et al. 2020, their Fig. 1).

1.185 x 1073(Z/Z¢). In this framework, a solar-metallicity WD
has X(**Ne) ~ 0.013° and Y, ~ 0.49935. A larger metallicity
corresponds to a larger 2?Ne abundance and in turn a lower Y.

In My, models this baseline Y. can, in principle, be reduced
via weak reactions on carbon during the convective burn-
ing (or ‘simmering’) phase prior to thermonuclear runaway
(e.g. Piro & Bildsten 2008; Chamulak et al. 2008; Schwab et al.
2017), although Martinez-Rodriguez et al. (2016) show the
impact to be negligible (reduction in Y, of <10 ; but see
Piersanti et al. 2017 for a different view). However, the higher
densities of Mc, WDs (up to 2-3 x 10° gcm™3; see Fig. 1) result
in a significant electron-capture rate during the initial deflagra-
tion phase of delayed-detonation models. This lowers the Y,
far below the baseline value (Fig. 2, top panel) and favours
the synthesis of neutron-rich isotopes in the innermost layers
(v < 3000 km sfl; Fig. 2, middle panel). For nickel, this results
in the synthesis of the stable isotopes 58N, %ONi, 6INi, °2Ni, and
%4Ni instead of the radioactive °Ni (for which ¥, = 0.5).

In detonations of sub-Mc, WDs, however, the burning
timescale is much shorter than the weak-reaction timescale, such
that Y, remains constant at its baseline value (Y. ~ 0.49935
for a solar-metallicity WD) throughout the burning phase. Sta-
ble neutron-rich isotopes of nickel are still synthesized in NSE
at this Y, at the peak temperatures (5—6 x 10° K) and densities
(107-108 gcm’3), characteristic of the inner ejecta of sub-M¢y
detonations (Fig. 2, bottom panel). These conditions are sim-
ilar to those encountered in the layers of Mcp, models where
most of the ®Ni is synthesized (v =~ 2000kms~! for the Mch
model shown in Fig. 2). By comparing the NSE distributions for
Y. = 0.499 and Y. = 0.48 in Fig. 3 (top panel), we see that the
8Ni abundance in sub-Mc;, detonations can be comparable to

5> Kobayashi et al. (2020) adopt a different approach in their solar-
scaled initial composition models by assuming that all the 2’Ne is inher-
ited from the progenitor with no contribution from CNO. This results
in a much lower ?Ne mass fraction at a given metallicity (although we
were not able to confirm the exact value), which has a significant impact
on the stable Ni yields in their models (see Sect. 3.5).
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Fig. 2. Top panel: electron fraction profile at ¢ ~ 30 min past explosion
in the inner ejecta of the M¢, delayed-detonation model 5p0_Z0p014
(dashed line) and the Mwp = 1.06 M, sub-Mc, detonation model
1p06_Z2p25e-2 (solid line) shown in Fig. 1. The markers in the upper
panel are shown such that the ordinate corresponds to the Y, of the nucleus
(e.g. Y. = 28/58 ~ 0.483 for *¥Ni) and the abscissa to the interpolated
velocity on the Y, profile for the My, delayed-detonation model (both *°Ni
and %Ni are synthesized in this model but the Y, profile does not inter-
sect the Y, value of either isotope). Middle and bottom panels: abundance
profiles of stable Ni isotopes for both models. The insets correspond to
a logarithmic scale, revealing minor contributions to the total stable Ni
abundance from ®'Ni for the M, model and from both ®'Ni and **Ni for
the sub-Mc;, model. No %Ni is produced in this sub-Mc, model.

(and even exceed) that of M¢y, delayed-detonation models, with
predicted mass fractions X(*Ni) ~ 0.1.

3.2. Freeze-out yields

The final isotopic abundances can differ significantly from their
NSE value during the so-called freeze-out phase, when free
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Fig. 3. Top panel: NSE distributions for *Ni as a function of
temperature (in units of 10°K) for ¥, = 0.48 (dashed lines) and
Y. = 0.499 (solid lines), at densities of 10’ gcm™ (thin lines) and
108 gcm™ (thick lines). These NSE distributions were computed with
the public_nse code (Publicly available on F. X. Timmes’ web-
page; http://cococubed.asu.edu/code_pages/nse.shtml) (see
also Seitenzahl et al. 2008). Bottom panel: freeze-out yields based on
the adiabatic thermodynamic trajectories of Magkotsios et al. (2010) for
the same set of (ppeax, Ye) values.

particles (protons, neutrons, « particles) reassemble into nuclei
on a timescale of o« 1/+/p (e.g. Magkotsios et al. 2010). For
high densities (2108-10° gcm™3), this timescale is short and for
T < 7 x 10° K the @ abundance is low (normal freeze-out), such
that the final abundances do not differ greatly from their NSE
value. However, for the lower ppeqx relevant to the synthesis of
38Ni (107108 gcm™), the freeze-out timescale is longer and the
@ abundance is higher (X(*He) ~ 0.1; alpha-rich freeze-out), and
the final yields of stable Ni isotopes can differ significantly from
their NSE values (Fig. 3, bottom panel).

In either case, the freeze-out timescale is significantly shorter
than the weak-reaction timescale, such that Y. remains roughly
constant during the freeze-out. Stable isotopes of Ni are syn-
thesized preferentially in shells with a similar Y, value. This is
illustrated by the My, delayed-detonation model in the bottom
panel of Fig. 2, where the peak in the stable Ni abundance pro-
file at ~2000 kms™' consists almost exclusively of the ¥Ni iso-
tope (see inset). The Y. of this isotope (Y, = 28/58 =~ 0.48)
coincides with the Y, value at this velocity coordinate (Fig. 2,
top panel), where the peak temperature is ~5 x 10° K and the
density 2—3 x 107 gcm™>. Under these conditions, the predicted
freeze-out mass fraction for ®Ni is a few times 0.1 (Fig. 3, bot-
tom panel), which is on par with the M, model yield. The more
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Table 1. Radioactive decay chains with half-lives f;,, > 1s ending in a
stable isotope of nickel.

Parent Daughter Half-life Decay mode Final
isotope isotope (t12) (branching %) product
8Cu BNj 3.204(7)s €+ 6+ BNi
OMn OFe 51(6) s B- ONj
0Fe 0Co  2.62(4)x 10%y B- ONj
Co ONj 5.2714(6)y B— ONj
80Zn OCu 2.38(5)m €+ B+ ONj
61 Fe 81Co 5.98(6)m B— OINj
81Co 8INj 1.650(5)h B— INj
1Zn 81Cu 89.1(2)s €+ B+ OINj
ICu SINi 3.333(5)h €+ S+ OINj
©2Fe 2Co 68(2) s B- ©2Ni
2Co O2Nj 1.50(4) m B- O2Nj
27n 02Cu 9.186(13)h €+ [+ O2Ni
2Cu O2Nj 9.742)m €+ 6+ O2Nj
G4Fe %Co 2.02)s B- O4Nj
%Co %Nj 0.30(3)s B— O4Ni
4Cu %4Nj 12.7002)h € +p+[61.0(3)] *Ni

Notes. Data are from Chuetal. (1999) except for the half-life for
80Fe—%Co, which is taken from Rugel et al. (2009). Numbers in paren-
theses are the 10~ uncertainty on the last digit. Numbers in square brack-
ets give the branching ratio (%), which is implicitly 100% when not
given. The decay mode € refers to electron capture (EC). Although its
half-life is less than 1 s, we report the **Co—%*Ni decay since it is part of
the #Fe—%Co—%Ni decay chain. We do not consider excited nuclear
isomer states of ®™Mn, ™ Co, or %™ Co.

neutron-rich isotopes °Ni, 'Ni, °>Ni, and ®*Ni are synthesized
at lower velocities <1500kms™', where the density is higher —
and hence the Y, value is lower as a result of electron captures.

For the sub-M¢y, detonation model, the stable Ni mass frac-
tion remain roughly constant at 5—6 x 102 throughout the inner
ejecta. These mass fractions are in agreement with the pre-
dicted freeze-out *®Ni yields for ¥, = 0.499 and densities in
the range 107—10% gcm™ for peak temperatures 5—6 x 10° K
(Fig. 3, bottom panel). In M, models, *®Ni is synthesized in lay-
ers with similar (Tpeak, Opeak) conditions, but at a lower Y, ~ 0.48,
which results in an order-of-magnitude difference in the pre-
dicted freeze-out yields.

3.3. Decayed yields at one year past explosion

Once the burning phase has ceased (typically a few seconds
after the beginning of the thermonuclear runaway), the stable Ni
yield continues to increase through radioactive decays with half-
lives #12 2 1s, in particular via the 8+ decay chains %-1-627n
—00.6162Cy 60.61.62Nj (see Table 1). From this point, we go on
to consider the decayed yields at one year past explosion when
referring to the 58Ni or stable Ni yields, as these are most rel-
evant to the late-time spectra discussed in this paper. We note,
however, that the decayed >®Ni yield is set shortly after explo-
sion, since the only parent isotope, **Cu, decays to **Ni with a
half-life of ~3.2s.

3.4. Synthesis of the stable isotope %8Ni

For all the models studied here with a **Ni yield larger than
0.01 M, more than 60% of all the stable Ni is in the form of

18.5 41.8

*Ni(p, 7) = *Fe(a.p) =
} 57Cu(n, p) 64.3 } 57C0(p, ')/) 69.5
OZn(p, @) } "Ni(n, p) } S8Ni

YFe(a,n) PNi(y, n)

345 13.0

Fig. 4. Main reactions resulting in the synthesis of stable 3¥Ni. The
numbers give the probability for a given reaction product to result from
a specific reactant in the sub-Mc, model 1p06_Z2p25e-2 (see text for
details).

38Ni (see Table A.1)°. This fraction rises above 80% for models
with a *8Ni yield larger than 0.04 M. For comparison, the iso-
topic fraction of *Ni on Earth and in the Sun is ~68% (Lodders
2003). In both the M¢y delayed-detonation model 5p0_Z0p014
and the sub-M¢y, detonation model 1p06_Z2p25e-2 (described in
the previous section), this isotope is mainly synthesized through
the reactions depicted in Fig. 4, where the reaction probabil-
ities correspond to the aforementioned sub-Mcy, model. They
were obtained by integrating the net reaction fluxes (mol g™')
and calculating the relative contributions of each reaction to
the total net flux. Thus, in this model, >’Cu is synthesized
81.5% of the time via Ni(p,y) and the remaining 18.5% via
0Zn(p, @). The probabilities do not always add up to 100%, as
other more minor reactions can contribute to a specific isotope.
Most notably *®Ni is also synthesized via ¥Co(p, n) (6.13%),
*ICu(p,a) (4.85%), PFe(a,n) (2.26%), *Fe(a,y) (2.04%),
SNi(n, y) (1.25%), *3Cu(n, p) (0.51%), Zn(y, @) (0.38%), and
%17Zn(n, @) (0.01%), in addition to the two dominant reactions
S7Co(p,y) (69.5%) and *’Ni(y, n) (13.0%).

The dominant reaction chain is highlighted in bold:

S5Ni(p,y)*’Cu(n,p)*"Ni(n,p)>’Co(p,y)*®Ni. The probability for a

Ni nucleus to result from a particular reactant nucleus is sim-
ply obtained by multiplying the reaction probabilities along the
chain. Thus 0.815 x 0.643 x 0.418 x 0.695 ~ 0.152 or 15.2%
of *Ni nuclei result from the reaction chain starting with °Ni
in this model. The majority of *°Ni does not end up as *®Ni, of
course, as many “°Ni nuclei survive the explosive phase to later
decay radioactively via the 3®Ni—3*Co—>%Fe chain and power
the SN Ia light curve.

Among all reactions ending in **Ni, the final *Ni abundance
is mostly determined by the rate for the radiative proton-capture
reaction >’Co(p, y)*®Ni. This might appear surprising since an
a-rich freeze-out from NSE should favour a captures on **Fe as
the main production route for 58Ni, in particular Fe(a, 7/)58Ni.
However, this reaction only contributes ~2% of the net nucle-
osynthetic flux to *®Ni in this model. In spite of the seemingly
large contribution of >*Fe(a, p) to the synthesis of 3’ Co (34.5%)
and of **Fe(, n) to that of >’Ni (55.6%), artificially inhibiting
all @ captures (with either y, neutron or proton output chan-
nels) on >*Fe has a negligible impact on the final **Ni abun-
dance compared to when the radiative proton-capture reaction
S7Co(p, y)*®Ni is artificially switched off.

Nonetheless, the preferred reaction chain from **Fe to Ni
during freeze-out mimics the a-capture reaction >*Fe(c, y)*8Ni,
as it proceeds first via two radiative proton captures to °Ni,
namely, >*Fe(p,y)> Co(p,y)**Ni, followed by the reaction chain

6 The only exception is the double-detonation model of Townsley et al.
(2019), with a ®Ni isotopic fraction of ~44.7%. A large fraction of the
stable nickel in this model is in the form of °Ni (44.9%) which results
from the radioactive decay of ®Zn.
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Fig. 5. Stable *®Ni yield at ¢ = 1yr past explosion versus radioactive *°Ni yield at t ~ 0 for various SN Ia explosion models (Mc, models in
red, sub-Mc, models in blue). Chandrasekhar-mass models include: deflagrations (3D models of Fink et al. 2014; 1D W7 model of Mori et al.
2018), delayed detonations (3D models of Seitenzahl et al. 2013; 2D models of Kobayashi et al. 2020; 1D models of Blondin et al. 2013; 1D
model 5p0_Z0p014 from this paper), and gravitationally confined detonations (3D model of Seitenzahl et al. 2016). Sub-M¢, models include:
detonations (1D models of Blondin et al. 2017; 1D 1 My models of Shen et al. 2018; 1D models of Bravo et al. 2019; 1D models of Sim et al.
2010; 1D models of Kushnir et al. 2020), double detonations (3D models of Gronow et al. 2021; 2D models of Kobayashi et al. 2020; 2D model
of Townsley et al. 2019), detonations in ONe WDs (2D models of Marquardt et al. 2015), violent WD mergers (3D models of Pakmor et al. 2011,
2012 and Kromer et al. 2013, 2016), and WD-WD collisions (2D models of Kushnir 2021, priv. comm.).

outlined in bold above from ®Ni to ®Ni. The entire process then
consists of four (p,y) and two (n,p) reactions, which is indeed
equivalent to the net capture of an « particle (2n + 2p). While
the abundance of « particles is large in @-rich freeze-out by def-
inition, the abundance of free neutrons and protons is even more
enhanced compared to that in a normal freeze-out.

Although the >’Co(p,y)*®Ni reaction dominates the reac-
tion chain ending in ®Ni, the synthesis of this isotope in
Chandrasekhar-mass WDs is mostly affected by the amount of
electron captures in NSE. Since *°Ni is the most abundant iso-
tope when NSE is achieved at the neutron excess inherited from
the progenitor (see Fig. 2), the yield of ®Ni is most sensitive to
the electron-capture rate on 56N and, to a lesser extent, on >°Co.
However, the yield of 3¥Ni is quite robust as it changes by ~20%
for a two orders-of-magnitude change in any electron-capture
rate (see Bravo 2019 for more details).

3.5. %Ni yields in Mgy and sub-Mc, models

We show the decayed ¥Ni yield at r = 1yr past explosion as a
function of the **Ni mass at ¢ ~ 0 for a variety of SN Ia explosion
models in Fig. 5. In the following subsections, we first discuss
My, models and then sub-Mc, models. We include violent WD
mergers and WD collisions in sub- M, models since the mass of
the exploding WD is below Mcy, despite the combined mass of
both WDs sometimes exceeding this value.
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3.5.1. Chandrasekhar-mass models

Deflagrations. Laminar flames in SNe Ia quickly become tur-
bulent as buoyant hot ashes rise through overlying cold fuel,
generating Rayleigh-Taylor and Kelvin—Helmbholtz instabilities
that increase the flame surface and hence the rate of fuel con-
sumption. Deflagrations are thus best studied in 3D, and we
base our discussion on the models of Fink et al. (2014)’. Since
the precise initial conditions at the onset of thermonuclear run-
away remain unknown to a large extent, the deflagration is arti-
ficially ignited in a number Ny of spherical ignition spots (or
‘kernels’) simultaneously. In their study, Fink et al. (2014) con-
sider Ny = 1,3,5,10, 20,40, 100, 150,200, 300, and 1600 such
kernels distributed at random around the WD centre.

As Ny increases, the rate of fuel consumption (and hence
nuclear energy release) also increases, resulting in a more rapid
flame growth and more material being burnt. Thus, increasing Ny
results in a higher production of both stable ¥Ni and radioac-
tive ®Ni, which explains the monotonic sequence in Fig. 5
(open squares) up until Ny = 150. For higher Ny, the nuclear
energy release is so high early on that the resulting WD expan-
sion quenches nuclear reactions, resulting in less material being
burnt. Thus, while the 3Ni yield continues to increase with Ny
(as this stable isotope is mainly produced during the initial stages

7 For models that fail to completely unbind the WD, the reported yields
also include the 3¥Ni and *Ni synthesized in the remnant core.
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of the deflagration), the SN yield remains more or less constant,
even decreasing slightly for Ny = 1600 (model N1600def).

The models of Fink etal. (2014) enable us to study the
impact of variations in the central density of the progenitor
WD for model N100def (dashed line in Fig. 5). A lower cen-
tral density of p. = 1.0 x 10° gcm™ results in a ~50% lower
8Ni yield owing to the lower electron-capture rate during the
initial deflagration. However, increasing p. to 5.5 x 10° gcm™
results in a similar ®Ni yield as in the base model with p. =
2.9% 10° gecm™3, but the yield of heavier stable Ni isotopes more
than doubles (see Table A.1).

For completeness we show the widely used 1D deflagration
model W7 of Nomoto et al. (1984) as computed by Mori et al.
(2018) with updated electron-capture rates. In this model, the
deflagration front is artificially accelerated from 8 to 30% of
the local sound speed. The initial propagation of the deflagra-
tion flame results in a similar electron-capture rate compared to
the most energetic 3D deflagration models of Fink et al. (2014),
with a %Ni yield of ~0.07 My. However the gradual accelera-
tion of the flame results in a more complete burn of the outer
layers and a larger °Ni yield compared to standard deflagration
models. Leung & Nomoto (2018) find similar *Ni and stable Ni
yields but they also consider W7 models at sub-solar metallic-
ities (0.1 and 0.5 Z). Interestingly, the impact on the stable Ni
yield is negligible (<4%; see Table A.1).

Delayed detonations. In the 1D delayed-detonation mod-
els shown here (DDC series of Blondin et al. 2013), the Ni
yield is relatively constant at ~0.025 M, regardless of the °Ni
mass. Stable Ni isotopes are almost exclusively synthesized
in high-density burning conditions during the early deflagra-
tion phase, with almost no stable Ni produced during the sub-
sequent detonation phase (where most of the radioactive °Ni
is synthesized). The exception is model DDCO which has the
largest °Ni yield (0.84 M) for which an additional ~0.01 M,
of Ni is synthesized during the detonation phase at expan-
sion velocities 5000-8500km s™! (corresponding to mass coor-
dinates ~0.3-0.65 M), where the peak temperatures reach
5.5-6.9 x 10° K at densities 2.5-5.8 x 107 gcm™.

The situation is somewhat different in 3D simulations where
a substantial amount of stable Ni is synthesized during the
detonation phase. The weaker the initial deflagration (i.e. the
lower the number of ignition kernels), the smaller the WD pre-
expansion prior to the deflagration-to-detonation transition and
the higher the burning density during the detonation phase. As a
result, more stable IGEs (as well as radioactive *Ni) are synthe-
sized during the detonation. An extreme example is model N1
(only one ignition kernel ignites the initial deflagration), which
synthesizes more than 0.07 My, of *Ni and more than 1.1 Mg
of °Ni, but whose deflagration counterpart (N1def) synthesizes
less than 0.01 M, of *®Ni and less than 0.1 M of *°Ni. Con-
versely, one can deduce from comparing models N1600 and
N1600def that almost all the stable *Ni and radioactive °Ni
are synthesized during the deflagration phase, owing to the high
number of ignition kernels.

Also shown in Fig. 5 is the impact of varying the central den-
sity of the progenitor WD for model N100 (dashed line; see also
the 2D models of Kobayashi et al. 2020). As for the deflagration
model N100def, a lower central density of p. = 1.0x 10° gcm™3
results in a lower ¥Ni yield owing to the lower electron-capture
rate during the initial deflagration. However, whereas increas-
ing p. had a negligible impact on the production of stable 3¥Ni
for the deflagration model N100def, the *®Ni yield increases
by ~9% in the delayed-detonation model N100 owing to pock-

ets of high-density fuel burnt during the subsequent detonation
phase.

Finally, the impact of decreasing the metallicity of the pro-
genitor WD to one half, one tenth, and one hundredth solar is
shown for model N100 (dotted line). As expected, decreasing
the metallicity (and hence increasing Y.) favours the synthe-
sis of radioactive °Ni at the expense of stable 3¥Ni (see e.g.
Timmes et al. 2003).

Kobayashi et al. (2020) recomputed the 2D delayed-
detonation models of Leung & Nomoto (2018) by assuming a
solar-scaled initial composition as a proxy for the progenitor
metallicity. In Fig. 5, we show their Z = 0.02 models for three
different central densities corresponding to WD masses of 1.33,
1.37, and 1.38 M, (from low to high ®Ni yield; right half-
filled circles connected with a dashed line and labelled ‘zscl’
in Table A.1). As noted in Sect. 3.1, this results in a much
lower 2*Ne mass fraction at a given metallicity compared to
what is expected from the conversion of CNO into *’Ne. This
largely explains the lower ®Ni yields compared to the models
of Seitenzahl et al. (2013). Kobayashi et al. (2020) also present
the original models of Leung & Nomoto (2018) in which the
22Ne mass fraction was set to the progenitor metallicity (Iabelled
‘zne22’ in Table A.1). In Fig. 5, we show their 1.33 M and
1.38 My, models at Z = X(**Ne) = 0.02. The >®Ni yield is
larger by up to a factor of three compared to the corresponding
solar-scaled initial composition models (connected via a dotted
line). We present models from Kobayashi et al. (2020) at differ-
ent metallicities in Table A.1.

Gravitationally confined detonation (GCD). In this model,
originally proposed by Plewa et al. (2004), burning is initiated
as a weak central deflagration which drives a buoyant bubble
of hot ash that breaks out at the stellar surface, causing a lat-
eral acceleration and convergence of the flow of material at the
opposite end. Provided the density of the compressed material
is high enough, a detonation is triggered which incinerates the
remainder of the WD.

In Fig. 5, we show the 3D GCD model of Seitenzahl et al.
(2016) (half-filled pentagon), with a **Ni yield of 0.037 My
for a *Ni yield of 0.742 M,. The weak initial deflagration
results in little WD pre-expansion. In this respect, it is simi-
lar to the delayed-detonation models of Seitenzahl et al. (2013)
with a low number of ignition spots, where a significant amount
of stable IGEs and °Ni are synthesized during the detonation
phase. However, the WD does expand during the flow conver-
gence phase, so less *®Ni is synthesized compared to delayed-
detonation models with similar °Ni yield.

3.5.2. Sub-Chandrasekhar-mass models

Detonations. For detonations of sub-Mc, WDs the main
parameter that determines the final yields is the mass of the
exploding WD. The propagation of the detonation front is so
fast compared to the WD expansion timescale that the density
at which material is burnt is close to the original density profile
of the progenitor WD. Lower-mass WDs have lower densities
at a given mass (or radial) coordinate, so the detonation pro-
duces less electron-capture isotopes than for more massive WDs.
For the 1D sub-Mcy, models at solar metallicity shown here
(SCH series of Blondin et al. 2017; filled diamonds in Fig. 5),
only the highest-mass WDs (Mwp > 1.1 M) have a *®Ni yield
comparable to 1D delayed-detonation models (DDC series of
Blondin et al. 2013). For WD masses below 1 My, the 33Ni yield
is significantly lower (<0.025 M) yet not vanishingly small.
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Stable 3Ni is still synthesized in detonations of <0.90 My, WDs
that result in low-luminosity SNe Ia (e.g. Blondin et al. 2018).

Varying the initial metallicity has the same effect as for the
My delayed-detonation models discussed above. In the 1 Mg
models of Shen et al. (2018), increasing the metallicity from
solar to twice solar results in a factor of ~2 increase in the **Ni
yield (from 7.05 x 1073 My to 1.66x 1072 M), whereas decreas-
ing the metallicity from solar to one-half solar results in a factor
of ~ 3 decrease in the **Ni yield (from 7.05 x 1073 M, to 2.48 x
1073 My). Similar trends are observed for the slightly super-
solar (~1.6 Zy) 1.06 My model of Bravo et al. (2019) and in the
extensive set of 1D sub-M¢, models published by Kushnir et al.
(2020)8. We note that 33Ni is still synthesized at zero metallicity
in these models (with a yield ~107> M,; see Table A.1).

Several sub-Mcy, models at super-solar metallicities have
higher 3®Ni (and total stable Ni) yields compared to some of
the delayed-detonation models shown here, such as the 3Z;
1.06 M model of Sim et al. (2010)° and the 2 Z 1.1 M, model
of Kushnir et al. (2020), which yield ~ 0.05 M and ~ 0.04 M,
of 38N, respectively.

Double detonations. These models include a thin accreted
helium layer which serves as a trigger for detonating the under-
lying CO core. Since the nucleosynthesis of *Ni largely occurs
in the CO core, its abundance is expected to be similar to det-
onations of sub-Mcy, WDs for a given WD mass. For instance,
the 2D double-detonation model of Townsley et al. (2019) from
a 1 My WD progenitor with a 0.021 M, He shell has very simi-
lar 5°Ni and **Ni yields compared to the 1 M, solar-metallicity
model of Shen et al. (2018). The 3D models of Gronow et al.
(2021) display a quasi-linear trend of increasing 3*Ni yield with
increasing ®Ni mass (and hence progenitor WD mass), with a
slight offset to higher ¥Ni yields compared to the 1D models
of Blondin et al. (2017). For clarity we do not show the zero-
metallicity models of Gronow et al. (2020) based on 1.05 M,
progenitors as they produce a cluster of points around M(°°Ni) ~
0.6 My, and M(°®Ni) ~ 1073 My, although we do include them
in Table A.1. We do not show results from the 2D double-
detonation models of Fink et al. (2010) as the corresponding
abundance data is not available (Ropke 2020, priv. comm.).

Owing to their prescription for the progenitor metallicity (see
Sect. 3.1), the 2D double-detonation models of Kobayashi et al.
(2020) with solar-scaled initial composition for Z = 0.02 (left
half-filled circles in Fig. 5 and labelled ‘zscl’ in Table A.1)
have ®Ni yields of a few 1073 M, at most, comparable to zero-
metallicity sub-Mc, models published by other groups (e.g.
Sim et al. 2010; Kushnir et al. 2020; Gronow et al. 2020). We
also show their 1 My, model at Z = 0.02 in which the ?’Ne mass
fraction was set to the initial metallicity (i.e. X(**Ne) = 0.02,
labelled ‘zne22’ in Table A.1). The ¥Ni yield is one order of
magnitude larger compared to the corresponding solar-scaled
initial composition model (connected via a dotted line), and the
total stable Ni yield is larger by a factor of ~3.

8 We only show a subset of the 470 models presented in this study to
illustrate the metallicity dependence of the ¥Ni yield in models with
a similar setup (model IDs: 13, 49, 82, 113, 140, 157-161, 174, 210,
243, 274, 301, and 318-322). Further models with varying 22Ne initial
mass fraction and initial C/O ratio in the progenitor WD are reported
in Table A.1, as well as models in which weak reactions are included
(labelled ‘CIWD_NNNw’; the impact on the stable Ni yields is negligi-
ble).

® The other models of Sim et al. (2010) are at zero metallicity, and
hence their ®Ni yield is less than 0.002 M,
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Detonations in ONe WDs. In the 2D simulations carried out
by Marquardt et al. (2015) the progenitor ONe WDs are in the
mass range 1.18—1.25 M, with corresponding central densities
1.0-2.0 x 10% gcm™3, which results in the production of copi-
ous amounts of *°Ni (>0.8 M,). The initial composition includes
20Ne but no 22Ne, hence, the *®Ni yield is low (<5 X 1073 M),
comparable to other zero-metallicity models shown in Fig. 5.

Violent WD mergers. In the violent merger of two sub-Mcy,
WDs, the nucleosynthesis of IGEs occurs in similar conditions
compared to detonations of single sub-M¢, WDs. The secondary
(accreted) WD is almost entirely burned in the process but at
significantly lower densities, producing intermediate-mass ele-
ments from incomplete silicon burning and oxygen from carbon
burning, while leaving some unburnt CO fuel. Of the four vio-
lent merger models with published nucleosynthesis data, solely
the model of Pakmor et al. (2012) corresponding to the violent
merger of two CO WDs of 0.9 M and 1.1 Mg has a signifi-
cant Ni yield (~0.028 My). The other three models have either
overly low metallicity (0.9+0.9 M model of Pakmor et al. 2011
at zero metallicity; 0.9 +0.76 M model of Kromer et al. 2016 at
Z = 0.01; both yield a few times 10~> My, of 3¥Ni) or reach too
low a peak density during the detonation (ppeax < 2% 10° gem™
in the 0.9 + 0.76 M, model of Kromer et al. 2013; the ®Ni yield
is ~0.002 My).

WD-WD collisions. Following the pioneering work of
Benz et al. (1989), several groups have performed 3D simula-
tions of WD collisions with varying mass ratios and impact
parameters (Raskin et al. 2009, 2010; Rosswog et al. 2009;
Lorén-Aguilar et al. 2010; Hawley et al. 2012). However, all of
these studies consider pure CO WDs (i.e. no **Ne, equivalent
to zero metallicity in our framework), and none report ®Ni
yields due to their use of limited nuclear reaction networks (the
yield is expected to be low due to the zero metallicity, as in the
2D simulations of Papish & Perets 2016 who report *®Ni yields
<0.005 M, for two of their models).

Here, we show the preliminary results of 2D simulations by
Kushnir (2021, priv. comm.) consisting of equal-mass WD-WD
collisions. From low to high °Ni yield, the WD masses are: 0.5—
0.5 Mg, 0.6-0.6 My, 0.7-0.7 M, 0.8-0.8 My, 0.9-0.9 M, and
1.0-1.0 M, (the latter model is not shown in Fig. 5 for clarity,
although we do report its yields in Table A.1). These simulations
extend the previous study of Kushnir et al. (2013) to include a
larger 69-isotope nuclear network and solar-metallicity WDs,
which results in sizeable **Ni yields (>1072 M, for collisions of
WDs with masses of 0.7 M, and above; see Table A.1). The det-
onation conditions in WD collisions are similar to those encoun-
tered in detonations of single sub-Mc, WDs (as is the case for
the violent WD mergers discussed above), hence, the stable SNi
yields are similar at a given >°Ni mass.

3.5.3. Summary

The Mcy, and sub-Mc, models studied here clearly occupy dis-
tinct regions of the M(*°Ni)-M(*®Ni) parameter space shown in
Fig. 5. At a given *°Ni yield, and for the same initial metallicity,
sub-Mcy, models synthesize less **Ni compared to Mc;, models.

Typical *®Ni yields are 0-0.03 M, for sub-Mc, models and
0.02-0.08 My for Mcy models (except for the weakest Mcy
deflagration models N1def and N3def of Fink et al. 2014 which
synthesize around 0.01 My of ®Ni). This is modulated by
the progenitor metallicity and central density of the explod-
ing WD. In particular, reducing the central density by a fac-
tor of ~3 results in a ~50% decrease in the **Ni yield in the
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delayed-detonation model N100 of Seitenzahl et al. (2013) and
the pure deflagration model N100def of Fink et al. (2014). The
synthesis of **Ni does not necessarily require burning at the
highest central densities of Mc, WD progenitors. The highest-
mass (Mwp > 1Mpg) sub-Mc, progenitors have ®Ni yields
comparable to some of the M¢, models shown in Fig. 5, and
sometimes even higher for super-solar metallicity progenitors.
The trend remains the same if we take into account the
total stable nickel yield as opposed to solely *Ni. However,
the double-detonation models of Gronow et al. (2021) synthe-
size a significant fraction of stable Ni in the form of °*Ni
(20-30%) and %*Ni (<10%), and the double-detonation model
of Townsley et al. (2019) yields ~45% of stable Ni as ®Ni,
which causes these models to overlap with the 1D My, delayed-
detonation models of Blondin et al. (2013). Likewise, the zero-
metallicity double-detonation models of Gronow et al. (2020)
synthesize up to ~90% of their stable Ni as °*Ni, resulting in an
order of magnitude increase in their stable Ni yields (>1072 M)
compared to their *®Ni yields (<2 x 1073 My; see Table A.1).
When considering the formation of [NiII] lines in late-time
SN Ia spectra (~200d past explosion in what follows), it is the
total stable Ni abundance at that time that matters. This abun-
dance is essentially set within the first day after the explosion, as
the sole decay chains with longer half-lives (**Fe—%Co—%Ni;
see Table 1) only contribute <10~ My, of the total decayed stable
Ni yield. In the following section, we explore whether the lower
abundance of stable Ni in sub-Mcy, models alone can explain the
predicted lack of [NiII] lines in their late-time spectra.

4. Impact of stable Ni abundance and ionization on
nebular [Nin] lines

4.1. The absence of [Nii] lines from sub-Mc, models

In Blondin et al. (2018), we concluded that the key parameter in
determining the presence of [NiIl] lines in the late-time spec-
trum of our low-luminosity Mc, model DDC25 was the larger
abundance of stable Ni by a factor of ~17, compared to its sub-
My, counterpart SCH2p0 (2.9 X 1072 M, in the Mcy, model cf.
1.7 x 1073 M, in the sub-Mcy, model; see Table A.1). However,
we also noted that the lower Ni ionization (i.e. higher Ni 11/Ni 111
ratio) in the inner ejecta of the M, model further enhanced their
strength (Fig. 6, thin dashed line), while the low Ni II/NiIII ratio
in the sub-M¢y, model completely suppressed both lines (Fig. 6,
thin solid line; see also Wilk et al. 2018).

We further explore the relative impact of abundance versus
ionization on the strength of [NiIl] lines in late-time spectra
by considering My and sub-Mc, models at the high-luminosity
end, where the differences in stable Ni yield are less pronounced
(see Fig. 5). For this, we use the M¢, delayed-detonation model
DDCO and the sub-Mcy, detonation model SCH7p0 (resulting
from the detonation of a 1.15 My WD progenitor), both of which
have a *°Ni yield of ~0.84 M. Unlike the aforementioned low-
luminosity models, the stable Ni yield is comparable in both
models (4.7 x 102 M, in the Mc, model cf. 3.3 x 1072 M, for
the sub-Mcy, model).

Despite the similar stable Ni abundance, however, the ioniza-
tion profiles greatly differ and show the same behaviour as for the
low-luminosity models: Ni II dominates in the inner ejecta of the
My model (Fig. 6, thick dashed line), whereas Ni Il dominates
in the sub-Mcy, model (Fig. 6, thick solid line). As a result, the
My, model displays prominent [NiII] lines in its late-time spec-
trum, while the sub-Mc, model shows no such lines, as was the
case for the low-luminosity models (Fig. 7).
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= 10° F — — DDCO (Mcy, high-L) t o —190d 1
= DDC25 (Mcn, low-L) exp ]
a F -~ ~— 3
Q oL o~y ~ ]
= 10°F N . 3
= i L ]
2 107'F v Ne—oemmmTTT "=
& 102 \_\\,/__-
E 1072 - \\ — ;
E 1044 :- A—\\_-_-_-._--‘
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Fig. 6. NiII/NillI population ratio at 190 d past explosion for the high-
luminosity models DDCO (Mcy; thick dashed line) and SCH7p0 (sub-
Mcy; thick solid line) as well as the low-luminosity models DDC25
(Mcy; thin dashed line) and SCH2p0 (sub-Mcy; thin solid line). Regard-
less of the luminosity, NiIll dominates in the sub-Mc, models all the
way to the innermost ejecta (<3000kms™"), whereas Nill dominates
there in the M¢;, models.

The higher Ni ionization in the sub-Mc, models is a result
of their factor of 3—4 lower density in the inner ~3000 kms™',
which both lowers the Ni III—1I recombination rate and increases
the deposited decay energy per unit mass. The presence of °Ni
(which has all decayed to >°Co at 190d past explosion) down
to the central layers in these sub-M¢, models causes the local
deposition of positron kinetic energy from °Co decay to partly
compensate for the less efficient trapping of y-rays: 40-50% of
the deposited decay energy below 3000km ™' is from positrons
in both models (see also Wilk et al. 2018).

4.2. Impact of the Nin/Niw ratio on [Nin] lines

The presence of [NiIl] lines thus appears to be mostly related
to an ionization effect. We illustrate this by artificially increas-
ing the NiII/NiIl ratio (hence, decreasing the ionization) of the
sub-Mcy, models below 3000 kms™', while keeping the origi-
nal stable Ni abundance and temperature profiles the same (see
Appendix C for details on the numerical procedure).

The dominant formation mechanism for these lines is colli-
sional excitation, hence, their strength scales with the Ni IT pop-
ulation density. As a result, [NiII] lines do indeed emerge in
both the high-luminosity sub-Mc, model (in which the stable
Ni yield was similar to the corresponding M¢, model) and the
low-luminosity sub-Mc, model (in which the stable Ni yield was
a factor of ~17 lower than in the M, model). Despite being
about six times stronger than the NIR line!?, the optical [NilII]
7378 A line only manages to produce a small excess flux in the
low-luminosity sub-M¢, model SCH2pO0, as it is swamped by
the neighbouring [Ca11] 7300 A doublet. This does not occur in
the high-luminosity sub-Mc, model SCH7p0 due to the lower
Ca abundance in the inner ejecta of this model (X(Ca) < 107’
below 5000 kms™" cf. 5-6 x 1072 in the low-luminosity model
SCH2p0).

Nonetheless, the emergent [NiII] lines in our sub-M¢, mod-
els remain comparatively weak compared to those in the Mcy

10 Since both transitions share the same upper level (Table B.1; see
also Flors et al. 2020), the ratio of the emergent flux in each line only
depends on the ratio of AEA,;, where AE is the transition energy and
A, is the Einstein coefficient for spontaneous emission.
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Fig. 7. Top panel: optical (left) and near-infrared (right) [Ni11] line pro-
files at 190 d past explosion in the high-luminosity models DDCO (Mcy;
thick solid line) and SCH7p0 (sub-Mcy; thin solid line). The dotted lines
show the impact of artificially decreasing (increasing) the NiIl/NiIII
ratio on the emergence of [NiII] lines in the Mcy, (sub-Mcy) model. The
near-infrared (NIR) line profiles were normalized to the same mean flux
in the range 1.87—1.88 um; the optical profiles are not normalized. Bot-
tom panel: same as above for the low-luminosity models DDC25 (Mcy;
thick solid line) and SCH2p0 (sub-Mcy; thin solid line). We note the
absence of an optical [Nim] 7378 A line in the sub-Mc, model with
high Ni1/NilI ratio see text for details).

models, even when the NiII/NiIII ratio is increased by a factor
of 100. This is particularly true for the low-luminosity sub-Mcy
model SCH2p0, which suggests that a Ni abundance of at least
1072 My, is needed to form strong [NiII] lines. This seemingly
excludes sub-Mcy, progenitors for low-luminosity SNe Ia pre-
senting strong [NiII] lines in their late-time spectra, at least in
solar-metallicity environments.

The question remains whether a physical mechanism exists
to boost the NiIl/NiIll ratio in the inner ejecta of sub-Mcy
models, which would cause [NiIll] lines to emerge despite
the low Ni abundance. One possible mechanism is clump-
ing: the higher density in the clumps enhances the recombi-
nation rate, hence reducing the average ionization. Clumping
is expected to result from hydrodynamical instabilities during
the initial deflagration phase of My, delayed-detonation mod-
els (e.g. Golombek & Niemeyer 2005). However, such insta-
bilities are not predicted in sub-Mcy detonation models (e.g.
Garcia-Senz et al. 1999). Mazzali et al. (2020) has suggested
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that clumping could also develop at much later times (~1.5yr
after explosion in their model for SN 2014J) through the devel-
opment of local magnetic fields, which could also occur in sub-
Mcy ejecta. Clumping could also develop on an intermediate
timescale of days via the %°Ni bubble effect (e.g. Wang 2005).
Regardless of its physical origin, Wilk et al. (2020) found that
clumping indeed lowers the average ionization in the inner ejecta
but not enough to produce a NiIl/Nilll ratio favourable for
the appearance of [Nill] lines, even for a volume-filling factor
f = 0.1, which results in a ten-fold increase of the density in the
clumps.

Conversely, artificially decreasing the NiII/NiIlll ratio
(hence, increasing the Ni ionization) of the M, models by a
factor of 10 (while keeping the original stable Ni abundance the
same) completely suppresses both the optical and near-infrared
[Ni1] lines (Fig. 7, thick dotted lines). We stress that this pro-
cedure is for illustrative purposes only since we do not compute
a proper radiative-transfer solution (in particular the tempera-
ture profile is left unchanged, as are the population densities of
all other species). In the following section, we investigate how
inward mixing of Ni, as predicted in 3D delayed-detonation
models, could affect the appearance of [NilI] lines in Mcy
models.

5. Impact of mixing on nebular [Nin] lines
5.1. Macroscopic versus microscopic mixing

Macroscopic mixing in SNe Ia occurs during the deflagration
phase of 3D M, delayed-detonation models, due to rising bub-
bles of buoyant hot nuclear ash and downward mixing of nuclear
fuel (e.g. Seitenzahl et al. 2013). In the innermost ejecta, sta-
ble IGEs can be transported outwards while °Ni synthesized
at higher velocities is mixed inwards. As a result, there is
no radial chemical segregation between stable IGEs and *°Ni-
rich layers as in the 1D M, models studied here. While it
is not possible to simulate such macroscopic mixing in 1D,
where the composition is fixed at a given radial (or veloc-
ity) coordinate, various numerical techniques have been devel-
oped to approximate this and other multi-dimensional effects
(see e.g. Duffell 2016; Zhou 2017; Mabanta & Murphy 2018;
Mabanta et al. 2019; Dessart & Hillier 2020).

Instead, a commonly used expedient in 1D consists in
homogenizing the composition in successive mass shells by
applying a running boxcar average (e.g. Woosley et al. 2007;
Dessart et al. 2014). In this approach, the mixing is both
macroscopic (material is effectively advected to larger and
lower velocities) and microscopic (the composition is com-
pletely homogenized within each mass shell at each step of
the running average). The method is convenient but results in
non-physical composition profiles that affect the spectral prop-
erties (e.g. Dessart & Hillier 2020). We note that numerical dif-
fusion causes some level of microscopic mixing even in 3D
simulations.

Here, we simply wish to illustrate the impact of mixing
on the strength of [NiIl] lines in late-time spectra of the Mcy
delayed-detonation model DDC15 of Blondin et al. (2015). For
this, we adopt a fully microscopic mixing approach by homog-
enizing the composition in the inner ejecta below some cutoff
velocity vpix. In what follows, we refer to this as ‘uniform’
mixing. The mass fraction of a given species i is set to its
mass-weighted-average for v < vpx, and is left unchanged for
V > Vorig = Vmix + AVirans, Where Avyg,s = {500, 1000} km s7h
To avoid strong compositional discontinuities at vy,x, we use a
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cosine function to smoothly transition from the uniform to the
unchanged composition over the interval [Vpix, Vorig]. Formally,
in each mass shell with velocity coordinate v:

2 Xi()AM@')

V' <Umix
for v < Vmix,
AM@’

xw={ M )

Xi(Umix) + ﬁ:os X[(Uorig) for Umix SV < Uorig >

X;(v) (unchanged) for v > vorig-
where
fros = ! | = cos |[ L Pmix @)

) Avgrans ik

This procedure conserves the total mass of each species as
the density profile is left unchanged.

The resulting Ni abundance profiles at 190 d past explosion
are shown in Fig. 8 for values of vpix = 3750, 5000, 7500,
and 15000 kms~! (top panel). The angle-averaged profile of the
3D delayed-detonation model N100 of Seitenzahl et al. (2013)
illustrates the advection of stable Ni to larger velocities (grey
dashed line), resulting in a stable Ni mass fraction ~ 5 X 1072
below ~ 4000 kms~!, as in our Vmix = 7500 km s~ model.

5.2. Impact of mixing on ionization and [Ni] lines

The uniform mixing we apply not only affects the abundance
profiles, but the ionization as well (Fig. 8, bottom panel). In the
inner 3000 km s™!, the NiII/Ni II ratio systematically decreases
with increasing vix. This increase in ionization simply traces the
increase in deposited energy from radioactive decays, through
inward mixing of *Co (see inset). Unlike the comparison
between Mcy, and sub-Mc, models in the previous section, here
the density profile is identical for all uniformly mixed mod-
els, such that the 3°Co radioactive decay heating (20-25% of
which is due to local deposition of positron kinetic energy below
~3000km s~") predominantly determines the ionization state.

Variations in the amount of cooling through line emission
further affect the energy balance. This is best seen in the mixed
model with vy, = 15000kms™!, where the NityNillI ratio
below ~4000kms~! is comparable to the vpix = 7500km s
model despite the ~20% lower decay heating'!. This is due
to the less efficient line cooling in the vyix = 15000km 7!
model (where [CaTl] collisional cooling dominates due to the
larger Ca mass fraction in these layers) compared to the viix =
7500 km s~ model, in which cooling via [Fe 1] and [Fe 1] tran-
sitions is more efficient.

The resulting [Nil] line profiles are shown in Fig. 9. As
expected, the [Ni1I] 1.94 um line is only present in models where
the NiIl/NiIll ratio fraction is sufficiently high (>107!, that is,
for vmix = 3750 and 5000kms~', as well as in the original
DDCI15 model), and its strength is modulated by the abundance
of Ni in the line-formation region. Thus, the vpix = 3750 km s
model displays a stronger [Nill] 1.94 um line compared to the
original DDC15 model since the Ni mass fraction below ~
1500kms™" is higher. The FWHM of the line is also slightly
larger (~4500kms~! cf. ~4250kms™" for the original profile)
due to the larger radial extension of the line-emission region.
For viix = 5000 km s7! , the [Ni11] 1.94 um line is weaker than in
the original unmixed model owing to the lower Ni mass fraction

' The mass fraction of %Co is ~0.08 for the vmx = 15000kms™
model cf. ~0.11 for the vy, = 7500 km s~ model in those layers.
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Fig. 8. Impact of uniformly mixing the composition within a cut-
off velocity vpix = 3750,5000,7500, and 15000km s7! on the Ni
abundance profile (fop) and Ni1I/NiIII population ratio (bottom), illus-
trated using the M¢y, delayed-detonation model DDC15 of Blondin et al.
(2015) at 190d past explosion. The stable Ni mass for this model is
~0.03 M,, (see Table A.1). We show the angle-averaged Ni abundance
profile of the 3D delayed-detonation model N100 of Seitenzahl et al.
(2013) for comparison (grey dashed line, top panel). The inset in the
lower panel shows the *°Co abundance profiles, whose decay heating
by positrons and y-rays largely determines the ionization state at this
time.

below ~3500km s~!. However, its FWHM is similar despite the
presence of stable Ni beyond 4000kms~!, since the Ni 1/Ni In1
ratio drops below 107! in these layers.

This trend holds for the optical [NilI] 7378 A line but is
more difficult to discern, as the [Ca11] 7300 A doublet progres-
sively emerges with increasing vy,ix. A weak [NiII] 7378 A line
is indeed present in the original DDC15 and in the vz =
3750km s~ models, where the Ca mass fraction is <1072 below
~ 3000kms™". In the other models, inward mixing of Ca results
in a mass fraction of a few times 1072 which is sufficient to
swamp the [NiII] 7378 A line, as [CalI] becomes a dominant
coolant. The overabundance of Ca in the inner ejecta illustrates
a severe limitation of our 1D approach to mixing: in the 3D
delayed-detonation model N100 of Seitenzahl et al. (2013), the
Ca mass fraction remains almost systematically <1075 below
5000km s~" in all directions (Seitenzahl 2021, priv. comm.).

Furthermore, aside from low-luminosity 91bg-like events,
the presence of [Ca11] 7300 A in late-time spectra is not compat-
ible with observations of SNe Ia, as illustrated with SN 2017bzc
in the left panel of Fig. 9 (grey line, Flors et al. 2020; see also
Maguire et al. 2018). Our original (unmixed) DDC15 model
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Fig. 9. Impact of uniform mixing on the optical (leff) and near-infrared
(right) [Ni11] line profiles at 190 d past explosion, using the same mod-
els as in Fig. 8. Also shown are observations of SN 2017bzc at a slightly
later phase (+215 d past maximum) scaled to match the mean flux of the
original profile in the range 7600-8000 A and 1.83-1.91 um, respec-
tively (grey line). The feature marked with a ‘@ at +8000kms™' in
the optical spectrum is due to absorption by the Earth’s atmosphere (A-
band).

does not predict significant [Ca11] 7300 A emission (dotted line):
The broad double-humped feature around 7300 A is dominated
by [NiI] 7378 A to the red and [Fe1r] 7155 A to the blue (as
noted by Flors et al. 2020). However, our model clearly overes-
timates the strength of [NiII] 1.94 um, and while we can adjust
the level of mixing to match its strength, this inevitably results
in an overestimation of [CaII] 7300 A in the optical.

Our results nonetheless suggest that inward mixing of °Ni
can completely wash out otherwise strong [NilI] lines in late-
time spectra of Mc, models. A more physical treatment of
mixing could result in pockets rich in stable nickel being phys-
ically isolated from regions rich in °Ni (as in the 3D delayed-
detonation models of Bravo & Garcia-Senz 2008). This would
suppress decay heating of the stable Ni pockets by local positron
kinetic energy deposition from Co decay, and compensate in
part for the increase in ionization. Moreover, such stable Ni
pockets could be moderately compressed through the °Ni bub-
ble effect (e.g. Wang 2005; Dessart et al. 2021), enhancing the
Ni recombination rate. Whatever the exact effect, mixing com-
plicates the use of [NilII] lines to constrain the stable Ni abun-
dance, and the absence of these lines cannot be unambiguously
associated with a sub-Mcy, explosion.

6. Conclusions

We studied the explosive nucleosynthesis of stable nickel and its
dominant isotope **Ni in SNe Ia to test its use as a diagnostic
of the progenitor WD mass. Among all reactions ending in >*Ni,
we find that the radiative proton-capture reaction >’ Co(p, y)**Ni
mostly determines the final 38Nj abundance in both My, and sub-
Mcy, models. Contrary to expectations, direct o captures on *Fe
only contribute at the percent level to the net nucleosynthetic
flux to ®Ni, even in the a-rich freeze-out regime from nuclear
statistical equilibrium.

At solar metallicity and for a given °Ni yield, sub-Mcy,
models synthesize less *Ni (~0-0.03 M) compared to Mcy,
models (~0.02-0.08 M), although this difference is reduced for
WD masses =1 M, or for super-solar metallicities. The trend
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remains the same when considering the total stable nickel yield
as opposed to only 3¥Ni, although some double-detonation mod-
els synthesize 30-90% of stable Ni in the form of heavier iso-
topes (in particular ®*Ni), causing an overlap with the 1D Mcy,
delayed-detonation models studied here.

The systematic absence of [NiII] lines in late-time spectra of
sub-Mcy, models is due to the higher Ni ionization in the inner
ejecta, where NiIIl dominates over NiIl. This higher ionization
results from the lower density of the inner ejecta compared to
M, models, which limits the NiIII—II recombination rate and
increases the deposited decay energy per unit mass. In 1D Mcy,
models, the difference in ionization is exacerbated by the under-
abundance of ®Ni in the inner ejecta, which results in lower local
kinetic energy deposition by positrons from Co decay at late
times.

Artificially reducing the Ni ionization of the sub-Mc, mod-
els (while maintaining the same Ni abundance) results in the
emergence of [NilI] lines, although these remain fairly weak in
low-luminosity models where the stable Ni yield is <1072 My,
even when the NiII/NiIll ratio is increased by a factor of 100.
Any mechanism that reduces the ionization state of the inner
ejecta in sub-Mcy, models could thus in principle lead to the for-
mation of [NiIl] lines, thereby invalidating the use of this line
as a fool-proof discriminant between M¢y and sub-Mcy, explo-
sions. One such mechanism is clumping, although a recent study
by Wilk et al. (2020) showed that the ionization level was not
lowered sufficiently to produce a favourable NiII/NiIlI ratio, at
least in their 1D implementation of clumping via volume-filling
factors.

Likewise, an increase in the Ni ionization of the M, models
through a tenfold reduction of the NiIl/NiIll ratio completely
suppresses both optical and near-infrared [NiII] lines, despite a
relatively large abundance of stable Ni (3—5 x 1072 M,). This
again demonstrates the importance of ionization over abundance
in determining the presence of [NilI] lines in late-time spectra
of Mcy, models.

Conversely, mixing can completely wash out otherwise
strong [NiIT] lines in My, models. Our investigation of this effect
in 1D is artificial, but nonetheless captures the main effect of the
inward microscopic mixing of *Ni and the resulting increase in
decay energy deposition and, hence, the Ni ionization state, in
the inner ejecta. At the same time, stable Ni is mixed outwards,
reducing its abundance in the [NiII] line-formation region. A
more elaborate treatment of mixing could mitigate in part this
increase in Ni ionization.

In summary, the presence of [NiII] lines in late-time spectra
of SNe Ia is largely the result of a favourable Ni ionization state
in the inner ejecta and it is not guaranteed solely based on a
large abundance of stable nickel. This sensitivity to ionization
complicates the use of these lines alone as a diagnostic of the
progenitor WD mass (or simply differentiating between Mcy, and
sub-Mcy, ejecta). It is possible that [NilI] lines in combination
with other lines of [Co /1] and [Fe 11/TI] present in late-time
spectra could help constrain the Ni ionization state. In that case,
a low Ni ionization combined with an absence of [NilI] lines
would point to a very low abundance of stable nickel (<1073 M)
and, in turn, to a sub-M¢y, progenitor. Conversely, the presence
of strong [NiII] lines in a low-luminosity SN Ia would likely be
the result of a Chandrasekhar-mass explosion.
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Appendix A: Basic model properties and nickel

isotopic abundances

Table A.1 gives basic properties and nickel isotopic abundances
of the models discussed in Sect. 3.5 (see also Fig. 5). Column
headings are described hereafter:

WD (X(**Ne) ~ 0.013 according to Eq. 1) varies among
different authors between 0.01 and 0.025. One exception
is the Mcy delayed-detonation model 5p0_ZO0p014 pub-
lished here for the first time. The *?Ne abundance (and C/O
ratio) in this model results from a stellar-evolution calcu-
lation and takes into account the convective burning (or

(1) model name ‘simmering’) phase prior to thermonuclear runaway as in

(2) dimension of the numerical simulation (1D, 2D, or 3D) Bravo et al. (2010)

(3) total progenitor mass. We include the helium-shell mass for (5) radioactive °Ni yield shortly after explosion ( ~ 0)
sub-Mcy, double-detonation models, whereas for the violent (6) decayed stable *®Ni yield at # = 1 yr past explosion. The *Ni
WD merger and WD-WD collision models, we give the total yield at + = 1yr is essentially the same as at ¢+ ~ 0 (see
ejecta mass (equal to the combined mass of the two WDs) Sect. 3.5)

(4) composition of the progenitor WD star prior to thermonu- (7) total decayed stable Ni yield (including all stable isotopes:
clear runaway. We only report the mass fractions of '>C, 38Ni, %Ni, 6'Ni, ©2Ni, and ®*Ni) at r = 1 yr past explosion.
160, and *’Ne for the CO core (i.e. excluding the He shell Since 3®Ni is the only stable Ni isotope in the WD-WD col-
for double-detonation models). The 22Ne mass fraction is lision models of Kushnir (2021, private communication), the
almost always adjusted by hand to mimic a given metal- total stable Ni yield is the same as the ¥Ni yield
licity, but the exact value assumed for a solar-metallicity (8) main reference for the model

Table A.1. Basic model properties and nickel isotopic abundances.

Model Dimension Mo Xinit M(C®Ni)zg  MC®Ni)=iyr  M(Nigaple)r=1 yr  Reference
Mo) 12C /160 / #Ne Mo) Mo) Mo)
Y] (2) 3) 4) (5) (6) (7 3)
Mcn Deflagrations
Nldef 3D 1.40  0.475/0.500/2.5(=2) 0.063 7.41(=-3) 7.78 (=3) Fink et al. (2014)
N3def 3D 1.40  0.475/0.500/2.5(-2) 0.084 1.31(-2) 1.40(-2) Fink et al. (2014)
NS5def 3D 1.40  0.475/0.500/2.5(=2) 0.174 2.39(-2) 2.52(-2) Fink et al. (2014)
N10def 3D 1.40  0.475/0.500/2.5(-2) 0.197 3.00(-2) 3.17(-2) Fink et al. (2014)
N20def 3D 1.40  0.475/0.500/2.5(=2) 0.266 4.20(-2) 4.48 (-2) Fink et al. (2014)
N40def 3D 1.40  0.475/0.500/2.5(-2) 0.335 5.54(-2) 5.89(-2) Fink et al. (2014)
N100def 3D 1.40  0.475/0.500/2.5(=2) 0.360 6.07 (-2) 6.48 (-2) Fink et al. (2014)
N100Hdef 3D 142 0.475/0.500/2.5(-2) 0.333 5.93(-2) 6.94(-2) Fink et al. (2014)
N100Ldef 3D 1.36  0.475/0.500 /2.5(=2) 0.330 3.23(-2) 3.29(-2) Fink et al. (2014)
N150def 3D 140 0.475/0.500/2.5(~2) 0.385 6.53(-2) 6.97(~2) Fink et al. (2014)
N300Cdef 3D 1.40  0.475/0.500/2.5(=2) 0.340 5.92(-2) 6.39(-2) Fink et al. (2014)
N200def 3D 140  0.475/0.500/2.5(-2) 0.379 7.20(=2) 7.68(~2) Fink et al. (2014)
N1600def 3D 1.40  0.475/0.500/2.5(=2) 0.347 7.39(-2) 7.98(-2) Fink et al. (2014)
N1600Cdef 3D 140 0.475/0.500/2.5(=2) 0.320 6.12(=2) 6.80(=2) Fink et al. (2014)
2 1D 1.38  0.475/0.500/2.5(=2) 0.651 6.94 (-2) 7.46 (-2) Mori et al. (2018)
W7_70.1 1D 138 0.498/0.500/2.5(-3) 0.645 5.95(-2) 6.31 (-2) Leung & Nomoto (2018)
W7_70.5 1D 1.38  0.488/0.500/1.3(-2) 0.651 5.98 (-2) 6.34 (-2) Leung & Nomoto (2018)
W7_Zsun 1D 1.38  0.475/0.500/2.5(-2) 0.659 6.20 (-2) 6.56 (-2) Leung & Nomoto (2018)
Mcy, Delayed Detonations
N1 3D 140  0.475/0.500/2.5(-2) 1.110 7.26(-2) 7.53(-2) Seitenzahl et al. (2013)
N3 3D 1.40  0.475/0.500/2.5(=2) 1.040 6.78 (-2) 7.13(-2) Seitenzahl et al. (2013)
N5 3D 140  0.475/0.500/2.5(-2) 0.974 6.98 (-2) 7.39(-2) Seitenzahl et al. (2013)
N10 3D 1.40  0.475/0.500/2.5(=2) 0.939 7.13(=2) 7.58(-2) Seitenzahl et al. (2013)
N20 3D 140  0.475/0.500/2.5(-2) 0.778 6.63(-2) 7.15(=-2) Seitenzahl et al. (2013)
N40 3D 1.40  0.475/0.500/2.5(=2) 0.655 6.89 (-2) 7.39(-2) Seitenzahl et al. (2013)
N100 3D 1.40  0.475/0.500/2.5(-2) 0.604 6.90(-2) 7.40(-2) Seitenzahl et al. (2013)
N100H 3D 142 0.475/0.500/2.5(=2) 0.694 7.54(=2) 8.72(=2) Seitenzahl et al. (2013)
N100L 3D 1.36  0.475/0.500/2.5(-2) 0.532 3.81(-2) 391(-2) Seitenzahl et al. (2013)
N100_Z0.01 3D 1.40  0.500/0.500/2.5(-4) 0.655 5.01(-2) 5.56(-2) Seitenzahl et al. (2013)
N100_Z0.1 3D 1.40  0.498/0.500/2.5(-3) 0.649 5.09 (-2) 5.65(-2) Seitenzahl et al. (2013)
N100_Z0.5 3D 1.40  0.488/0.500/1.3(-2) 0.629 5.90(-2) 6.42(-2) Seitenzahl et al. (2013)
NI150 3D 1.40  0.475/0.500/2.5(-2) 0.566 7.01(-2) 7.50(-2) Seitenzahl et al. (2013)
N200 3D 1.40  0.475/0.500/2.5(=2) 0.415 7.29 (-2) 7.77(=2) Seitenzahl et al. (2013)
N300C 3D 1.40  0.475/0.500/2.5(-2) 0.512 6.26 (-2) 6.75(-2) Seitenzahl et al. (2013)
N1600 3D 1.40  0.475/0.500/2.5(=2) 0.364 7.48(-2) 8.07(-2) Seitenzahl et al. (2013)
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Table A.1. Continued.
Model Dimension Mo Xinit M(%Ni)=o  MC®Ni)=1yr  M(Nigaple)i=1 yr  Reference
(Mo) 12C /160 /2Ne Mo) Mo) Mo)
)] (2) (3) ) 5) (6) (7 3)
N1600C 3D 1.40  0.475/0.500/2.5(-2) 0.322 6.16 (-2) 6.85(-2) Seitenzahl et al. (2013)
M1.33_zscl_z0 2D 1.33  0.500/0.500/0.0 0.782 2.13(-2) 3.23(-2) Kobayashi et al. (2020)
M1.33_zscl_z0p002 2D 1.33 0.499/0.499/.-- ¢ 0.781 2.16(-2) 3.26(-2) Kobayashi et al. (2020)
M1.33_zscl_z0p01 2D 1.33  0.495/0.495/--- ¢ 0.778 2.18(-2) 3.30(-2) Kobayashi et al. (2020)
M1.33_zscl_z0p02 2D 1.33  0.490/0.490/--- ¢ 0.775 2.24(-2) 3.38(-2) Kobayashi et al. (2020)
M1.33_zscl_z0p04 2D 1.33 0.480/0.480/--- ¢ 0.770 2.37(-2) 3.57(-2) Kobayashi et al. (2020)
M1.37_zscl_z0 2D 1.37  0.500/0.500/0.0 0.680 4.29 (-2) 5.58(-2) Kobayashi et al. (2020)
M1.37_zscl_z0p002 2D 1.37 0.499/0.499/--- ¢ 0.678 4.32(=2) 5.61(-2) Kobayashi et al. (2020)
M1.37_zscl_z0p01 2D 1.37  0.495/0495/--- ¢ 0.675 4.36(-2) 5.66(-2) Kobayashi et al. (2020)
M1.37_zscl_z0p02 2D 1.37 0.490/0.490/--- ¢ 0.673 4.42(-2) 5.74(-2) Kobayashi et al. (2020)
M1.37_zscl_z0p04 2D 1.37 0.480/0480/--- ¢ 0.669 4.51(-2) 5.88(-2) Kobayashi et al. (2020)
M1.38_zscl_z0 2D 1.38  0.500/0.500/0.0 0.649 4.83(-2) 6.70 (-2) Kobayashi et al. (2020)
M1.38_zscl_z0p002 2D 1.38  0499/0499/--- ¢ 0.647 4.85(-2) 6.73(-2) Kobayashi et al. (2020)
M1.38_zscl_z0p01 2D 1.38  0.495/0495/--- ¢ 0.644 4.89 (-2) 6.77 (-2) Kobayashi et al. (2020)
M1.38_zscl_z0p02 2D 1.38  0490/0.490/--- ¢ 0.642 4.94(-2) 6.84(-2) Kobayashi et al. (2020)
M1.38_zscl_z0p04 2D 1.38 0.480/0.480/--- ¢ 0.638 5.04(-2) 6.98 (-2) Kobayashi et al. (2020)
M1.33_zne22_z0 2D 1.33  0.500/0.500/0.0 0.845 2.13(-2) 3.23(-2) Kobayashi et al. (2020)
M1.33_zne22_z0p002 2D 1.33  0.499/0.499/2.0(-3) 0.838 2.19(-2) 3.33(-2) Kobayashi et al. (2020)
M1.33_zne22_z0p01 2D 1.33  0.495/0.495/1.0(-2) 0.750 3.15(-2) 4.34(-2) Kobayashi et al. (2020)
M1.33_zne22_z0p02 2D 1.33  0.490/0.490/2.0(-2) 0.724 4.60 (-2) 5.79(-2) Kobayashi et al. (2020)
M1.33_zne22_z0p04 2D 1.33  0.480/0.480/4.0(-2) 0.678 7.49(-2) 8.70(-2) Kobayashi et al. (2020)
M1.37_zne22_z0 2D 1.37  0.500/0.500/0.0 0.696 4.29 (-2) 5.58(-2) Kobayashi et al. (2020)
M1.37_zne22_z0p002 2D 1.37  0.499/0.499/2.0(-3) 0.689 4.37(-2) 5.69(-2) Kobayashi et al. (2020)
M1.37_zne22_z0p01 2D 1.37 0.495/0.495/1.0(-2) 0.650 5.17(=2) 6.52(-2) Kobayashi et al. (2020)
M1.37_zne22_z0p02 2D 1.37  0.490/0.490/2.0(-2) 0.627 6.36(-2) 7.71(-2) Kobayashi et al. (2020)
M1.37_zne22_z0p04 2D 1.37  0.480/0.480/4.0(-2) 0.587 8.70(-2) 1.00(-1) Kobayashi et al. (2020)
M1.38_zne22_z0 2D 1.38  0.500/0.500/0.0 0.675 4.83(-2) 6.70(-2) Kobayashi et al. (2020)
M1.38_zne22_z0p002 2D 1.38  0.499/0.499/2.0(-3) 0.669 4.90(-2) 6.80(-2) Kobayashi et al. (2020)
M1.38_zne22_z0p01 2D 1.38  0.495/0.495/1.0(-2) 0.620 5.65(-2) 7.58(-2) Kobayashi et al. (2020)
M1.38_zne22_z0p02 2D 1.38  0.490/0.490/2.0(-2) 0.598 6.77 (-2) 8.70(-2) Kobayashi et al. (2020)
M1.38_zne22_z0p04 2D 1.38  0.480/0.480/4.0(-2) 0.560 8.98 (-2) 1.09(-1) Kobayashi et al. (2020)
DDCO0 1D 141  0.491/0491/1.4(-2) 0.840 3.52(-2) 4.69 (-2) Blondin et al. (2013)
DDC6 1D 1.41 0.491/0.491/ 1.4(-2) 0.709 2.63(-2) 3.04(-2) Blondin et al. (2013)
DDC10 1D 141  0.491/0491/1.4(-2) 0.614 2.58(-2) 2.99(-2) Blondin et al. (2013)
DDCI15 1D 1.41 0.491/0.491/ 1.4(-2) 0.507 2.56(-2) 2.97(-2) Blondin et al. (2013)
DDC17 1D 141  0.491/0491/1.4(-2) 0.407 2.53(-2) 2.94(-2) Blondin et al. (2013)
DDC20 1D 1.41 0.491/0.491/ 1.4(-2) 0.297 2.51(-2) 2.92(-2) Blondin et al. (2013)
DDC22 1D 141  0.491/0491/1.4(-2) 0.201 2.48(-2) 2.89(-2) Blondin et al. (2013)
DDC25 1D 1.41 0.491/0.491/1.4(-2) 0.125 2.43(-2) 2.85(-2) Blondin et al. (2013)
5p0_Z0p014 1D 1.37  0.460/0.506/2.7(-2) 0.601 3.14(-2) 3.87(-2) This paper
Mcn Gravitationally-Confined Detonations
GCD200 3D 1.40  0.475/0.500/2.5(-2) 0.742 3.74 (-2) 3.95(-2) Seitenzahl et al. (2016)
Sub-Mcy, Detonations
SCH1p5 1D 0.88  0.491/0.491/1.4(-2) 0.080 1.21(-3) 1.48(-3) Blondin et al. (2017)
SCH2p0 1D 090 0.491/0.491/1.4(-2) 0.118 1.37(-3) 1.64(-3) Blondin et al. (2017)
SCH2p5 1D 093  0.491/0.491/1.4(-2) 0.172 1.55(-3) 1.79(-3) Blondin et al. (2017)
SCH3p0 1D 095 0.491/0491/1.4(-2) 0.233 1.74 (-3) 1.96 (-3) Blondin et al. (2017)
SCH3p5 1D 098  0.491/0.491/1.4(-2) 0.306 1.97 (-3) 2.17(-3) Blondin et al. (2017)
SCH4p0 1D 1.00  0.491/0.491/1.4(-2) 0.386 2.42(-3) 2.63(-3) Blondin et al. (2017)
SCH4p5 1D 1.03  0.491/0.491/1.4(-2) 0.470 5.66 (-3) 7.33(-3) Blondin et al. (2017)
SCH5p0 1D 1.05 0.491/0491/1.4(-2) 0.554 8.58(-3) 1.23(-2) Blondin et al. (2017)
SCHS5p5 1D 1.08  0.491/0.491/1.4(-2) 0.637 1.17(-2) 1.66 (-2) Blondin et al. (2017)
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Table A.1. Continued.

Model Dimension Mo Xinit MC®Ni)=g  M(C®Ni)=i yv  M(Nigable)=1yr  Reference
Mo) 12¢ /160 /22Ne Mo) Mo) Mo)

(1) (2) (3) (4) (5) (6) @) ®)
SCH6p0 1D 1.10  0.491/0.491/1.4(-2) 0.712 1.50(-2) 2.09 (-2) Blondin et al. (2017)
SCH6p5 1D 113 0.491/0.491/1.4(-2) 0.778 2.09(-2) 2.74(-2) Blondin et al. (2017)
SCH7p0 1D 1.15  0.491/0.491/1.4(-2) 0.842 2.60(-2) 3.30(-2) Blondin et al. (2017)
1.00_5050_xsun 1D 1.00  0.493/0.493/1.0(-2) 0.554 7.05(-3) 1.71(=2) Shen et al. (2018)
1.00_5050_z0p0 1D 1.00  0.500/0.500/0.0 0.580 1.06 (-3) 1.05(=2) Shen et al. (2018)
1.00_5050_z0p5 1D 1.00  0.497/0.497 / 5.0(-3) 0.566 2.48(-3) 1.24(-2) Shen et al. (2018)
1.00_5050_z2p0 ID 1.00  0.487/0.487 /2.0(-2) 0.533 1.66 (-2) 2.74(-2) Shen et al. (2018)
1p06_Z2p25e-2 1D 1.06  0.476/0.498 /2.2(-2) 0.657 2.41(-2) 3.16(-2) Bravo et al. (2019)
0p88_Z2p25e-2 1D 0.88  0.476/0.498/2.2(-2) 0.167 2.86(-3) 3.20(-3) Bravo et al. (2019)
det_0.81 1D 0.82  0.500/0.500/0.0 0.009 1.62(-5) 1.63 (=5) Sim et al. (2010)
det_0.88 1D 0.89  0.500/0.500/0.0 0.070 2.59 (-5) 2.62(-5) Sim et al. (2010)
det_0.97 1D 0.98  0.500/0.500/0.0 0.301 5.70(=5) 7.18 (-5) Sim et al. (2010)
det_1.06 1D 1.06  0.500/0.500/0.0 0.559 9.03 (-4) 3.08(-3) Sim et al. (2010)
det_1.06_0.075Ne 1D 1.06  0.425/0.500/7.5(-2) 0.434 5.22(-2) 5.23(-2) Sim et al. (2010)
det_1.15 1D 1.15  0.500/0.500/0.0 0.809 1.75(-3) 5.99 (-3) Sim et al. (2010)
CIWD_13 1D 0.80  0.500/0.500/0.0 0.055 2.22(-5) 2.35(-5) Kushnir et al. (2020)
CIWD_324w 1D 0.80  0.500/0.500/0.0 0.053 2.61(-5) 2.70(-5) Kushnir et al. (2020)
CIWD_157 1D 0.80  0.496/0.496/7.5(-3) 0.036 4.87(-4) 4.87(-4) Kushnir et al. (2020)
CIWD_416 1D 0.80  0.491/0.491/1.4(-2) 0.026 9.42 (-4) 1.24(-3) Kushnir et al. (2020)
CIWD_415 1D 0.80  0.492/0.492/1.4(-2) 0.026 9.38(—4) 1.18(-3) Kushnir et al. (2020)
CIWD_174 1D 0.80  0.492/0.492/1.5(-2) 0.027 9.39 (-4) 9.41(-4) Kushnir et al. (2020)
CIWD_364w 1D 0.80  0.492/0.492/1.5(-2) 0.026 9.32(-4) 9.34(-4) Kushnir et al. (2020)
CIWD_438 1D 0.80  0.693/0.292/1.5(-2) 0.049 1.06 (-3) 1.07(=3) Kushnir et al. (2020)
CIWD_433 1D 0.80  0.292/0.693/1.5(-2) 0.015 5.71(-4) 5.71(-4) Kushnir et al. (2020)
CIWD_318 1D 0.80  0.485/0.485/3.0(-2) 0.018 1.75(-3) 1.76 (-3) Kushnir et al. (2020)
CIWD_49 1D 0.85  0.500/0.500/0.0 0.144 2.46(-5) 2.63(-5) Kushnir et al. (2020)
CIWD_332w 1D 0.85  0.500/0.500/0.0 0.138 276 (=5) 2.86(-5) Kushnir et al. (2020)
CIWD_158 1D 0.85  0.496/0.496/7.5(-3) 0.129 6.55(—4) 6.56 (—4) Kushnir et al. (2020)
CIWD_420 1D 0.85 0.491/0.491/1.4(-2) 0.110 1.33(-3) 1.54(=3) Kushnir et al. (2020)
CIWD_419 1D 0.85  0.492/0.492/1.4(-2) 0.113 1.33(=3) 1.50 (-3) Kushnir et al. (2020)
CIWD_210 1D 0.85 0.492/0.492/1.5(-2) 0.121 1.34(-3) 1.34(=3) Kushnir et al. (2020)
CIWD_372w 1D 0.85  0.492/0.492/1.5(-2) 0.114 1.33(=3) 1.33(=3) Kushnir et al. (2020)
CIWD_439 1D 0.85  0.693/0.292/1.5(-2) 0.169 1.48 (=3) 1.48 (=3) Kushnir et al. (2020)
CIWD_434 1D 0.85  0.292/0.693/1.5(-2) 0.048 8.65 (—4) 8.66 (—4) Kushnir et al. (2020)
CIWD_319 1D 0.85  0.485/0.485/3.0(-2) 0.114 2.68(-3) 2.69 (-3) Kushnir et al. (2020)
CIWD_82 1D 0.90  0.500/0.500/0.0 0.284 3.35(-5) 3.56 (-5) Kushnir et al. (2020)
CIWD_340w 1D 0.90  0.500/0.500/0.0 0.276 2.96 (-5) 3.12(-5) Kushnir et al. (2020)
CIWD_159 1D 0.90  0.496/0.496/7.5(-3) 0.267 8.50 (—4) 8.50 (—4) Kushnir et al. (2020)
CIWD_424 1D 0.90  0.491/0.491/1.4(-2) 0.249 1.78 (-3) 1.93(-3) Kushnir et al. (2020)
CIWD_423 1D 0.90  0.492/0.492/1.4(-2) 0.251 1.77(-3) 1.89(-3) Kushnir et al. (2020)
CIWD_435 1D 090  0.292/0.693/1.5(-2) 0.193 1.53(=3) 1.53(=3) Kushnir et al. (2020)
CIWD_440 1D 0.90  0.693/0.292/1.5(-2) 0.306 2.00(-3) 2.00(-3) Kushnir et al. (2020)
CIWD_243 1D 090 0.492/0492/1.5(-2) 0.259 1.80(-3) 1.80(-3) Kushnir et al. (2020)
CIWD_380w 1D 0.90  0.492/0.492/1.5(-2) 0.251 1.78 (-3) 1.79(-3) Kushnir et al. (2020)
CIWD_320 1D 0.90  0.485/0.485/3.0(-2) 0.250 3.78(-3) 3.79(-3) Kushnir et al. (2020)
CIWD_113 1D 1.00  0.500/0.500/0.0 0.570 3.11(=3) 6.56 (—3) Kushnir et al. (2020)
CIWD_348w 1D 1.00  0.500/0.500/0.0 0.564 1.40(-3) 2.27(-3) Kushnir et al. (2020)
CIWD_160 1D 1.00  0.496/0.496/7.5(=3) 0.552 3.20(-3) 7.11(-3) Kushnir et al. (2020)
CIWD_428 1D 1.00  0.491/0.491/1.4(=2) 0.532 7.09 (-3) 8.41(-3) Kushnir et al. (2020)
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Table A.1. Continued.

Model Dimension My Xinit MQC®Ni)zo  MC®Ni)=1yr  M(Niguple)i=1 yr  Reference
Mo) 12C /160 / 2Ne (Mo) Mo) Mo)

(1) (2) (3) 4) (5) (6) (7) (8)
CIWD_427 1D 1.00  0.492/0.492/1.4(-2) 0.533 7.10(-3) 8.47 (-3) Kushnir et al. (2020)
CIWD_441 1D 1.00  0.693/0.292/1.5(-2) 0.573 9.98 (-3) 1.60 (-2) Kushnir et al. (2020)
CIWD_274 1D 1.00  0.492/0.492/1.5(-2) 0.539 8.47 (-3) 1.25(-2) Kushnir et al. (2020)
CIWD_388w 1D 1.00  0.492/0.492/1.5(-2) 0.533 7.25(-3) 8.55(-3) Kushnir et al. (2020)
CIWD_436 1D 1.00  0.292/0.693/1.5(-2) 0.498 6.68 (-3) 8.64 (-3) Kushnir et al. (2020)
CIWD_321 1D 1.00  0.485/0.485/3.0(-2) 0.519 2.01(-2) 2.46(-2) Kushnir et al. (2020)
CIWD_140 1D 1.10  0.500/0.500/0.0 0.827 8.16 (-3) 1.78 (-2) Kushnir et al. (2020)
CIWD_356w 1D 1.10  0.500/0.500/0.0 0.825 6.88(-3) 1.62(-2) Kushnir et al. (2020)
CIWD_161 1D 1.10  0.496/0.496/7.5(-3) 0.809 6.10(-3) 1.66 (-2) Kushnir et al. (2020)
CIWD_432 1D 1.10  0.491/0.491/1.4(=2) 0.790 1.69 (-2) 2.67(-2) Kushnir et al. (2020)
CIWD_431 1D 1.10  0.492/0.492/1.4(-2) 0.791 1.68(-2) 2.66(-2) Kushnir et al. (2020)
CIWD_301 1D 1.10  0.492/0.492/1.5(-2) 0.792 1.71(=2) 2.75(=2) Kushnir et al. (2020)
CIWD_396w 1D 1.10  0.492/0.492/1.5(-2) 0.791 1.73(-2) 2.71(-2) Kushnir et al. (2020)
CIWD_442 1D 110 0.693/0.292/1.5(-2) 0.812 1.81(-2) 3.02(-2) Kushnir et al. (2020)
CIWD_437 1D .10 0.292/0.693/1.5(-2) 0.769 1.61(-2) 2.46(-2) Kushnir et al. (2020)
CIWD_322 1D 1.10  0.485/0.485/3.0(-2) 0.762 4.07 (-2) 5.10(-2) Kushnir et al. (2020)
ddet_Mla 3D 1.05  0.500/0.500/0.0 0.574 1.23(-3) 1.71(-2) Gronow et al. (2020)
ddet_M2a 3D 1.05  0.500/0.500/0.0 0.587 1.15(=3) 1.41(-2) Gronow et al. (2020)
ddet_M2a_13 3D 1.05  0.500/0.500/0.0 0.439 1.71(-3) 1.68 (-2) Gronow et al. (2020)
ddet_M2a_21 3D 1.05  0.500/0.500/0.0 0.572 1.11(=3) 1.59(-2) Gronow et al. (2020)
ddet_M2a_36 3D 1.05  0.500/0.500/0.0 0.571 1.08 (-3) 1.60 (-2) Gronow et al. (2020)
ddet_M2a_79 3D 1.05  0.500/0.500/0.0 0.576 1.04(=3) 1.47 (-2) Gronow et al. (2020)
ddet_M2a_i55 3D 1.05  0.500/0.500/0.0 0.601 1.18(=-3) 1.49 (-2) Gronow et al. (2020)
ddet_M2b 3D 1.05  0.500/0.500/0.0 0.588 1.15(=3) 1.40 (-2) Gronow et al. (2020)
ddet_M3a 3D 091  0.500/0.500/0.0 0.337 1.15(=-3) 8.18 (-3) Gronow et al. (2020)
ddet_MO08_03 3D 0.83  0.500/0.490/1.0(-2) 0.132 2.03(-3) 2.25(=3) Gronow et al. (2021)
ddet_MO08_05 3D 0.86  0.500/0.490/1.0(-2) 0.201 3.27(-3) 3.64(-3) Gronow et al. (2021)
ddet_MO08_10 3D 091  0.500/0.490/1.0(-2) 0.312 1.05(-2) 1.50(-2) Gronow et al. (2021)
ddet_MO08_10_r 3D 091  0.500/0.490/1.0(-2) 0.327 8.06 (—3) 1.29 (-2) Gronow et al. (2021)
ddet_MO09_03 3D 0.93  0.500/0.490/1.0(-2) 0.330 7.01(-3) 8.34(-3) Gronow et al. (2021)
ddet_M09_05 3D 0.95  0.500/0.490/1.0(-2) 0.386 1.05(-2) 1.46 (-2) Gronow et al. (2021)
ddet_MO09_10 3D 1.00  0.500/0.490/1.0(-2) 0.487 1.81(=2) 2.63(-2) Gronow et al. (2021)
ddet_MO09_10_r 3D 1.00  0.500/0.490/1.0(-2) 0.503 1.62(-2) 2.73(=2) Gronow et al. (2021)
ddet_M10_02 3D 1.03  0.500/0.490/1.0(-2) 0.541 1.70(=2) 2.55(=2) Gronow et al. (2021)
ddet_M10_03 3D 1.06  0.500/0.490/1.0(-2) 0.591 2.05(-2) 3.15(=2) Gronow et al. (2021)
ddet_M10_05 3D 1.06  0.500/0.490/1.0(-2) 0.547 1.84(-2) 3.04(-2) Gronow et al. (2021)
ddet_M10_10 3D 111 0.500/0.490/1.0(-2) 0.762 2.61(-2) 4.26(-2) Gronow et al. (2021)
ddet_M11_05 3D 1.16  0.500/0.490/1.0(-2) 0.838 3.06 (-2) 4.95(-2) Gronow et al. (2021)
M0.90_zscl_z0 2D 0.95  0.500/0.500/0.0 0.029 6.86 (-5) 6.49 (—4) Kobayashi et al. (2020)
MO0.90_zscl_z0p002 2D 0.95  0.499/0.499/-.-¢ 0.028 2.11(-4) 8.34(—4) Kobayashi et al. (2020)
MO0.90_zscl_z0p01 2D 095 0.495/0495/---¢ 0.027 4.27(-4) 1.12(-3) Kobayashi et al. (2020)
MO0.90_zscl_z0p02 2D 0.95 0.490/0.490/--- @ 0.025 5.98 (-4) 1.45(-3) Kobayashi et al. (2020)
MO0.90_zscl_z0p04 2D 095 0.480/0.480/--- ¢ 0.023 8.89 (—4) 2.03(-3) Kobayashi et al. (2020)
M1.00_zscl_z0 2D 1.05  0.500/0.500/0.0 0.643 9.63 (—4) 8.98(-3) Kobayashi et al. (2020)
M1.00_zscl_z0p002 2D 1.05 0.499/0499/--- ¢ 0.642 1.06 (-3) 9.14(-3) Kobayashi et al. (2020)
M1.00_zscl_z0p01 2D 1.05  0.495/0.495/--- ¢ 0.641 1.08 (-3) 9.41(-3) Kobayashi et al. (2020)
M1.00_zscl_z0p02 2D 1.05 0.490/0490/--- ¢ 0.639 1.34(-3) 1.00(-2) Kobayashi et al. (2020)
M1.00_zscl_z0p04 2D 1.05  0.480/0.480/--- ¢ 0.635 3.00 (=3) 1.20(-2) Kobayashi et al. (2020)
M1.10_zscl_z0 2D 1.15  0.500/0.500/0.0 0.861 1.13(=3) 1.13(-2) Kobayashi et al. (2020)
M1.10_zscl_z0p002 2D 1.15  0.499/0.499/-.. ¢ 0.860 1.47 (-3) 1.17(-2) Kobayashi et al. (2020)
M1.10_zscl_z0p01 2D 1.15  0.495/0495/--- ¢ 0.859 1.60 (-3) 1.21(-2) Kobayashi et al. (2020)
M1.10_zscl_z0p02 2D 1.15  0.490/0.490/--- ¢ 0.857 2.39(-3) 1.32(-2) Kobayashi et al. (2020)
M1.10_zscl_z0p04 2D 1.15 0.480/0480/--- ¢ 0.853 4.60 (-3) 1.57(-2) Kobayashi et al. (2020)
M1.20_zscl_z0 2D 125  0.500/0.500/0.0 1.052 5.16(=3) 1.55(=2) Kobayashi et al. (2020)
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Table A.1. Continued.

Model Dimension Mo Xinit MQC®Ni)zo  MC®Ni)z1yr  M(Nigaple)i=1 yr  Reference
Mo) 12C/ 10/ 2Ne (Mo) Mo) Mo)

) () €) @ (©) ©) @) ®
M1.20_zscl_z0p002 2D 125 0.499/0.499/--- ¢ 1.052 5.64(-3) 1.60(-2) Kobayashi et al. (2020)
M1.20_zscl_z0p01 2D 1.25  0.495/0495/--- ¢ 1.050 6.51(-3) 170 (-2) Kobayashi et al. (2020)
M1.20_zscl_z0p02 2D 125 0.490/0.490/--- ¢ 1.049 7.32(-3) 1.80(-2) Kobayashi et al. (2020)
M1.20_zscl_z0p04 2D 125 0.480/0.480/--- ¢ 1.043 1.06 (-2) 2.15(-2) Kobayashi et al. (2020)
M0.90_zne22_z0 2D 0.95  0.500/0.500/0.0 0.026 6.86 (-5) 6.49 (-4) Kobayashi et al. (2020)
MO0.90_zne22_z0p002 2D 0.95  0.499/0.499/2.0(-3) 0.024 149 (-4) 7.30(-4) Kobayashi et al. (2020)
MO0.90_zne22_z0p01 2D 0.95  0.495/0.495/1.0(-2) 0.018 4.52(-4) 1.04(-3) Kobayashi et al. (2020)
MO0.90_zne22_z0p02 2D 0.95  0.490/0.490/2.0(-2) 0.015 7.73(-4) 1.37(-3) Kobayashi et al. (2020)
MO0.90_zne22_z0p04 2D 0.95  0.480/0.480/4.0(-2) 0.013 1.08(-3) 1.72(-3) Kobayashi et al. (2020)
M1.00_zne22_z0 2D 1.05  0.500/0.500/0.0 0.642 9.63 (—4) 8.98(-3) Kobayashi et al. (2020)
M1.00_zne22_z0p002 2D 105 0.499/0.499/2.0(-3) 0.638 1.19(-3) 9.78(-3) Kobayashi et al. (2020)
M1.00_zne22_z0p01 2D 105 0.495/0.495/1.0(-2) 0.620 1.11(-2) 1.95(-2) Kobayashi et al. (2020)
M1.00_zne22_z0p02 2D 1.05  0.490/0.490/2.0(-2) 0.600 2.50(-2) 331(-2) Kobayashi et al. (2020)
M1.00_zne22_z0p04 2D 105 0.480/0.480/4.0(-2) 0.564 5.36(-2) 6.11(-2) Kobayashi et al. (2020)
M1.10_zne22_z0 2D 115 0.500/0.500/0.0 0.861 1.13(-3) 1.13(-2) Kobayashi et al. (2020)
M1.10_zne22_z0p002 2D 115 0.499/0.499/2.0(-3) 0.856 2.07(-3) 1.29(-2) Kobayashi et al. (2020)
M1.10_zne22_z0p01 2D 115 0.495/0.495/1.0(-2) 0.835 1.62(-2) 2.66 (-2) Kobayashi et al. (2020)
M1.10_zne22_z0p02 2D 115 0.490/0.490/2.0(-2) 0.817 3.61(-2) 4.58(-2) Kobayashi et al. (2020)
M1.10_zne22_z0p04 2D 115 0.480/0.480/4.0(-2) 0.751 7.44(-2) 8.32(-2) Kobayashi et al. (2020)
M1.20_zne22_z0 2D 125 0.500/0.500/0.0 1.053 5.16(-3) 1.55(-2) Kobayashi et al. (2020)
M1.20_zne22_z0p002 2D 125 0.499/0.499/2.0(-3) 1.048 7.08 (-3) 1.78 (-2) Kobayashi et al. (2020)
M1.20_zne22_z0p01 2D 125  0.495/0.495/1.0(-2) 1.025 2.36(-2) 3.37(-2) Kobayashi et al. (2020)
M1.20_zne22_z0p02 2D 125 0.490/0.490/2.0(-2) 0.995 4.53(-2) 5.45(-2) Kobayashi et al. (2020)
M1.20_zne22_z0p04 2D 1.25  0.480/0.480/4.0(-2) 0.937 8.44(-2) 9.26 (-2) Kobayashi et al. (2020)
ddet_sm14_d2e5 2D 1.02  0.400/0.580/2.0(-2) 0.598 1.14 (-2) 2.55(-2) Townsley et al. (2019)
det_ONe10e7 2D 118 0.030/0.600/0.0° 0.832 1.89(-3) 3.49(-3) Marquardt et al. (2015)
det_ONel3e7 2D 121 0.030/0.600/0.0° 0.941 2.81(-3) 2.81(-3) Marquardt et al. (2015)
det_ONel5e7 2D 123 0.030/0.600/0.0° 0.957 3.26(-3) 5.12(-3) Marquardt et al. (2015)
det_ONel7e7 2D 124 0.030/0.600/0.0° 0.990 3.74(=3) 5.64(-3) Marquardt et al. (2015)
det_ONe20e7 2D 125 0.030/0.600/0.0° 1.030 4.43(-3) 6.36 (-3) Marquardt et al. (2015)

Violent WD Mergers
09+09 3D 173 0.500/0.500/0.0 0.124 2.90(-5) 2.96 (-5) Pakmor et al. (2010)
11+09 3D 194  0.475/0.500/2.5(-2) 0.614 2.84(-2) 3.03(-2) Pakmor et al. (2012)
09+076_Z1 3D 1.61  0.482/0.500/1.3(-2) 0.183 1.60(-3) 2.18(-3) Kromer et al. (2013)
09+076_20.01 3D 1.61  0.500/0.500/ 1.3(-4) 0.197 6.63 (-5) 8.53(-5) Kromer et al. (2016)

WD-WD Collisions
0.5-0.5 2D 100 0.493/0.493/1.5(-2) 0.171 2.60 (-3) 2.60 (-3) Kushnir (2021, priv. comm.)
0.6-0.6 2D 120 0.493/0.493/1.5(-2) 0.378 6.20 (-3) 6.20 (-3) Kushnir (2021, priv. comm.)
0.7-0.7 2D 140  0.493/0.493/1.5(-2) 0.620 1.16 (-2) 1.16 (-2) Kushnir (2021, priv. comm.)
0.8-0.8 2D 1.60  0.493/0.493/1.5(-2) 0.723 1.46 (-2) 1.46 (-2) Kushnir (2021, priv. comm.)
0.9-0.9 2D 1.80  0.493/0.493/1.5(-2) 0.779 121 (-2) 1.21(-2) Kushnir (2021, priv. comm.)
1.0-1.0 2D 2.00  0.493/0.493/1.5(-2) 1.206 3.68 (-2) 3.68 (-2) Kushnir (2021, priv. comm.)

Note: Numbers in parentheses correspond to powers of ten.  We were not able to confirm the exact 2Ne abundance in the solar-scaled composition
models of Kobayashi et al. (2020). > The oxygen-neon WDs considered in the Marquardt et al. (2015) study have the following initial composition:
X(2C) = 0.03, X('*0) = 0.6, and X(*Ne) = 0.37. Since X(**Ne) = 0, these models are considered to be at zero metallicity.

Appendix B: Atomic data for [Nin] transitions

In Table B.1 we give the atomic data for the optical 7378 A and NIR 1.94 pum [NiII] transitions used in our CMFGEN calculations.

Table B.1. Forbidden [Ni11] transitions used in our CMFGEN simulations. The data were obtained from Quinet & Le Dourneuf (1996).

Aair Lower Level Upper Level Oscillator strength f  Einstein coefficient A
A) Configuration Index [ Configuration Index u (s™h
7377.829 3d° 2D, [5/2] 1 3d%(3F)4s 2F,[7/2] 7 2.1719 x 107° 1.9950 x 10!
19387.744  3d3(3F)4s “F.[9/2] 3 3d8(3F)4s 2F,[7/2] 7 4.1701 x 107° 9.2450 x 1072
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Appendix C: Modifying the Nin/Nim ratio in
CMFGEN

In CMFGEN, the population density 7; (in cm™3) of any given
state (level) / is determined via a solution to the time-dependent
statistical equilibrium equations (Hillier & Dessart 2012). The
population density of the ionization state i+ (i = O for neutral,
i = 1 for once-ionized etc.) for some species is then simply the
sum of n; over all N levels of that ionization state:

N
n't = an”. (C.1)
=1
We then define the NiII/NiIII ratio as:
n+
123 = nj . (C2)

In Sect. 4 we artificially modify the Ni II/Ni III ratio to test the
impact on the resulting [NiII] lines in late-time SN Ia spectra. At
any given depth in the ejecta (denoted by index j, which corre-
sponds to a given radius or velocity coordinate in our 1D spatial
grid), we scale all the NiIl and NiIll level population densities
by a factor of a; ; and a; ;, respectively, to obtain new population
densities:

(C.3)

N
~24+ _ 2+ _ 2+
I’lj = Zaz,j nl,j —ag,j nj (C4)

in order to achieve a new Ni II/Ni III ratio i; related to the origi-
nal ratio />3 by some pre-determined factor:

T~ —~+
R = 23 _ 1M
%= = o

s n;

2+
_ 4y

" . (C.5)
nj a,j

Since we wish to preserve the total species population den-
sity at each depth, we further require that:

+

h"jJr + ’jl"j2 - nj+ +nj2+’ (C6)
from which we derive an equation for the scale factor for the
NiII population density:

n,*(l - al,j) + nj2+ (C7)

>

ay j=
> 2+
nj

which we then plug into Eq. C.5 to derive the scale factor for the
NiII population density:
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Fig. C.1. Illustration of the procedure used to modify the NiIl/NiIlI
ratio in CMFGEN. In this example we wish to scale the Ni II/Ni III ratio
of the Mc, model DDC2S5 at 203 d past explosion by R,3 = 0.1. The
upper panel shows the original and scaled Ni1I/NiIll ratios (Eq. C.2).
The middle and bottom panels show the scaling coefficients (a;,a»)
applied to the population densities of Nill and Nilll, respectively
(Egs. C.8 and C.7). We note that a;/a, = Ry; = 0.1 at all depths by
definition (Eq. C.5). When the original NiII/NiIII ratio becomes small
enough (< 107! beyond ~ 4000 km s'l), a; = 0.1 (=Ry)and ar = 1,
as expected (see text for details).

(T ) R cs8
aj= nit Ry +n2+’ (C.8)
jo 3 Tn;

from which we trivially compute a, ; = a;,; Ro3 using Eq. C.5
(or Eq. C.7). When n;* < n*" and Ro3 < 1, a;; » Ro3 and
asj ~ 1, as seen in Fig. C.1.

The scaled NiIT and Ni IIT population densities are used as an
input for an observer-frame calculation of the spectrum.
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