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Abstract

Recently, deep neural networks have demonstrated comparable and even better

performance than board-certified ophthalmologists in well-annotated datasets.

However, the diversity of retinal imaging devices poses a significant challenge:

domain shift, which leads to performance degradation when applying the deep

learning models trained on one domain to new testing domains. In this paper,

we propose a multi-scale input along with multiple domain adaptors applied

hierarchically in both feature and output spaces. The proposed training strat-

egy and novel unsupervised domain adaptation framework, called Collaborative

Adversarial Domain Adaptation (CADA), can effectively overcome the chal-

lenge. Multi-scale inputs can reduce the information loss due to the pooling

layers used in the network for feature extraction, while our proposed CADA

is an interactive paradigm that presents an exquisite collaborative adaptation

through both adversarial learning and ensembling weights at different network

layers. In particular, to produce a better prediction for the unlabeled target

domain data, we simultaneously achieve domain invariance and model gener-

alizability via adversarial learning at multi-scale outputs from different levels
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of network layers and maintaining an exponential moving average (EMA) of

the historical weights during training. Without annotating any sample from

the target domain, multiple adversarial losses in encoder and decoder layers

guide the extraction of domain-invariant features to confuse the domain classi-

fier. Meanwhile, the ensembling of weights via EMA reduces the uncertainty of

adapting multiple discriminator learning. Comprehensive experimental results

demonstrate that our CADA model incorporating multi-scale input training

can overcome performance degradation and outperform state-of-the-art domain

adaptation methods in segmenting retinal optic disc and cup from fundus im-

ages stemming from the REFUGE, Drishti-GS, and Rim-One-r3 datasets. The

code will be available at https: // github. com/ cswin/ CADA .

Keywords: Domain adaptation, Unsupervised learning, Segmentation,

Retinal fundus images

1. Introduction

Early diagnosis is vital for the treatment of various vision degradation dis-

eases [1], such as glaucoma, Diabetic Retinopathy (DR), and age-related macu-

lar degeneration. Many eye diseases can be revealed by the morphology of Optic

Disc (OD) and Optic Cup (OC) [2]. For instance, glaucoma is usually character-5

ized by a large Cup to Disc Ratio (CDR), the ratio of the vertical diameter of the

cup to the vertical diameter of the disc. Currently, determining CDR is mainly

performed by pathology specialists. However, it is extremely expensive to ac-

curately calculate CDR by human experts. Furthermore, manual delineation of

these lesions also introduces subjectivity, intra- and inter-variability [3]. There-10

fore, it is essential to automate the process of calculating CDR. OD and OC

segmentation are commonly adopted to automatically calculate the CDR. Nev-

ertheless, OD segmentation is challenging because pathological lesions usually

occur on OD boundaries, which affect the accurate identification of the OD re-

gion. Accurate OC segmentation is more challenging due to the region overlap15

between the cup and the blood vessels [4].
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(a) Zeiss Visucam 500 (b) Canon CR-2

Figure 1: Retinal fundus images collected by different fundus cameras revealing a variation

in color and intensity.

Recently, deep learning-based methods [5, 6, 7, 8] have been proposed to

overcome these challenges and some of them, e.g., M-Net [5], have demonstrated

impressive results. Although these methods tend to perform well when being

applied to well-annotated datasets, the segmentation performance of a trained20

network may degrade severely on datasets with different distributions, partic-

ularly for retinal fundus images captured with different imaging devices (e.g.,

different cameras, as illustrated in Fig. 1). The variance among the diverse

data domains limits deep learning’s deployment in reality and impedes us from

building a robust application for retinal fundus image parsing. To recover the25

degraded performance, annotating the fundus images captured from every new

domain and then re-training or fine-tuning a model is an easy way but extremely

expensive and even impractical for the medical areas that require expertise.

To tackle this challenge, recent studies [9, 10, 11, 12, 13, 14, 15] have demon-

strated the effectiveness of using deep learning for unsupervised domain adapta-30

tion to enhance the performance of applying models on unlabeled target domain

data. Existing works have mainly focused on minimizing the distance between

the source and target domains to align the latent feature distributions from

different domains [12]. Several primary approaches can guide the alignment

process, which includes image-to-image translation of the input images [16], ad-35

versarial training for the intermediate representations in the layers of the model
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(encoder or decoder) [17], and applying adversarial learning to the output of

the model [11]. However, adversarial discriminative learning usually suffers

from the instability of its training. Numerous methods have been studied to

tackle this challenge. Self-ensembling [18] is one of them recently applied to40

visual domain adaptation [19]. In particular, gradient descent is used to train

a student network, and the exponential moving average of the weights of the

student is transferred to a teacher network after applying each training sample.

The mean square difference between the outputs of the student and the teacher

is used as an unsupervised loss to train the student network. The paradigm45

of student-teacher has been a widely used strategy for unsupervised training of

a deep neural network, feature extraction [20], and knowledge distillation [21].

This unsupervised training strategy allows the student network to capture more

information about the data during training and achieve a better prediction.

Furthermore, most of the existing methods have not considered providing50

multi-scale information of the data to the deep neural networks for having a

better understanding of the difference between target and source domain fea-

tures. In addition, most deep neural networks employ pooling layers to reduce

model parameters and extract important features. However, pooling layers lead

to a significant loss of the information in the original input data. In addition,55

the optic cup and disc in fundus image have high variance in brightness, color,

shape, and orientation, which makes single-scale and single-level adversarial

adaptation insufficient. Capturing only information from the output space ne-

glects the intuition that low-level features are similar across various domains,

leading to poor domain adaptability and missed opportunities for incorporating60

hierarchical features in segmentation predictions. To overcome these problems,

in this study, we propose a multi-scale input training strategy to integrate dif-

ferent scales of features into different levels of the network layers. On one hand,

multi-scale inputs performing at different levels of network layers can reduce the

information loss due to the pooling layers in the network; On the other hand, it65

can provide rich information for the network to easily distinguish the difference

between the source and target domain features.
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These multi-scale inputs are integrated into an encoder-decoder structure

to form multiple sub-networks with multi-outputs. In this way, we can have

multiple discriminators between the source and target domain input and lever-70

age ensembling internally on the multiple distinctions at different levels of the

network layers to have a better final segmentation prediction in target domain

data. This proposed multi-domain adaptor approach can overcome the limita-

tion of the current methods while comprehensively applying domain adaptation

at hierarchical multi-scale in both feature and output space.75

In this paper, we propose a novel unsupervised domain adaptation frame-

work called Collaborative Adversarial Domain Adaptation (CADA) to further

the state-of-the-art in overcoming the underlining domain shift problem. In par-

ticular, we take advantage of self-ensembling to stabilize the adversarial discrim-

inative learning of the latent representations from domain shifting to prevent80

the network from getting stuck in degenerate solutions. Most importantly, we

apply the unsupervised loss by adversarial learning not only to the output space

but also to the input space and the intermediate representations of the network.

Thus, from a complementary perspective, adversarial learning can consistently

provide various model space and time-dependent weights to self-ensembling to85

accelerate the learning of the domain-invariant features and further enhance the

stabilization of adversarial learning, forming a benign collaborative circulation

and unified framework. The significant contributions of this paper are as follows:

• We propose CADA, a novel unsupervised domain adaptation framework,

which exploits collaborative adversarial learning and weights self-ensembling90

for feature adaptation to tackle domain shift in a mutually beneficial and

complementary manner at different network layers, resulting in a robust

and accurate model.

• We propose a multi-scale input training strategy to overcome the infor-

mation loss when applying pooling layers in the network and offer an95

opportunity to integrate various scales of low-level and high-level features

for improved network learning.
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• We optimized feature adaptation by applying adversarial discriminative

learning in two phases of the network, i.e., intermediate representation

space and output space. More specifically, we apply adversarial learning100

at multiple layers of the network to learn the invariant features in both

encoder and decoder phases simultaneously.

• We reduce the uncertainty of multiple discriminators collaborative learn-

ing for domain shift via the EMA to ensemble model weights dynamically

during training.105

• We evaluate the effectiveness of our CADA on the challenging task of

unsupervised joint segmentation of the retinal OD and OC. Our CADA

can overcome performance degradation to domain shift and outperform

one of the state-of-the-art domain adaptation methods with a significant

performance gain on various datasets.110

This work is a substantial extension of our conference paper “CFEA: Collab-

orative Feature Ensembling Adaptation for Domain Adaptation in Unsupervised

Optic Disc and Cup Segmentation” [22] published in Medical Image Comput-

ing and Computer Assisted Intervention (MICCAI) 2019. In this extension,

we substantially expanded our framework’s reliability and scalability of over-115

coming domain shift issue in fundus images. In particular, we demonstrate the

significant new contributions as below:

• We propose a novel multi-scale input layer to enhance the feature interac-

tion between the encoder and the decoder where CFEA only uses a single

scale. An input on each scale provides original image information to an120

encoder layer, which is followed by a decoder layer at the same network

“pyramid” level. The rich original pixel-wise feature can infuse the in-

teraction between encoder and decoder at the different feature-learning

levels in the network. This infusion triggered by the multi-scale input can

further guide the model learning and promote performance by reducing125

the significant information loss due to the pooling layers applied in the
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network and reducing the high variance of the optical cup and disc images

in brightness, color, shape, and orientation.

• Instead of a single domain adaptor (e.g., a discriminator network) at the

end of the network in CFEA, we propose to apply multi-domain adaptors130

at hierarchical multi-scales in both feature and output space, which en-

courages the network to learn the domain-invariant features consistently.

More importantly, they can collaboratively distinguish robust latent fea-

tures in the scenarios that the optical cup and disc images have high

variance in brightness, color, shape, and orientation, thus leading to a135

reliable and scalable domain adaptation framework.

• Comprehensive ablation studies are performed to investigate the effective-

ness of the proposed framework. The ablation study investigates the im-

portance of the encoder adversarial discriminative adaptation, the power

of weights self-ensembling adaptation, the scalability of using multiple do-140

main adaptors, and the choice of various combinations of the weights of

loss functions.

• Evaluation on multiple public datasets is performed to show generalizabil-

ity and stability of the proposed CADA framework compared to state-of-

the-art methods.145

2. Related Work

2.1. Optic Disc and Optic Cup Features

The features of the Optic Disc (OD) and Optic Cup (OC) are critical for the

diagnosis of eye diseases [2]. For example, ophthalmic pathologies (e.g., glau-

coma) can be indicated by the variations of the shape, color, or depth of OD.150

The Cup to Disc Ratio (CDR), the ratio of the vertical diameter of the cup to

the vertical diameter of the disc, is considered a valuable feature for diagnosing

eye diseases [23], such as glaucoma, because higher CDR is highly associated

with detectable visual field damage [24]. Currently, determining CDR is mainly
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performed by pathology specialists. However, it is expensive to calculate CDR155

by human experts accurately. Furthermore, the variance of determining the

CDR among professionals is usually significant, which can be caused by both

the diversity of retinal fundus images and different experiences of the profession-

als [25]. Therefore, it is essential to automate the process of calculating CDR.

On one hand, this automated process can reduce the cost of diagnosis. On the160

other hand, it can stabilize diagnostic accuracy and improve the efficiency of

retinopathy screening procedures.

2.2. OD and OC Image Segmentation

Image segmentation is a long-term research topic in the field of computer

vision and image analysis. It is the basis for feature recognition and quantitative165

feature understanding [26]. In medical imaging, image segmentation is partic-

ularly important since it can help to locate related lesions/tumors and provide

quantitatively analytical results of shapes/morphologies for clinicians. For ex-

ample, image segmentation can automatically detect the OD and OC regions

and calculate the CDR simultaneously, e.g., [4]. The task of OD segmentation is170

to detect the region between retinal and the rim. The presence of pathological

lesions on the OD boundaries become problematic for OD detection. More to

the point, OC detection is hindered by the region overlap between the cup and

the blood vessels, as well as the color intensity changing between the cup and

rim. It is critical to erase these challenges for reducing incorrect OD and OC175

segmentation that may cause a false diagnosis.

Recently, many deep learning-based studies [2, 4, 5] have been proposed

to overcome these challenges. In general, there are several steps to achieve

a decent result. Firstly, a pre-trained disc center localization method [27] is

used to detect the OD and OC. The localization mainly acts as an attention180

mechanism so that the network can focus on essential regions and meanwhile, the

polar transformation amplifies the relevant features to enable a more accessible

learning process. Secondly, the localized areas are transformed (e.g., cropped,

re-sized, and image coordinate system consistency) into the segmentation model
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training stage. Lastly, these transformed image regions are fed into an encoder-185

decoder convolutional network to predict the actual OD and OC regions for an

arbitrary fundus image. The encoder is utilized to extract rich image features;

the decoder part is used to produce accurate segmentation results based on the

encoded features. These combined techniques can reduce the negative effect

on model performance caused by the variance in retinal images. However, the190

variation is only constrained within one image domain, in which the training

and testing images usually have similar distributions, such as background color

and intensity. In practice, the testing images can be acquired from different

types of cameras and have varying background or image intensity (as illustrated

in Fig. 1). The performance of a model trained on the dataset collected from195

one domain is severely degraded in another domain. This issue is referred to as

“domain shift” [28]. It is critical to overcome this issue for a generalized and

robust model in medical practice.

2.3. Unsupervised Domain Adaptation

Saenk et al. [29] originally introduced the unsupervised domain adaptation200

problem in tackling the performance degradation caused by the domain shift.

In particular, unsupervised domain adaptation aims to tackle domain shift via

adapting the training process of a model in an unsupervised manner. The

model is adapted to improve the performance on the target domain. More

importantly, leveraging unsupervised learning can reduce the tremendous and205

expensive data labeling work for the target domain. Therefore, unsupervised

domain adaptation is a promising direction to solve domain shift problems,

especially, in the medical field whose data is multi-modal and requires expensive

and expertise data labeling.

Recently, many deep learning-based domain adaptation methods [4, 17, 30]210

have been proposed and achieved several encouraging results. Many of these

methods tackle the domain shift issue by extracting invariant features across

the source and target domains. A critical approach for reducing the domain

discrepancy is adversarial learning [9], which has become a fundamental method
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Figure 2: Comparison between prior domain adaptation methods and our framework. Each

colored arrow represents a connection with each multi-scale output to a corresponding domain

adaptor.

to obtain invariant information across multiple domains. In particular, it lever-215

ages the gradient discrepancy between learning the labeled and unlabeled data

to minimize performance degradation. The implementation can either be image-

to-image translation [31, 32, 33] in a convolutional neural network (CNN) input-

end or multiple adversarial learning [11, 34] applied at the output-end of a CNN.

Noticeably, the image-to-image translation usually introduces artifacts, which220

may be not a proper approach in the medical field. Therefore, in this work, we

focus on gradient-based adversarial learning.

In addition, previous adversarial learning based approaches [35] are mainly

applied domain adaptation at the output space of a deep neural network. How-

ever, accurate image segmentation requires the model to capture both low-225

and high-level image representations; thus, it would be ideal for applying do-

main adaptation at various feature spaces with multi-scale representations. In

this study, we comprehensively investigated whether employing multiple domain

adaptors at a different level of layers of the network can benefit the represen-

tation learning across domains compared to the approaches only focusing on230

adaptation at the output space. We showed the design difference between pre-

vious methods and our framework and illustrated the major novelty in Fig. 2.

Furthermore, although adversarial learning can align the latent feature dis-
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tribution of the source and target domain and have achieved encouraging re-

sults [9], the results of multiple adversarial learning-based methods are easily235

suffering from sub-optimal performance due to the difficulty of stabilizing the

training process of multiple adversarial modules. Thus, in this work, we propose

to leverage the Exponential Moving Average (EMA) [36] computing method to

dynamically ensemble learning weights as embedding multiple adversarial mod-

ules in a network. Meanwhile, this stabilization can bring not only a more240

robust but also an accurate model to effectively overcome the domain shift is-

sue in fundus image segmentation problems.

3. Multi-scale Collaborative Feature Ensembling Adaptation

3.1. Problem Formulation

Unsupervised domain adaptation typically refers to the scenario: given a245

labeled source domain dataset with distribution P (Xs) and the corresponding

label Ys with distribution P (Ys|Xs), as well as a target dataset with distribution

P (Xt) and unknown label with distribution P (Yt|Xt), where P (Xs) 6= P (Xt),

the goal is to train a model from both labeled data Xs and unlabeled data Xt,

with which the expected model distribution P (Ŷt|Xt) is close to P (Yt|Xt).250

3.2. Overview of the Proposed Method

Fig. 3 illustrates the design of the proposed domain adaptation framework.

Our network includes three primary networks, i.e. the Source-domain Network

(SN, in blue), the Target-domain Student Network (TSN, in gray), and the

Target-domain Teacher Network (TTN, in orange). We utilize multi-scale inputs255

and outputs to each of the primary networks to adapt various levels of features

hierarchically. During training, at each iteration, the source images are fed into

SN to generate the Source-encoder Feature (SF) Psf and source decoder output

Pso. The source domain segmentation loss is obtained by comparing the Pso

with the source domain ground truth. TSN shares the same weights with SN,260

and the weights of TTN are the Exponential Moving Average (EMA) weights of

11



Target Domain

Source Domain

Source Domain GT

Encoder

TF

TF

SF

 

Decoder

  

 Discrininator  Discrininator  

 

 

SN

TSN

TTN

Adversarial Loss 

MSE Loss 

Source Seg. Loss 

Total Loss 

Shared

Encoder Decoder

Encoder Decoder

EMA

Ltotal
<latexit sha1_base64="ZhJCXFi/iDruKQg9vftaXMHQ+M8=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovgqiQi6LLoxoWLCvYBbQiT6aQdOpmEmRuhhPgrblwo4tYPceffOGmz0NYDA4dz7uWeOUEiuAbH+bYqa+sbm1vV7drO7t7+gX141NVxqijr0FjEqh8QzQSXrAMcBOsnipEoEKwXTG8Kv/fIlOaxfIBZwryIjCUPOSVgJN+uDyMCE0pEdpf7GcRARO7bDafpzIFXiVuSBirR9u2v4SimacQkUEG0HrhOAl5GFHAqWF4bppolhE7JmA0MlSRi2svm4XN8apQRDmNlngQ8V39vZCTSehYFZrKIqpe9QvzPG6QQXnkZl0kKTNLFoTAVGGJcNIFHXDEKYmYIoYqbrJhOiCIUTF81U4K7/OVV0j1vuk7Tvb9otK7LOqroGJ2gM+SiS9RCt6iNOoiiGXpGr+jNerJerHfrYzFascqdOvoD6/MHl9iVXg==</latexit><latexit sha1_base64="ZhJCXFi/iDruKQg9vftaXMHQ+M8=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovgqiQi6LLoxoWLCvYBbQiT6aQdOpmEmRuhhPgrblwo4tYPceffOGmz0NYDA4dz7uWeOUEiuAbH+bYqa+sbm1vV7drO7t7+gX141NVxqijr0FjEqh8QzQSXrAMcBOsnipEoEKwXTG8Kv/fIlOaxfIBZwryIjCUPOSVgJN+uDyMCE0pEdpf7GcRARO7bDafpzIFXiVuSBirR9u2v4SimacQkUEG0HrhOAl5GFHAqWF4bppolhE7JmA0MlSRi2svm4XN8apQRDmNlngQ8V39vZCTSehYFZrKIqpe9QvzPG6QQXnkZl0kKTNLFoTAVGGJcNIFHXDEKYmYIoYqbrJhOiCIUTF81U4K7/OVV0j1vuk7Tvb9otK7LOqroGJ2gM+SiS9RCt6iNOoiiGXpGr+jNerJerHfrYzFascqdOvoD6/MHl9iVXg==</latexit><latexit sha1_base64="ZhJCXFi/iDruKQg9vftaXMHQ+M8=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovgqiQi6LLoxoWLCvYBbQiT6aQdOpmEmRuhhPgrblwo4tYPceffOGmz0NYDA4dz7uWeOUEiuAbH+bYqa+sbm1vV7drO7t7+gX141NVxqijr0FjEqh8QzQSXrAMcBOsnipEoEKwXTG8Kv/fIlOaxfIBZwryIjCUPOSVgJN+uDyMCE0pEdpf7GcRARO7bDafpzIFXiVuSBirR9u2v4SimacQkUEG0HrhOAl5GFHAqWF4bppolhE7JmA0MlSRi2svm4XN8apQRDmNlngQ8V39vZCTSehYFZrKIqpe9QvzPG6QQXnkZl0kKTNLFoTAVGGJcNIFHXDEKYmYIoYqbrJhOiCIUTF81U4K7/OVV0j1vuk7Tvb9otK7LOqroGJ2gM+SiS9RCt6iNOoiiGXpGr+jNerJerHfrYzFascqdOvoD6/MHl9iVXg==</latexit><latexit sha1_base64="ZhJCXFi/iDruKQg9vftaXMHQ+M8=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovgqiQi6LLoxoWLCvYBbQiT6aQdOpmEmRuhhPgrblwo4tYPceffOGmz0NYDA4dz7uWeOUEiuAbH+bYqa+sbm1vV7drO7t7+gX141NVxqijr0FjEqh8QzQSXrAMcBOsnipEoEKwXTG8Kv/fIlOaxfIBZwryIjCUPOSVgJN+uDyMCE0pEdpf7GcRARO7bDafpzIFXiVuSBirR9u2v4SimacQkUEG0HrhOAl5GFHAqWF4bppolhE7JmA0MlSRi2svm4XN8apQRDmNlngQ8V39vZCTSehYFZrKIqpe9QvzPG6QQXnkZl0kKTNLFoTAVGGJcNIFHXDEKYmYIoYqbrJhOiCIUTF81U4K7/OVV0j1vuk7Tvb9otK7LOqroGJ2gM+SiS9RCt6iNOoiiGXpGr+jNerJerHfrYzFascqdOvoD6/MHl9iVXg==</latexit>�E

advLE
d + �D

advLD
d<latexit sha1_base64="lvYjhEN4xlGdcThqbLClILnVsYw=">AAACL3icdVDJSgNBFOxxjXGLevTSGARBCDMi6DFoIh48RDALZBne9PQkTXoWunsCYZg/8uKv5CKiiFf/ws6CaKIFDUVVPfq9ciLOpDLNF2NpeWV1bT2zkd3c2t7Zze3t12QYC0KrJOShaDggKWcBrSqmOG1EgoLvcFp3+tdjvz6gQrIweFDDiLZ96AbMYwSUluzcTYvrsAudpJzaCbiDtOWD6hHgyZ0W3LRTPsXfmdI/mZKdy5sFcwK8SKwZyaMZKnZu1HJDEvs0UISDlE3LjFQ7AaEY4TTNtmJJIyB96NKmpgH4VLaTyb0pPtaKi71Q6BcoPFF/TiTgSzn0HZ0cLyrnvbH4l9eMlXfZTlgQxYoGZPqRF3OsQjwuD7tMUKL4UBMgguldMemBAKJ0xVldgjV/8iKpnRUss2Ddn+eLV7M6MugQHaETZKELVES3qIKqiKBHNEKv6M14Mp6Nd+NjGl0yZjMH6BeMzy+Wsqs0</latexit><latexit sha1_base64="lvYjhEN4xlGdcThqbLClILnVsYw=">AAACL3icdVDJSgNBFOxxjXGLevTSGARBCDMi6DFoIh48RDALZBne9PQkTXoWunsCYZg/8uKv5CKiiFf/ws6CaKIFDUVVPfq9ciLOpDLNF2NpeWV1bT2zkd3c2t7Zze3t12QYC0KrJOShaDggKWcBrSqmOG1EgoLvcFp3+tdjvz6gQrIweFDDiLZ96AbMYwSUluzcTYvrsAudpJzaCbiDtOWD6hHgyZ0W3LRTPsXfmdI/mZKdy5sFcwK8SKwZyaMZKnZu1HJDEvs0UISDlE3LjFQ7AaEY4TTNtmJJIyB96NKmpgH4VLaTyb0pPtaKi71Q6BcoPFF/TiTgSzn0HZ0cLyrnvbH4l9eMlXfZTlgQxYoGZPqRF3OsQjwuD7tMUKL4UBMgguldMemBAKJ0xVldgjV/8iKpnRUss2Ddn+eLV7M6MugQHaETZKELVES3qIKqiKBHNEKv6M14Mp6Nd+NjGl0yZjMH6BeMzy+Wsqs0</latexit><latexit sha1_base64="lvYjhEN4xlGdcThqbLClILnVsYw=">AAACL3icdVDJSgNBFOxxjXGLevTSGARBCDMi6DFoIh48RDALZBne9PQkTXoWunsCYZg/8uKv5CKiiFf/ws6CaKIFDUVVPfq9ciLOpDLNF2NpeWV1bT2zkd3c2t7Zze3t12QYC0KrJOShaDggKWcBrSqmOG1EgoLvcFp3+tdjvz6gQrIweFDDiLZ96AbMYwSUluzcTYvrsAudpJzaCbiDtOWD6hHgyZ0W3LRTPsXfmdI/mZKdy5sFcwK8SKwZyaMZKnZu1HJDEvs0UISDlE3LjFQ7AaEY4TTNtmJJIyB96NKmpgH4VLaTyb0pPtaKi71Q6BcoPFF/TiTgSzn0HZ0cLyrnvbH4l9eMlXfZTlgQxYoGZPqRF3OsQjwuD7tMUKL4UBMgguldMemBAKJ0xVldgjV/8iKpnRUss2Ddn+eLV7M6MugQHaETZKELVES3qIKqiKBHNEKv6M14Mp6Nd+NjGl0yZjMH6BeMzy+Wsqs0</latexit><latexit sha1_base64="lvYjhEN4xlGdcThqbLClILnVsYw=">AAACL3icdVDJSgNBFOxxjXGLevTSGARBCDMi6DFoIh48RDALZBne9PQkTXoWunsCYZg/8uKv5CKiiFf/ws6CaKIFDUVVPfq9ciLOpDLNF2NpeWV1bT2zkd3c2t7Zze3t12QYC0KrJOShaDggKWcBrSqmOG1EgoLvcFp3+tdjvz6gQrIweFDDiLZ96AbMYwSUluzcTYvrsAudpJzaCbiDtOWD6hHgyZ0W3LRTPsXfmdI/mZKdy5sFcwK8SKwZyaMZKnZu1HJDEvs0UISDlE3LjFQ7AaEY4TTNtmJJIyB96NKmpgH4VLaTyb0pPtaKi71Q6BcoPFF/TiTgSzn0HZ0cLyrnvbH4l9eMlXfZTlgQxYoGZPqRF3OsQjwuD7tMUKL4UBMgguldMemBAKJ0xVldgjV/8iKpnRUss2Ddn+eLV7M6MugQHaETZKELVES3qIKqiKBHNEKv6M14Mp6Nd+NjGl0yZjMH6BeMzy+Wsqs0</latexit>

�E
mseLE

mse + �D
mseLD

mse<latexit sha1_base64="nJD18NZOJSbvadHsTqvf2TFq8Cs=">AAACOXicbVDLSsNAFJ3UV62vqEs3g0UQhJKIoMviA1y4qGAf0MQwmUzaoZMHMxOhhPyWG//CneDGhSJu/QEnbaTa9sDA4ZxzmXuPGzMqpGG8aKWFxaXllfJqZW19Y3NL395piSjhmDRxxCLecZEgjIakKalkpBNzggKXkbY7uMj99gPhgkbhnRzGxA5QL6Q+xUgqydEb0GIq7aH79Cpz0kCQzAqQ7GPE0ptsIsKjSfByXvBXdPSqUTNGgLPELEgVFGg4+rPlRTgJSCgxQ0J0TSOWdoq4pJiRrGIlgsQID1CPdBUNUUCEnY4uz+CBUjzoR1y9UMKR+nciRYEQw8BVyXxZMe3l4jyvm0j/zE5pGCeShHj8kZ8wKCOY1wg9ygmWbKgIwpyqXSHuI46wVGVXVAnm9MmzpHVcM42aeXtSrZ8XdZTBHtgHh8AEp6AOrkEDNAEGj+AVvIMP7Ul70z61r3G0pBUzu+AftO8fP4Ovng==</latexit><latexit sha1_base64="nJD18NZOJSbvadHsTqvf2TFq8Cs=">AAACOXicbVDLSsNAFJ3UV62vqEs3g0UQhJKIoMviA1y4qGAf0MQwmUzaoZMHMxOhhPyWG//CneDGhSJu/QEnbaTa9sDA4ZxzmXuPGzMqpGG8aKWFxaXllfJqZW19Y3NL395piSjhmDRxxCLecZEgjIakKalkpBNzggKXkbY7uMj99gPhgkbhnRzGxA5QL6Q+xUgqydEb0GIq7aH79Cpz0kCQzAqQ7GPE0ptsIsKjSfByXvBXdPSqUTNGgLPELEgVFGg4+rPlRTgJSCgxQ0J0TSOWdoq4pJiRrGIlgsQID1CPdBUNUUCEnY4uz+CBUjzoR1y9UMKR+nciRYEQw8BVyXxZMe3l4jyvm0j/zE5pGCeShHj8kZ8wKCOY1wg9ygmWbKgIwpyqXSHuI46wVGVXVAnm9MmzpHVcM42aeXtSrZ8XdZTBHtgHh8AEp6AOrkEDNAEGj+AVvIMP7Ul70z61r3G0pBUzu+AftO8fP4Ovng==</latexit><latexit sha1_base64="nJD18NZOJSbvadHsTqvf2TFq8Cs=">AAACOXicbVDLSsNAFJ3UV62vqEs3g0UQhJKIoMviA1y4qGAf0MQwmUzaoZMHMxOhhPyWG//CneDGhSJu/QEnbaTa9sDA4ZxzmXuPGzMqpGG8aKWFxaXllfJqZW19Y3NL395piSjhmDRxxCLecZEgjIakKalkpBNzggKXkbY7uMj99gPhgkbhnRzGxA5QL6Q+xUgqydEb0GIq7aH79Cpz0kCQzAqQ7GPE0ptsIsKjSfByXvBXdPSqUTNGgLPELEgVFGg4+rPlRTgJSCgxQ0J0TSOWdoq4pJiRrGIlgsQID1CPdBUNUUCEnY4uz+CBUjzoR1y9UMKR+nciRYEQw8BVyXxZMe3l4jyvm0j/zE5pGCeShHj8kZ8wKCOY1wg9ygmWbKgIwpyqXSHuI46wVGVXVAnm9MmzpHVcM42aeXtSrZ8XdZTBHtgHh8AEp6AOrkEDNAEGj+AVvIMP7Ul70z61r3G0pBUzu+AftO8fP4Ovng==</latexit><latexit sha1_base64="nJD18NZOJSbvadHsTqvf2TFq8Cs=">AAACOXicbVDLSsNAFJ3UV62vqEs3g0UQhJKIoMviA1y4qGAf0MQwmUzaoZMHMxOhhPyWG//CneDGhSJu/QEnbaTa9sDA4ZxzmXuPGzMqpGG8aKWFxaXllfJqZW19Y3NL395piSjhmDRxxCLecZEgjIakKalkpBNzggKXkbY7uMj99gPhgkbhnRzGxA5QL6Q+xUgqydEb0GIq7aH79Cpz0kCQzAqQ7GPE0ptsIsKjSfByXvBXdPSqUTNGgLPELEgVFGg4+rPlRTgJSCgxQ0J0TSOWdoq4pJiRrGIlgsQID1CPdBUNUUCEnY4uz+CBUjzoR1y9UMKR+nciRYEQw8BVyXxZMe3l4jyvm0j/zE5pGCeShHj8kZ8wKCOY1wg9ygmWbKgIwpyqXSHuI46wVGVXVAnm9MmzpHVcM42aeXtSrZ8XdZTBHtgHh8AEp6AOrkEDNAEGj+AVvIMP7Ul70z61r3G0pBUzu+AftO8fP4Ovng==</latexit>

Lseg
<latexit sha1_base64="7z41EUQdkGGPuHfhtA3VhCc7Exc=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSK4KokIuiy6ceGign1AG8JkOmmHTiZhZqKUmE9x40IRt36JO//GSZuFth4YOJxzL/fMCRLOlHacb2tldW19Y7OyVd3e2d3bt2sHHRWnktA2iXksewFWlDNB25ppTnuJpDgKOO0Gk+vC7z5QqVgs7vU0oV6ER4KFjGBtJN+uDSKsxwTz7Db3M0VHuW/XnYYzA1ombknqUKLl21+DYUzSiApNOFaq7zqJ9jIsNSOc5tVBqmiCyQSPaN9QgSOqvGwWPUcnRhmiMJbmCY1m6u+NDEdKTaPATBZB1aJXiP95/VSHl17GRJJqKsj8UJhypGNU9ICGTFKi+dQQTCQzWREZY4mJNm1VTQnu4peXSees4ToN9+683rwq66jAERzDKbhwAU24gRa0gcAjPMMrvFlP1ov1bn3MR1escucQ/sD6/AHjtpRl</latexit><latexit sha1_base64="7z41EUQdkGGPuHfhtA3VhCc7Exc=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSK4KokIuiy6ceGign1AG8JkOmmHTiZhZqKUmE9x40IRt36JO//GSZuFth4YOJxzL/fMCRLOlHacb2tldW19Y7OyVd3e2d3bt2sHHRWnktA2iXksewFWlDNB25ppTnuJpDgKOO0Gk+vC7z5QqVgs7vU0oV6ER4KFjGBtJN+uDSKsxwTz7Db3M0VHuW/XnYYzA1ombknqUKLl21+DYUzSiApNOFaq7zqJ9jIsNSOc5tVBqmiCyQSPaN9QgSOqvGwWPUcnRhmiMJbmCY1m6u+NDEdKTaPATBZB1aJXiP95/VSHl17GRJJqKsj8UJhypGNU9ICGTFKi+dQQTCQzWREZY4mJNm1VTQnu4peXSees4ToN9+683rwq66jAERzDKbhwAU24gRa0gcAjPMMrvFlP1ov1bn3MR1escucQ/sD6/AHjtpRl</latexit><latexit sha1_base64="7z41EUQdkGGPuHfhtA3VhCc7Exc=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSK4KokIuiy6ceGign1AG8JkOmmHTiZhZqKUmE9x40IRt36JO//GSZuFth4YOJxzL/fMCRLOlHacb2tldW19Y7OyVd3e2d3bt2sHHRWnktA2iXksewFWlDNB25ppTnuJpDgKOO0Gk+vC7z5QqVgs7vU0oV6ER4KFjGBtJN+uDSKsxwTz7Db3M0VHuW/XnYYzA1ombknqUKLl21+DYUzSiApNOFaq7zqJ9jIsNSOc5tVBqmiCyQSPaN9QgSOqvGwWPUcnRhmiMJbmCY1m6u+NDEdKTaPATBZB1aJXiP95/VSHl17GRJJqKsj8UJhypGNU9ICGTFKi+dQQTCQzWREZY4mJNm1VTQnu4peXSees4ToN9+683rwq66jAERzDKbhwAU24gRa0gcAjPMMrvFlP1ov1bn3MR1escucQ/sD6/AHjtpRl</latexit><latexit sha1_base64="7z41EUQdkGGPuHfhtA3VhCc7Exc=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSK4KokIuiy6ceGign1AG8JkOmmHTiZhZqKUmE9x40IRt36JO//GSZuFth4YOJxzL/fMCRLOlHacb2tldW19Y7OyVd3e2d3bt2sHHRWnktA2iXksewFWlDNB25ppTnuJpDgKOO0Gk+vC7z5QqVgs7vU0oV6ER4KFjGBtJN+uDSKsxwTz7Db3M0VHuW/XnYYzA1ombknqUKLl21+DYUzSiApNOFaq7zqJ9jIsNSOc5tVBqmiCyQSPaN9QgSOqvGwWPUcnRhmiMJbmCY1m6u+NDEdKTaPATBZB1aJXiP95/VSHl17GRJJqKsj8UJhypGNU9ICGTFKi+dQQTCQzWREZY4mJNm1VTQnu4peXSees4ToN9+683rwq66jAERzDKbhwAU24gRa0gcAjPMMrvFlP1ov1bn3MR1escucQ/sD6/AHjtpRl</latexit>

LE
mse<latexit sha1_base64="J9UTWdTiSrAoLBI4KH6Mf2MnsS0=">AAAB/nicbVDLSgMxFM3UV62vUXHlJlgEV2VGBF0WRXDhooJ9QDsOmTTThiaZIckIJQz4K25cKOLW73Dn35hpu9DWA4HDOfdyT06UMqq05307paXlldW18nplY3Nre8fd3WupJJOYNHHCEtmJkCKMCtLUVDPSSSVBPGKkHY2uCr/9SKSiibjX45QEHA0EjSlG2kqhe9DjSA8xYuY2fzDXeWi4InnoVr2aNwFcJP6MVMEMjdD96vUTnHEiNGZIqa7vpTowSGqKGckrvUyRFOERGpCupQJxogIziZ/DY6v0YZxI+4SGE/X3hkFcqTGP7GQRVs17hfif1810fBEYKtJME4Gnh+KMQZ3AogvYp5JgzcaWICypzQrxEEmEtW2sYkvw57+8SFqnNd+r+Xdn1frlrI4yOARH4AT44BzUwQ1ogCbAwIBn8ArenCfnxXl3PqajJWe2sw/+wPn8AQ51li4=</latexit><latexit sha1_base64="J9UTWdTiSrAoLBI4KH6Mf2MnsS0=">AAAB/nicbVDLSgMxFM3UV62vUXHlJlgEV2VGBF0WRXDhooJ9QDsOmTTThiaZIckIJQz4K25cKOLW73Dn35hpu9DWA4HDOfdyT06UMqq05307paXlldW18nplY3Nre8fd3WupJJOYNHHCEtmJkCKMCtLUVDPSSSVBPGKkHY2uCr/9SKSiibjX45QEHA0EjSlG2kqhe9DjSA8xYuY2fzDXeWi4InnoVr2aNwFcJP6MVMEMjdD96vUTnHEiNGZIqa7vpTowSGqKGckrvUyRFOERGpCupQJxogIziZ/DY6v0YZxI+4SGE/X3hkFcqTGP7GQRVs17hfif1810fBEYKtJME4Gnh+KMQZ3AogvYp5JgzcaWICypzQrxEEmEtW2sYkvw57+8SFqnNd+r+Xdn1frlrI4yOARH4AT44BzUwQ1ogCbAwIBn8ArenCfnxXl3PqajJWe2sw/+wPn8AQ51li4=</latexit><latexit sha1_base64="J9UTWdTiSrAoLBI4KH6Mf2MnsS0=">AAAB/nicbVDLSgMxFM3UV62vUXHlJlgEV2VGBF0WRXDhooJ9QDsOmTTThiaZIckIJQz4K25cKOLW73Dn35hpu9DWA4HDOfdyT06UMqq05307paXlldW18nplY3Nre8fd3WupJJOYNHHCEtmJkCKMCtLUVDPSSSVBPGKkHY2uCr/9SKSiibjX45QEHA0EjSlG2kqhe9DjSA8xYuY2fzDXeWi4InnoVr2aNwFcJP6MVMEMjdD96vUTnHEiNGZIqa7vpTowSGqKGckrvUyRFOERGpCupQJxogIziZ/DY6v0YZxI+4SGE/X3hkFcqTGP7GQRVs17hfif1810fBEYKtJME4Gnh+KMQZ3AogvYp5JgzcaWICypzQrxEEmEtW2sYkvw57+8SFqnNd+r+Xdn1frlrI4yOARH4AT44BzUwQ1ogCbAwIBn8ArenCfnxXl3PqajJWe2sw/+wPn8AQ51li4=</latexit><latexit sha1_base64="J9UTWdTiSrAoLBI4KH6Mf2MnsS0=">AAAB/nicbVDLSgMxFM3UV62vUXHlJlgEV2VGBF0WRXDhooJ9QDsOmTTThiaZIckIJQz4K25cKOLW73Dn35hpu9DWA4HDOfdyT06UMqq05307paXlldW18nplY3Nre8fd3WupJJOYNHHCEtmJkCKMCtLUVDPSSSVBPGKkHY2uCr/9SKSiibjX45QEHA0EjSlG2kqhe9DjSA8xYuY2fzDXeWi4InnoVr2aNwFcJP6MVMEMjdD96vUTnHEiNGZIqa7vpTowSGqKGckrvUyRFOERGpCupQJxogIziZ/DY6v0YZxI+4SGE/X3hkFcqTGP7GQRVs17hfif1810fBEYKtJME4Gnh+KMQZ3AogvYp5JgzcaWICypzQrxEEmEtW2sYkvw57+8SFqnNd+r+Xdn1frlrI4yOARH4AT44BzUwQ1ogCbAwIBn8ArenCfnxXl3PqajJWe2sw/+wPn8AQ51li4=</latexit>

LD
mse<latexit sha1_base64="KG1VY2XpAWkqM+8qiqfHzKkTSq0=">AAAB/nicbVDLSgMxFM3UV62vUXHlJlgEV2VGBF0WdeHCRQX7gHYcMmmmDU0yQ5IRShjwV9y4UMSt3+HOvzHTdqGtBwKHc+7lnpwoZVRpz/t2SkvLK6tr5fXKxubW9o67u9dSSSYxaeKEJbITIUUYFaSpqWakk0qCeMRIOxpdFX77kUhFE3GvxykJOBoIGlOMtJVC96DHkR5ixMxt/mCu89BwRfLQrXo1bwK4SPwZqYIZGqH71esnOONEaMyQUl3fS3VgkNQUM5JXepkiKcIjNCBdSwXiRAVmEj+Hx1bpwziR9gkNJ+rvDYO4UmMe2ckirJr3CvE/r5vp+CIwVKSZJgJPD8UZgzqBRRewTyXBmo0tQVhSmxXiIZIIa9tYxZbgz395kbROa75X8+/OqvXLWR1lcAiOwAnwwTmogxvQAE2AgQHP4BW8OU/Oi/PufExHS85sZx/8gfP5Awzqli0=</latexit><latexit sha1_base64="KG1VY2XpAWkqM+8qiqfHzKkTSq0=">AAAB/nicbVDLSgMxFM3UV62vUXHlJlgEV2VGBF0WdeHCRQX7gHYcMmmmDU0yQ5IRShjwV9y4UMSt3+HOvzHTdqGtBwKHc+7lnpwoZVRpz/t2SkvLK6tr5fXKxubW9o67u9dSSSYxaeKEJbITIUUYFaSpqWakk0qCeMRIOxpdFX77kUhFE3GvxykJOBoIGlOMtJVC96DHkR5ixMxt/mCu89BwRfLQrXo1bwK4SPwZqYIZGqH71esnOONEaMyQUl3fS3VgkNQUM5JXepkiKcIjNCBdSwXiRAVmEj+Hx1bpwziR9gkNJ+rvDYO4UmMe2ckirJr3CvE/r5vp+CIwVKSZJgJPD8UZgzqBRRewTyXBmo0tQVhSmxXiIZIIa9tYxZbgz395kbROa75X8+/OqvXLWR1lcAiOwAnwwTmogxvQAE2AgQHP4BW8OU/Oi/PufExHS85sZx/8gfP5Awzqli0=</latexit><latexit sha1_base64="KG1VY2XpAWkqM+8qiqfHzKkTSq0=">AAAB/nicbVDLSgMxFM3UV62vUXHlJlgEV2VGBF0WdeHCRQX7gHYcMmmmDU0yQ5IRShjwV9y4UMSt3+HOvzHTdqGtBwKHc+7lnpwoZVRpz/t2SkvLK6tr5fXKxubW9o67u9dSSSYxaeKEJbITIUUYFaSpqWakk0qCeMRIOxpdFX77kUhFE3GvxykJOBoIGlOMtJVC96DHkR5ixMxt/mCu89BwRfLQrXo1bwK4SPwZqYIZGqH71esnOONEaMyQUl3fS3VgkNQUM5JXepkiKcIjNCBdSwXiRAVmEj+Hx1bpwziR9gkNJ+rvDYO4UmMe2ckirJr3CvE/r5vp+CIwVKSZJgJPD8UZgzqBRRewTyXBmo0tQVhSmxXiIZIIa9tYxZbgz395kbROa75X8+/OqvXLWR1lcAiOwAnwwTmogxvQAE2AgQHP4BW8OU/Oi/PufExHS85sZx/8gfP5Awzqli0=</latexit><latexit sha1_base64="KG1VY2XpAWkqM+8qiqfHzKkTSq0=">AAAB/nicbVDLSgMxFM3UV62vUXHlJlgEV2VGBF0WdeHCRQX7gHYcMmmmDU0yQ5IRShjwV9y4UMSt3+HOvzHTdqGtBwKHc+7lnpwoZVRpz/t2SkvLK6tr5fXKxubW9o67u9dSSSYxaeKEJbITIUUYFaSpqWakk0qCeMRIOxpdFX77kUhFE3GvxykJOBoIGlOMtJVC96DHkR5ixMxt/mCu89BwRfLQrXo1bwK4SPwZqYIZGqH71esnOONEaMyQUl3fS3VgkNQUM5JXepkiKcIjNCBdSwXiRAVmEj+Hx1bpwziR9gkNJ+rvDYO4UmMe2ckirJr3CvE/r5vp+CIwVKSZJgJPD8UZgzqBRRewTyXBmo0tQVhSmxXiIZIIa9tYxZbgz395kbROa75X8+/OqvXLWR1lcAiOwAnwwTmogxvQAE2AgQHP4BW8OU/Oi/PufExHS85sZx/8gfP5Awzqli0=</latexit>

DD
<latexit sha1_base64="0g3so5anuHnN3kn4zxeim7UdbSI=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRHjxWsB/QlLLZTtqlm03YnYgl9G948aCIV/+MN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZeJUc2jyWMa6EzADUihookAJnUQDiwIJ7WB8O/Pbj6CNiNUDThLoRWyoRCg4Qyv5PsITBmFWn/br/XLFrbpz0FXi5aRCcjT65S9/EPM0AoVcMmO6nptgL2MaBZcwLfmpgYTxMRtC11LFIjC9bH7zlJ5ZZUDDWNtSSOfq74mMRcZMosB2RgxHZtmbif953RTD614mVJIiKL5YFKaSYkxnAdCB0MBRTixhXAt7K+UjphlHG1PJhuAtv7xKWhdVz61695eV2k0eR5GckFNyTjxyRWrkjjRIk3CSkGfySt6c1Hlx3p2PRWvByWeOyR84nz8hipG6</latexit><latexit sha1_base64="0g3so5anuHnN3kn4zxeim7UdbSI=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRHjxWsB/QlLLZTtqlm03YnYgl9G948aCIV/+MN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZeJUc2jyWMa6EzADUihookAJnUQDiwIJ7WB8O/Pbj6CNiNUDThLoRWyoRCg4Qyv5PsITBmFWn/br/XLFrbpz0FXi5aRCcjT65S9/EPM0AoVcMmO6nptgL2MaBZcwLfmpgYTxMRtC11LFIjC9bH7zlJ5ZZUDDWNtSSOfq74mMRcZMosB2RgxHZtmbif953RTD614mVJIiKL5YFKaSYkxnAdCB0MBRTixhXAt7K+UjphlHG1PJhuAtv7xKWhdVz61695eV2k0eR5GckFNyTjxyRWrkjjRIk3CSkGfySt6c1Hlx3p2PRWvByWeOyR84nz8hipG6</latexit><latexit sha1_base64="0g3so5anuHnN3kn4zxeim7UdbSI=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRHjxWsB/QlLLZTtqlm03YnYgl9G948aCIV/+MN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZeJUc2jyWMa6EzADUihookAJnUQDiwIJ7WB8O/Pbj6CNiNUDThLoRWyoRCg4Qyv5PsITBmFWn/br/XLFrbpz0FXi5aRCcjT65S9/EPM0AoVcMmO6nptgL2MaBZcwLfmpgYTxMRtC11LFIjC9bH7zlJ5ZZUDDWNtSSOfq74mMRcZMosB2RgxHZtmbif953RTD614mVJIiKL5YFKaSYkxnAdCB0MBRTixhXAt7K+UjphlHG1PJhuAtv7xKWhdVz61695eV2k0eR5GckFNyTjxyRWrkjjRIk3CSkGfySt6c1Hlx3p2PRWvByWeOyR84nz8hipG6</latexit><latexit sha1_base64="0g3so5anuHnN3kn4zxeim7UdbSI=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRHjxWsB/QlLLZTtqlm03YnYgl9G948aCIV/+MN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZeJUc2jyWMa6EzADUihookAJnUQDiwIJ7WB8O/Pbj6CNiNUDThLoRWyoRCg4Qyv5PsITBmFWn/br/XLFrbpz0FXi5aRCcjT65S9/EPM0AoVcMmO6nptgL2MaBZcwLfmpgYTxMRtC11LFIjC9bH7zlJ5ZZUDDWNtSSOfq74mMRcZMosB2RgxHZtmbif953RTD614mVJIiKL5YFKaSYkxnAdCB0MBRTixhXAt7K+UjphlHG1PJhuAtv7xKWhdVz61695eV2k0eR5GckFNyTjxyRWrkjjRIk3CSkGfySt6c1Hlx3p2PRWvByWeOyR84nz8hipG6</latexit>

DE
<latexit sha1_base64="bM7E/oAGgrm4TbBRuEgUjwx22zc=">AAAB83icbVDLSgNBEJyNrxhfUY9eBoPgKeyKoMfgAzxGMA/IhjA76U2GzM4uM71iWPIbXjwo4tWf8ebfOEn2oIkFDUVVN91dQSKFQdf9dgorq2vrG8XN0tb2zu5eef+gaeJUc2jwWMa6HTADUihooEAJ7UQDiwIJrWB0PfVbj6CNiNUDjhPoRmygRCg4Qyv5PsITBmF2M+nd9soVt+rOQJeJl5MKyVHvlb/8fszTCBRyyYzpeG6C3YxpFFzCpOSnBhLGR2wAHUsVi8B0s9nNE3pilT4NY21LIZ2pvycyFhkzjgLbGTEcmkVvKv7ndVIML7uZUEmKoPh8UZhKijGdBkD7QgNHObaEcS3srZQPmWYcbUwlG4K3+PIyaZ5VPbfq3Z9Xald5HEVyRI7JKfHIBamRO1InDcJJQp7JK3lzUufFeXc+5q0FJ585JH/gfP4AIw6Ruw==</latexit><latexit sha1_base64="bM7E/oAGgrm4TbBRuEgUjwx22zc=">AAAB83icbVDLSgNBEJyNrxhfUY9eBoPgKeyKoMfgAzxGMA/IhjA76U2GzM4uM71iWPIbXjwo4tWf8ebfOEn2oIkFDUVVN91dQSKFQdf9dgorq2vrG8XN0tb2zu5eef+gaeJUc2jwWMa6HTADUihooEAJ7UQDiwIJrWB0PfVbj6CNiNUDjhPoRmygRCg4Qyv5PsITBmF2M+nd9soVt+rOQJeJl5MKyVHvlb/8fszTCBRyyYzpeG6C3YxpFFzCpOSnBhLGR2wAHUsVi8B0s9nNE3pilT4NY21LIZ2pvycyFhkzjgLbGTEcmkVvKv7ndVIML7uZUEmKoPh8UZhKijGdBkD7QgNHObaEcS3srZQPmWYcbUwlG4K3+PIyaZ5VPbfq3Z9Xald5HEVyRI7JKfHIBamRO1InDcJJQp7JK3lzUufFeXc+5q0FJ585JH/gfP4AIw6Ruw==</latexit><latexit sha1_base64="bM7E/oAGgrm4TbBRuEgUjwx22zc=">AAAB83icbVDLSgNBEJyNrxhfUY9eBoPgKeyKoMfgAzxGMA/IhjA76U2GzM4uM71iWPIbXjwo4tWf8ebfOEn2oIkFDUVVN91dQSKFQdf9dgorq2vrG8XN0tb2zu5eef+gaeJUc2jwWMa6HTADUihooEAJ7UQDiwIJrWB0PfVbj6CNiNUDjhPoRmygRCg4Qyv5PsITBmF2M+nd9soVt+rOQJeJl5MKyVHvlb/8fszTCBRyyYzpeG6C3YxpFFzCpOSnBhLGR2wAHUsVi8B0s9nNE3pilT4NY21LIZ2pvycyFhkzjgLbGTEcmkVvKv7ndVIML7uZUEmKoPh8UZhKijGdBkD7QgNHObaEcS3srZQPmWYcbUwlG4K3+PIyaZ5VPbfq3Z9Xald5HEVyRI7JKfHIBamRO1InDcJJQp7JK3lzUufFeXc+5q0FJ585JH/gfP4AIw6Ruw==</latexit><latexit sha1_base64="bM7E/oAGgrm4TbBRuEgUjwx22zc=">AAAB83icbVDLSgNBEJyNrxhfUY9eBoPgKeyKoMfgAzxGMA/IhjA76U2GzM4uM71iWPIbXjwo4tWf8ebfOEn2oIkFDUVVN91dQSKFQdf9dgorq2vrG8XN0tb2zu5eef+gaeJUc2jwWMa6HTADUihooEAJ7UQDiwIJrWB0PfVbj6CNiNUDjhPoRmygRCg4Qyv5PsITBmF2M+nd9soVt+rOQJeJl5MKyVHvlb/8fszTCBRyyYzpeG6C3YxpFFzCpOSnBhLGR2wAHUsVi8B0s9nNE3pilT4NY21LIZ2pvycyFhkzjgLbGTEcmkVvKv7ndVIML7uZUEmKoPh8UZhKijGdBkD7QgNHObaEcS3srZQPmWYcbUwlG4K3+PIyaZ5VPbfq3Z9Xald5HEVyRI7JKfHIBamRO1InDcJJQp7JK3lzUufFeXc+5q0FJ585JH/gfP4AIw6Ruw==</latexit>

Psf
<latexit sha1_base64="g+2jxkXUunqEZJKUuHts8poz87s=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSEGYns8mY2ZllplcIS/7BiwdFvPo/3vwbJ8keNLGgoajqprsrTKSw6PvfXmFtfWNzq7hd2tnd2z8oHx41rU4N4w2mpTbtkFouheINFCh5OzGcxqHkrXB8O/NbT9xYodUDThLei+lQiUgwik5q1vuZjab9csWv+nOQVRLkpAI56v3yV3egWRpzhUxSazuBn2AvowYFk3xa6qaWJ5SN6ZB3HFU05raXza+dkjOnDEikjSuFZK7+nshobO0kDl1nTHFkl72Z+J/XSTG67mVCJSlyxRaLolQS1GT2OhkIwxnKiSOUGeFuJWxEDWXoAiq5EILll1dJ86Ia+NXg/rJSu8njKMIJnMI5BHAFNbiDOjSAwSM8wyu8edp78d69j0VrwctnjuEPvM8fuOaPNg==</latexit><latexit sha1_base64="g+2jxkXUunqEZJKUuHts8poz87s=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSEGYns8mY2ZllplcIS/7BiwdFvPo/3vwbJ8keNLGgoajqprsrTKSw6PvfXmFtfWNzq7hd2tnd2z8oHx41rU4N4w2mpTbtkFouheINFCh5OzGcxqHkrXB8O/NbT9xYodUDThLei+lQiUgwik5q1vuZjab9csWv+nOQVRLkpAI56v3yV3egWRpzhUxSazuBn2AvowYFk3xa6qaWJ5SN6ZB3HFU05raXza+dkjOnDEikjSuFZK7+nshobO0kDl1nTHFkl72Z+J/XSTG67mVCJSlyxRaLolQS1GT2OhkIwxnKiSOUGeFuJWxEDWXoAiq5EILll1dJ86Ia+NXg/rJSu8njKMIJnMI5BHAFNbiDOjSAwSM8wyu8edp78d69j0VrwctnjuEPvM8fuOaPNg==</latexit><latexit sha1_base64="g+2jxkXUunqEZJKUuHts8poz87s=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSEGYns8mY2ZllplcIS/7BiwdFvPo/3vwbJ8keNLGgoajqprsrTKSw6PvfXmFtfWNzq7hd2tnd2z8oHx41rU4N4w2mpTbtkFouheINFCh5OzGcxqHkrXB8O/NbT9xYodUDThLei+lQiUgwik5q1vuZjab9csWv+nOQVRLkpAI56v3yV3egWRpzhUxSazuBn2AvowYFk3xa6qaWJ5SN6ZB3HFU05raXza+dkjOnDEikjSuFZK7+nshobO0kDl1nTHFkl72Z+J/XSTG67mVCJSlyxRaLolQS1GT2OhkIwxnKiSOUGeFuJWxEDWXoAiq5EILll1dJ86Ia+NXg/rJSu8njKMIJnMI5BHAFNbiDOjSAwSM8wyu8edp78d69j0VrwctnjuEPvM8fuOaPNg==</latexit><latexit sha1_base64="g+2jxkXUunqEZJKUuHts8poz87s=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSEGYns8mY2ZllplcIS/7BiwdFvPo/3vwbJ8keNLGgoajqprsrTKSw6PvfXmFtfWNzq7hd2tnd2z8oHx41rU4N4w2mpTbtkFouheINFCh5OzGcxqHkrXB8O/NbT9xYodUDThLei+lQiUgwik5q1vuZjab9csWv+nOQVRLkpAI56v3yV3egWRpzhUxSazuBn2AvowYFk3xa6qaWJ5SN6ZB3HFU05raXza+dkjOnDEikjSuFZK7+nshobO0kDl1nTHFkl72Z+J/XSTG67mVCJSlyxRaLolQS1GT2OhkIwxnKiSOUGeFuJWxEDWXoAiq5EILll1dJ86Ia+NXg/rJSu8njKMIJnMI5BHAFNbiDOjSAwSM8wyu8edp78d69j0VrwctnjuEPvM8fuOaPNg==</latexit>

Pso
<latexit sha1_base64="82r3tFxyEcbLlp+MFB5LvBNWENw=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSJcxOOsmY2ZllZlYIS/7BiwdFvPo/3vwbJ8keNLGgoajqprsrSgQ31ve/vcLa+sbmVnG7tLO7t39QPjxqGpVqhg2mhNLtiBoUXGLDciuwnWikcSSwFY1vZ37rCbXhSj7YSYJhTIeSDzij1knNei8zatorV/yqPwdZJUFOKpCj3it/dfuKpTFKywQ1phP4iQ0zqi1nAqelbmowoWxMh9hxVNIYTZjNr52SM6f0yUBpV9KSufp7IqOxMZM4cp0xtSOz7M3E/7xOagfXYcZlklqUbLFokApiFZm9TvpcI7Ni4ghlmrtbCRtRTZl1AZVcCMHyy6ukeVEN/Gpwf1mp3eRxFOEETuEcAriCGtxBHRrA4BGe4RXePOW9eO/ex6K14OUzx/AH3ucPxpOPPw==</latexit><latexit sha1_base64="82r3tFxyEcbLlp+MFB5LvBNWENw=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSJcxOOsmY2ZllZlYIS/7BiwdFvPo/3vwbJ8keNLGgoajqprsrSgQ31ve/vcLa+sbmVnG7tLO7t39QPjxqGpVqhg2mhNLtiBoUXGLDciuwnWikcSSwFY1vZ37rCbXhSj7YSYJhTIeSDzij1knNei8zatorV/yqPwdZJUFOKpCj3it/dfuKpTFKywQ1phP4iQ0zqi1nAqelbmowoWxMh9hxVNIYTZjNr52SM6f0yUBpV9KSufp7IqOxMZM4cp0xtSOz7M3E/7xOagfXYcZlklqUbLFokApiFZm9TvpcI7Ni4ghlmrtbCRtRTZl1AZVcCMHyy6ukeVEN/Gpwf1mp3eRxFOEETuEcAriCGtxBHRrA4BGe4RXePOW9eO/ex6K14OUzx/AH3ucPxpOPPw==</latexit><latexit sha1_base64="82r3tFxyEcbLlp+MFB5LvBNWENw=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSJcxOOsmY2ZllZlYIS/7BiwdFvPo/3vwbJ8keNLGgoajqprsrSgQ31ve/vcLa+sbmVnG7tLO7t39QPjxqGpVqhg2mhNLtiBoUXGLDciuwnWikcSSwFY1vZ37rCbXhSj7YSYJhTIeSDzij1knNei8zatorV/yqPwdZJUFOKpCj3it/dfuKpTFKywQ1phP4iQ0zqi1nAqelbmowoWxMh9hxVNIYTZjNr52SM6f0yUBpV9KSufp7IqOxMZM4cp0xtSOz7M3E/7xOagfXYcZlklqUbLFokApiFZm9TvpcI7Ni4ghlmrtbCRtRTZl1AZVcCMHyy6ukeVEN/Gpwf1mp3eRxFOEETuEcAriCGtxBHRrA4BGe4RXePOW9eO/ex6K14OUzx/AH3ucPxpOPPw==</latexit><latexit sha1_base64="82r3tFxyEcbLlp+MFB5LvBNWENw=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSJcxOOsmY2ZllZlYIS/7BiwdFvPo/3vwbJ8keNLGgoajqprsrSgQ31ve/vcLa+sbmVnG7tLO7t39QPjxqGpVqhg2mhNLtiBoUXGLDciuwnWikcSSwFY1vZ37rCbXhSj7YSYJhTIeSDzij1knNei8zatorV/yqPwdZJUFOKpCj3it/dfuKpTFKywQ1phP4iQ0zqi1nAqelbmowoWxMh9hxVNIYTZjNr52SM6f0yUBpV9KSufp7IqOxMZM4cp0xtSOz7M3E/7xOagfXYcZlklqUbLFokApiFZm9TvpcI7Ni4ghlmrtbCRtRTZl1AZVcCMHyy6ukeVEN/Gpwf1mp3eRxFOEETuEcAriCGtxBHRrA4BGe4RXePOW9eO/ex6K14OUzx/AH3ucPxpOPPw==</latexit>

Ptsf
<latexit sha1_base64="N3yOiTS5XAgS6dE7m1voIHrdiwo=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGCeUCyhNnJbDJkdmaZ6RXCko/w4kERr36PN//GSbIHTSxoKKq66e6KUiks+v63t7a+sbm1Xdop7+7tHxxWjo5bVmeG8SbTUptORC2XQvEmCpS8kxpOk0jydjS+m/ntJ26s0OoRJykPEzpUIhaMopPajX6ONp72K1W/5s9BVklQkCoUaPQrX72BZlnCFTJJre0GfophTg0KJvm03MssTykb0yHvOqpowm2Yz8+dknOnDEisjSuFZK7+nshpYu0kiVxnQnFkl72Z+J/XzTC+CXOh0gy5YotFcSYJajL7nQyE4QzlxBHKjHC3EjaihjJ0CZVdCMHyy6ukdVkL/FrwcFWt3xZxlOAUzuACAriGOtxDA5rAYAzP8ApvXuq9eO/ex6J1zStmTuAPvM8fkDmPtA==</latexit><latexit sha1_base64="N3yOiTS5XAgS6dE7m1voIHrdiwo=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGCeUCyhNnJbDJkdmaZ6RXCko/w4kERr36PN//GSbIHTSxoKKq66e6KUiks+v63t7a+sbm1Xdop7+7tHxxWjo5bVmeG8SbTUptORC2XQvEmCpS8kxpOk0jydjS+m/ntJ26s0OoRJykPEzpUIhaMopPajX6ONp72K1W/5s9BVklQkCoUaPQrX72BZlnCFTJJre0GfophTg0KJvm03MssTykb0yHvOqpowm2Yz8+dknOnDEisjSuFZK7+nshpYu0kiVxnQnFkl72Z+J/XzTC+CXOh0gy5YotFcSYJajL7nQyE4QzlxBHKjHC3EjaihjJ0CZVdCMHyy6ukdVkL/FrwcFWt3xZxlOAUzuACAriGOtxDA5rAYAzP8ApvXuq9eO/ex6J1zStmTuAPvM8fkDmPtA==</latexit><latexit sha1_base64="N3yOiTS5XAgS6dE7m1voIHrdiwo=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGCeUCyhNnJbDJkdmaZ6RXCko/w4kERr36PN//GSbIHTSxoKKq66e6KUiks+v63t7a+sbm1Xdop7+7tHxxWjo5bVmeG8SbTUptORC2XQvEmCpS8kxpOk0jydjS+m/ntJ26s0OoRJykPEzpUIhaMopPajX6ONp72K1W/5s9BVklQkCoUaPQrX72BZlnCFTJJre0GfophTg0KJvm03MssTykb0yHvOqpowm2Yz8+dknOnDEisjSuFZK7+nshpYu0kiVxnQnFkl72Z+J/XzTC+CXOh0gy5YotFcSYJajL7nQyE4QzlxBHKjHC3EjaihjJ0CZVdCMHyy6ukdVkL/FrwcFWt3xZxlOAUzuACAriGOtxDA5rAYAzP8ApvXuq9eO/ex6J1zStmTuAPvM8fkDmPtA==</latexit><latexit sha1_base64="N3yOiTS5XAgS6dE7m1voIHrdiwo=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGCeUCyhNnJbDJkdmaZ6RXCko/w4kERr36PN//GSbIHTSxoKKq66e6KUiks+v63t7a+sbm1Xdop7+7tHxxWjo5bVmeG8SbTUptORC2XQvEmCpS8kxpOk0jydjS+m/ntJ26s0OoRJykPEzpUIhaMopPajX6ONp72K1W/5s9BVklQkCoUaPQrX72BZlnCFTJJre0GfophTg0KJvm03MssTykb0yHvOqpowm2Yz8+dknOnDEisjSuFZK7+nshpYu0kiVxnQnFkl72Z+J/XzTC+CXOh0gy5YotFcSYJajL7nQyE4QzlxBHKjHC3EjaihjJ0CZVdCMHyy6ukdVkL/FrwcFWt3xZxlOAUzuACAriGOtxDA5rAYAzP8ApvXuq9eO/ex6J1zStmTuAPvM8fkDmPtA==</latexit>

Ptso
<latexit sha1_base64="02BmCjS2ViCPeCpLHWfPXp1vhM0=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGCeUCyhNnJbDJkdmaZ6RXCko/w4kERr36PN//GSbIHTSxoKKq66e6KUiks+v63t7a+sbm1Xdop7+7tHxxWjo5bVmeG8SbTUptORC2XQvEmCpS8kxpOk0jydjS+m/ntJ26s0OoRJykPEzpUIhaMopPajX6OVk/7lapf8+cgqyQoSBUKNPqVr95AsyzhCpmk1nYDP8UwpwYFk3xa7mWWp5SN6ZB3HVU04TbM5+dOyblTBiTWxpVCMld/T+Q0sXaSRK4zoTiyy95M/M/rZhjfhLlQaYZcscWiOJMENZn9TgbCcIZy4ghlRrhbCRtRQxm6hMouhGD55VXSuqwFfi14uKrWb4s4SnAKZ3ABAVxDHe6hAU1gMIZneIU3L/VevHfvY9G65hUzJ/AH3ucPneaPvQ==</latexit><latexit sha1_base64="02BmCjS2ViCPeCpLHWfPXp1vhM0=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGCeUCyhNnJbDJkdmaZ6RXCko/w4kERr36PN//GSbIHTSxoKKq66e6KUiks+v63t7a+sbm1Xdop7+7tHxxWjo5bVmeG8SbTUptORC2XQvEmCpS8kxpOk0jydjS+m/ntJ26s0OoRJykPEzpUIhaMopPajX6OVk/7lapf8+cgqyQoSBUKNPqVr95AsyzhCpmk1nYDP8UwpwYFk3xa7mWWp5SN6ZB3HVU04TbM5+dOyblTBiTWxpVCMld/T+Q0sXaSRK4zoTiyy95M/M/rZhjfhLlQaYZcscWiOJMENZn9TgbCcIZy4ghlRrhbCRtRQxm6hMouhGD55VXSuqwFfi14uKrWb4s4SnAKZ3ABAVxDHe6hAU1gMIZneIU3L/VevHfvY9G65hUzJ/AH3ucPneaPvQ==</latexit><latexit sha1_base64="02BmCjS2ViCPeCpLHWfPXp1vhM0=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGCeUCyhNnJbDJkdmaZ6RXCko/w4kERr36PN//GSbIHTSxoKKq66e6KUiks+v63t7a+sbm1Xdop7+7tHxxWjo5bVmeG8SbTUptORC2XQvEmCpS8kxpOk0jydjS+m/ntJ26s0OoRJykPEzpUIhaMopPajX6OVk/7lapf8+cgqyQoSBUKNPqVr95AsyzhCpmk1nYDP8UwpwYFk3xa7mWWp5SN6ZB3HVU04TbM5+dOyblTBiTWxpVCMld/T+Q0sXaSRK4zoTiyy95M/M/rZhjfhLlQaYZcscWiOJMENZn9TgbCcIZy4ghlRrhbCRtRQxm6hMouhGD55VXSuqwFfi14uKrWb4s4SnAKZ3ABAVxDHe6hAU1gMIZneIU3L/VevHfvY9G65hUzJ/AH3ucPneaPvQ==</latexit><latexit sha1_base64="02BmCjS2ViCPeCpLHWfPXp1vhM0=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGCeUCyhNnJbDJkdmaZ6RXCko/w4kERr36PN//GSbIHTSxoKKq66e6KUiks+v63t7a+sbm1Xdop7+7tHxxWjo5bVmeG8SbTUptORC2XQvEmCpS8kxpOk0jydjS+m/ntJ26s0OoRJykPEzpUIhaMopPajX6OVk/7lapf8+cgqyQoSBUKNPqVr95AsyzhCpmk1nYDP8UwpwYFk3xa7mWWp5SN6ZB3HVU04TbM5+dOyblTBiTWxpVCMld/T+Q0sXaSRK4zoTiyy95M/M/rZhjfhLlQaYZcscWiOJMENZn9TgbCcIZy4ghlRrhbCRtRQxm6hMouhGD55VXSuqwFfi14uKrWb4s4SnAKZ3ABAVxDHe6hAU1gMIZneIU3L/VevHfvY9G65hUzJ/AH3ucPneaPvQ==</latexit>

Pttf
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Figure 3: Overview of the proposed model architecture with each primary network block col-

ored: the Source-Domain Network (SN, in blue), the Target-domain Student Network (TSN,

in gray) and the Target-domain Teacher Network (TTN, in orange). Note that discriminators

can be added between all the intermediate decoder layers of SN and TSN. However, we only

add the discriminators among the input (Psf and Ptsf ) and output (Pso and Ptso) of the

decoders in this figure for simplicity.

TSN. Adversarial losses for domain confusion are added for both encoder and

decoder outputs of SN and TSN. Moreover, Mean Square Error (MSE) losses are

added to both the encoder and decoder outputs of TSN and TTN. To reduce the

difficulty of high-dimensional feature calculations, the outputs of all encoders265

are compressed to one feature map output via a 1× 1 convolutional layer.

Although each of the networks plays a distinctive role in guiding networks

to learn domain invariant representations, all of them can interact with each

other, benefit one another, and work collaboratively as a unified framework dur-

ing an end-to-end training process. SN and TSN focus on supervised learning270

for labeled samples from the source domain (Xs) and adversarial discriminative

learning for unlabeled samples from the target domain (Xt), separately. More

importantly, we allow SN and TSN to share the weights that are sequentially

learned from both labeled and unlabeled samples. This technique is commonly

adopted in unsupervised domain adaptation to reduce the number of learnable275
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parameters [11, 37]. The labeled samples enable the network to learn accu-

rate segmentation predictions while the unlabeled samples bring unsupervised

learning and further present a type of perturbation to regularize the model train-

ing [38]. Furthermore, TTN conducts the weight self-ensembling [19] part by

replicating the average weights of the TSN instead of predictions. TTN solely280

takes unlabeled target images as input and then the mean square difference be-

tween TSN and TTN is computed for the same target sample. Different data

augmentations (e.g., adding Gaussian noise and random intensity or brightness

scaling) are applied to TSN and TTN to avoid the loss vanishing issue.

In this work, the U-Net [39] with encoder-decoder structure is employed285

as the backbone of each network, since U-Net is one of the most successful

segmentation frameworks in medical image segmentation. With the adaptability

and flexibility of our framework, we expect that the results can generalize to

other backbone networks and medical image analysis tasks.

3.3. Multi-scale Input Sub-networks290

We allow multi-scale inputs to provide rich original pixel-wise features that

can infuse the interaction between encoder and decoder at the different feature-

learning levels of the network. Each level of the network is considered as a

sub-network that primarily processes one scale of the original input for segmen-

tation prediction. Fig. 4 shows the paradigm of the multi-scale input networks.295

To simplify the re-scaling procedure, we apply a 2× 2, 4× 4, and 8× 8 size of

pooling followed by a 3× 3 convolutional layer to reduce the scale of the origi-

nal input. A level scale of an input passes through several convolutional layers

across both encoder and decoder of the network. Four scales of inputs are built

and each of them is corresponding to a level of the neural network layers, which300

is considered a sub-network. The output of each sub-network uses a domain

adaptor for domain adaptation. Lastly, another domain adaptor is employed

as the average of the four sub-networks outputs for domain adaptation. The

whole network uses multiple domain adaptors to adjust itself for domain adap-

tion learning at both low-level and high-level features and perform an accurate305
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Figure 4: The network design details illustrating the multi-scale input in the combination

of multiple domain adaptors applied at different hierarchical layers. Each color represents a

level scale of the input that passes through several convolutional layers across both encoder

and decoder of the network. The label on each layer includes the size of the input to the

layer-block and the number of channels in all convolutional layers in that block.

segmentation prediction, especially those from the fundus optic cup and disc.

There are 5 adaptors and each of them is a combination of supervised segmenta-

tion learning, the mean square difference between the prediction of the teacher

and student network, and adversarial learning through deep convolutional net-

works as discriminators. We show the paradigm of the multi-scale input in the310

combination of multiple domain adaptors applied at different hierarchical layers

and the details of network design in Fig. 4. Notably, we include the multi-scale

inputs to both the student and teacher networks of our CADA framework.

3.4. Multiple Adversarial Discriminative Learning

We apply five discriminators at the encoder and decoder of the networks, sep-315

arately, to achieve adversarial discriminative learning. To simplify our method’s

explanation, the following section is using two types of discriminators for dis-

cussion: one discriminator is applied for encoder features and the other four

discriminators are used for the outputs of the decoder. The adversarial loss

functions are calculated between SN and TSN. Each of the loss calculations is320

performed by two steps in each training iteration: (1) train the target domain
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segmentation network to maximize the adversarial loss Ladv, thereby fooling

the domain discriminator D to maximize the probability of the source domain

feature Ps being classified as target features:

Ladv(Xs) = Exs∼Xs log(1−D(Ps)), (1)

and 2) minimize the discriminator loss Ld:325

Ld(Xs, Xt) = Ext∼Xt log(D(Pt)) + Exs∼Xs log(1−D(Ps)), (2)

where Pt is the target domain feature.

Note that discriminators can be added between all the intermediate decoder

layers of SN and TSN. However, we only add the discriminators among the

input (Psf and Ptsf ) and output (Pso and Ptso) of the decoders in this section

for simplicity.330

3.5. Self-ensembling

In self-ensembling for domain adaptation, the training of the student model

is iteratively improved by the task-specific loss upon an Exponential Moving

Average (EMA) model (teacher) of the student model, which can be illustrated

as:335

Φ′t = αΦ′t−1 + (1− α)Φt (3)

where Φt and Φ′t denote the parameters of the student network and the teacher

network, respectively. EMA transfers a smooth version of the weights of the

student to the teacher network. Thus, the teacher network is more stable and

robust than the student.

More specifically, at each iteration, a mini-batch of the labeled source domain340

and unlabeled target samples are drawn from the target domain T . Then, the

EMA predictions and the base predictions are generated by the teacher model

and the student model respectively with different augmentations applied to the

target samples. Afterward, a Mean-Squared Error (MSE) loss between the EMA

and target predictions is calculated. Finally, the MSE loss together with the345

task-specific loss on the labeled source domain data is minimized to update the
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parameters of the student network. Since the teacher model is an improved

model at each iteration, the MSE loss helps the student model to learn from

the unlabeled target domain images. Therefore, the student model and teacher

model can work collaboratively to achieve robust and accurate predictions.350

3.6. Unsupervised Domain Adaptation

Unlike existing methods, our method appropriately integrates adversarial

domain confusion and self-ensembling with an encoder-decoder architecture.

3.6.1. Adversarial Feature Adaptation

Adversarial domain confusion is applied to both the encoded features and

decoded predictions between Source domain Network (SN) and Target domain

Student Network (TSN) to reduce the distribution differences. According to

Eq. 1 and 2, this corresponds to the adversarial loss function LEadv for the encoder

output of SN and TSN, and the adversarial loss function LDadv for the decoder

output of SN and TSN:

LEadv(Xs) = Exs∼Xs log(1−DE(Psf )), (4)

LDadv(Xs) = Exs∼Xs log(1−DD(Pso)), (5)

where Psf ∈ RWe×He×Ce is the encoder output and Pso ∈ RWd×Hd×Cd is the355

decoder output. Hd and Wd are the width and height of the decoders’ output;

Cd refers to pixel categories of the segmentation result, which is three in our

cases. He, We, and Ce are the width, height, channel of the encoders’ output.

DE and DD are the discriminator networks for the encoder and decoder outputs,

respectively.360

The discriminator loss LEd for the encoder feature and the discriminator loss

LDd for the decoder feature are as follows:

LEd (Xs, Xt) = Ext∼Xt log(DE(Ptsf ))+

Exs∼Xs log(1−DE(Psf ))
(6)
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LDd (Xs, Xt) = Ext∼Xt log(DD(Ptso))+

Exs∼Xs log(1−DD(Pso))
(7)

where Ptsf ∈ RWe×He×Ce is the encoder output and Ptso ∈ RWd×Hd×Cd is the

decoder output of TSN.365

3.6.2. Collaborative Adaptation with Self-ensembling

Self-ensembling is also applied to both the encoded features and decoded

predictions between TSN and Target domain Teacher Network (TTN). In this

work, the MSE is used for self-ensembling. The MSE loss LEmse between encoder

outputs of TSN and TTN, and the MSE loss LDmse between decoder outputs of

TSN and TTN can be formulated as:

LEmse(Xt) = Ext∼Xt

[
1

M

M∑
i=1

(ptsfi − pttfi )2

]
, (8)

LDmse(Xt) = Ext∼Xt

[
1

N

N∑
i=1

(ptsoi − pttoi )2

]
. (9)

where ptsfi , pttfi , ptsoi , and pttoi denote the ith element of the flattened predictions

(Ptsf , Pttf , Ptso, and Ptto) of the student encoder, student decoder, teacher

encoder, teacher decoder, respectively. M and N are the number of elements in

the encoder feature and decoder output, respectively.370

3.6.3. Patch-based Discriminator Learning in Multi-scale Output Space

Unlike the domain adaption for classification problems, we need to adapt

both low-level and high-level features for pixel-wise image segmentation tasks.

To have a better segmentation on the image across the source domain, the in-

variant features from both low-level and high-level layers are considered in this375

study. Particularly, like the study [35], the geometry structure of the predicted

segmentation masks in the output space is used for domain adaptation. How-

ever, the dimension of the feature space from different levels of the layers varies

from 256, 128, 64, to 32. Thus, we perform a 2D convolutional layer with 1× 1

kernels on each scale of features (see Fig. 4) to reduce the feature dimensions380
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consistently to be the number of pixel classes in the segmentation mask, which

is 3 classes, including background, optic disc, and optic cup. In other words, we

convert the features in high-dimensional feature space to a low-dimensional out-

put space. We achieve domain adaptation at each level of layers of the network

by applying adversarial learning on the converted low-dimensional features in385

the output space. We apply a patch-based discriminator on each output of the

segmentation network. In the adversarial learning, the segmentation network

is to fool each discriminator by producing a m× n× 3 size of output having a

similar distribution either from source or target domain, where m and n is the

width and height of the output, respectively. A patch-based discriminator [32]390

is used to perform adversarial learning for capturing the local statistical simi-

larity. Basically, this type of discriminator tries to classify whether each patch

in a predicted mask image is following the distribution of that from the source

or target domain. More particularly, each discriminator network is composed of

five convolutional layers. They have 64, 128, 256, and 512 channels, respectively.395

A kernel size 4×4 and a stride size 2×2 are implemented in each layer. A Leaky

ReLU [40] layer with an alpha value of 0.2 is used after each convolutional layer.

Each discriminator produces a 16× 16 size output.

3.6.4. Total Objective Function

Finally, we use cross-entropy as the segmentation loss for labeled images400

from the source domain. Combing Eq. 4, 5, 6, 7, 8, and 9, the total loss is

obtained, which can be formulated as below.

Ltotal(Xs, Xt) = Lseg(Xs) + λEadvLEd (Xs, Xt)+

λDadvLDd (Xs, Xt) + λEmseLEmse(Xt) + λDmseLDmse(Xt),
(10)

where λEadv, λ
D
adv, λ

E
mse, and λDmse balance the weights of the losses. The choice

of each weight component λ was accomplished by cross-validation in our exper-

iments. Lseg(Xs) is the segmentation loss. Based on Eq. 10, we optimize the405

following min-max problem:

min
fφ,fφ̃

max
DE ,DD

Ltotal(Xs, Xt), (11)
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where fφ̃ and fφ are the source domain network with trainable weights φ̃ and

target domain network with trainable weights φ.

4. Experiments and Results

4.1. Dataset410

Extensive experiments are conducted on three public datasets, including

REFUGE [41], Drishti-GS [42], and RIM-ONE-r3 [43], to validate the effective-

ness of the proposed method. The dataset REFUGE includes 400 source do-

main retinal fundus images (supervised training dataset) with size 2124× 2056,

acquired by a Zeiss Visucam 500 camera, 400 labeled (testing dataset), and415

400 additional unlabeled (unsupervised training dataset) target domain retinal

fundus images with size 1634 × 1634 collected by a Canon CR-2 camera. As

different cameras are used, the source and target domain images have totally

distinct appearances (e.g., color and texture). For other experiments, we utilize

the REFUGE training dataset as our source domain for training the segmen-420

tation network and consider the Drishti-GS and RIM-ONE-r3 datasets as our

target domain datasets for adaptation. The dataset Drishti-GS includes 50 im-

ages for training and 51 images for testing. The dataset RIM-ONE-r3 is split

to include 99 images for training and 60 images for testing. More details of the

three datasets are shown in Table 1. The optic disc and optical cup regions425

were carefully delineated by the experts. All of the methods in this section

are supervised by the annotations of the source domain and evaluated by the

disc and cup dice indices (DI), and the cup-to-disc ratio (CDR) on the target

domain.

4.2. Data Preprocessing430

Firstly, we detect the center of the optic disc by a pre-trained disc-aware

ensemble network [5] and then center and crop the optic disc regions. The

REFUGE source domain was preprocessed to a size of 600 × 600 while the
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Table 1: The details of the three datasets used for the evaluation of the proposed method.

Domain Dataset Number of images Image size Cameras

Source REFUGE Train 400 2124× 2056 Zeiss Visucam 500

Target

REFUGE Train(w/o label)/Test 400/400 1634× 1634 Canon CR-2

Drishti-GS Train/Test 50/51 2047× 1759 -

RIM-ONE-r3 Train/Test 99/60 2144× 1424 -

(a) REFUGE Source (c) Drishti-GS(b) REFUGE Target (d) RIM-ONE-r3

Figure 5: Samples from three datasets (REFUGE, Drishti-GS, and RIM-ONE-r3). The vari-

ations in color, field of vision, and textures demonstrate the challenge of domain shift. In

particular, the RIM-ONE-r3 dataset carries the strongest deviation from the REFUGE and

Drishti-GS datasets and thus poses a greater domain shift.

REFUGE target domains were pre-processed to a size of 500×500. The Drishti-

GS and Rim-One datasets were preprocessed to a size of 700× 700. This is due435

to the different sizes of images acquired by the various cameras.

During training, all images are resized to a small size of 400× 400 to adapt

the network’s receptive field. In addition, we used this pre-trained model to

understand the image quality of the datasets. For example, some images’ optic

discs are not detectable because the image contrast is significantly low. In440

this case, we removed two low-quality images from the dataset RIM-ONE-r3 to

evaluate our method, and the other two datasets remained as the original.

4.3. Implementation Details

The U-Net is used for both student and teacher networks. Four scales of

layer blocks are used for network design. Each block includes two groups of445
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the combination with one convolutional layer, one batch normalization layer,

and one ReLU layer. Each layer block is followed by either one max-pooling

layer or one up-sampling layer. The details can be found in Fig. 4. To train

our network on the REFUGE dataset, we started from a randomly initialized

U-Net and used both source and target domain images. However, for another450

two smaller datasets (e.g, RIM-ONE-r3 and Drishti-GS), to avoid overfitting,

we first trained our network on REFUGE using the source domain images with

their annotations and then applied our multi-scale domain adaptors to further

train the network on the smaller datasets for domain adaptation.

We used the stochastic gradient descent (SGD) optimizer for both student455

and teacher networks and used the Adam [44] optimizer for all discrimina-

tors. We set the initial learning rate as 1e − 4 for both student and teacher

networks and adjusted the learning rate during training by Lrinitial × (1 −
Itercurrent/Itermax)0.9, where Lrinitial means the initial learning rate, Itercurrent

means the current iteration number, and Itermax means the maximum itera-460

tion number. We also applied polynomial decay with a power of 0.9 in a total

of 200 epochs for network training. Lastly, we used morphological operations

(i.e., hole filling) to post-process the results. For the discriminators, we set the

initial learning rate as 2.5e − 5 and applied the same learning rate adjusting

function. All experiments are processed on Python v3.6, and PyTorch v1.0.0465

with NVIDIA TITAN Xp GPUs. The detailed implementations and code will

be available at https://github.com/cswin/CADA.

4.4. Evaluation Metrics

We followed the REFUGE challenge [41] and used a spatial overlap index,

dice coefficients (DI), to evaluate the segmentation performance for both OD470

and OC. We also used the optic cup to disc ratio (CDR) to understand the

overall model performance for clinical glaucoma screening convention. The DI
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and CDR can be formulated as the below:

DI =
2NTP

2NTP +NFP +NFN

CDR =
V cup

V disc
, γCDR = |CDRp − CDRg|

(12)

where NTP , NFP , and NFN are the number of true positive, false positive, and

false negative overlapped pixels, respectively; while V cup and V disc represents475

the vertical diameters of optic cup and disc, respectively. An absolute difference

γCDR between the predicted CDR (CDRp) and the true CDR (CDRg) is used

for evaluation where a lower γCDR indicates a better model performance.

4.5. Adaptation to Datasets using Different Fundus Cameras

Tables 2-4 lay out the segmentation results on each of the three datasets:480

REFUGE, Drishti-GS, and Rim-One-r3. As mentioned in the prior section, we

use three metrics to evaluate the model performance, the mean dice coefficient

for the optic cup (OC), the mean dice coefficient for the optic disc (OD), and

the mean absolute error for the vertical cup to disc ratio (γCDR). A larger value

tending to one for OD and OC means better segmentation results; for γCDR, a485

smaller value tending to zero represents better results. To test the effectiveness

of our model, a “Source only” model is trained only over the REFUGE training-

source domain in a supervised manner and tested upon each respective target-

testing domain. AdaptSegNet [11] is one of the state-of-the-art unsupervised

domain adaptation methods for image segmentation. The domain adaptation490

algorithm used in AdaptSegNet is also adopted similarly in the solution proposed

by POSAL [35], the winner of the REFUGE challenge for fundus image OD and

OC segmentation. CFEA [22] is our previous work published in MICCAI 2019.

In particular, it is observed that training a network solely over the source

domain is insufficient to generalize onto the new domain, thus demonstrating a495

key problem of domain shift. The baseline model AdaptSegNet is outperformed

by CADA consistently for OD, OC, and γCDR. Furthermore, the improvement

of CADA over our prior model CFEA, indicates a new paradigm for model

development through multi-scale inputs and multi-discriminators. A sample
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Table 2: Results of adapting the source REFUGE domain (Zeiss Visucam 500 camera) to the

REFUGE target domain (Canon CR-2 camera).

Evaluation-Index Source only AdaptSegNet [11] CFEA [22] CADA

Optic Cup 0.7317 0.8198 0.8627 0.8714

Optic Disk 0.8532 0.9315 0.9416 0.9498

γCDR 0.0676 0.0588 0.0481 0.0447

visualization of the segmentation results is presented Fig. 6. Overall, these500

results indicate that the proposed framework has the capability of overcoming

domain shifts, thus allowing us to build a robust and accurate model.

Table 3: Results of adapting the REFUGE source domain to the Drishti-GS target domain.

Evaluation-Index Source only AdaptSegNet [11] CFEA [22] CADA

Optic Cup 0.8183 0.8267 0.8271 0.8400

Optic Disk 0.8800 0.8814 0.8875 0.8900

γCDR 0.1238 0.1176 0.1133 0.1110

4.6. Comparison with State-of-the-art Domain Adaptation Techniques

We compared with AdaptSegNet [11], which is one of the state-of-the-art

domain adaptation methods for image segmentation. AdaptSegNet adopts ad-505

versarial learning with two discriminator networks at the last two output layers.

POSAL [35], the winner of the REFUGE challenge, applied a similar technique

into their framework for optic disc and cup segmentation at the final layer. In

this study, we compared their domain adaptation technique with ours, which

applies multiple domain adaptors with adversarial learning at multi-scales in510

both feature and output spaces. Moreover, compared to POSAL, our approach

applied domain adaptation ensembles inside our framework rather than outside

by averaging the results of multiple trained sub-networks. From this perspec-

tive, the primary goal of this study is to investigate a novel domain adaptation
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Table 4: Results of adapting the REFUGE source domain to the Rim-One-r3 target domain.

The weaker performance relative to the domain adaptation over the REFUGE and Drishti-GS

target domains is in part, considered to be due to the poor image qualities of the Rim-ONE-r3

dataset and larger domain shift.

Evaluation-Index Source only AdaptSegNet [11] CFEA [22] CADA

Optic Cup 0.5916 0.6271 0.6351 0.6404

Optic Disk 0.7285 0.7365 0.7506 0.7664

γCDR 0.1069 0.1017 0.0947 0.0869

framework rather than solely pursuing higher scores by experimenting with dif-515

ferent preprocessing techniques and backbone architectures. In particular, we

find a significant improvement by extending adversarial learning not only at one

scale (i.e., solely the encoder or decoder level), but rather at multiple scales, as

well as our other aforementioned contributions.

To study the computational performance, we compared both CADA and520

POSAL on the REFUGE source and target domain experiment, the results of

which are shown in Table 5. Due to the variability of factors that affect model

running time [45], i.e. the coding framework, structure, model depth, and GPU

utilization, a holistic account is described including model procedures, model

complexity, training time, and inference time. Two NVIDIA Titan Xp GPU’s525

were utilized with a mini-batch size of 4 for 100 epochs. In particular, the CADA

model was run in a PyTorch framework while the open-access POSAL model

was run in a Keras-Tensorflow framework. The discriminator architectures are

practically identical and as the discriminators are removed during testing, the

testing time is influenced only by the network backbone. It is observed in one530

setting, that despite POSAL having fewer parameters than our U-NET based

CADA model, our model’s training and testing time is more than twice as fast.

This computational discrepancy is conjectured to be influenced by the computa-

tional burden of the residual network structure [46], the depth of the CNN’s, as

well as the coding framework differences (differences in parallel computing sup-535
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Figure 6: The visual examples of the optic disc (OD) and Optic Cup (OC). The red and blue

circles are the position of OD and OC in the ground truth respectively. The contours are

indicative of the gap between the model results and the ground truth.

port, memory utilization, etc.). Nevertheless, the inference time suggests that

our CADA model is an invaluable tool to practitioners for diagnostic purposes,

being substantially faster than manual practice.

Table 5: Computational comparison with other framework on REFUGE challenge [35]

CADA POSAL [35]

Average Training Time Per Epoch (s) 148.5 306.5

Backbone Parameters 9.7M 5.8M

Discriminator Parameters 2.8M 2.8M

Average Testing Time (s) 0.023 0.053

4.7. Ablation Study

An ablation study is conducted solely over the REFUGE source and target540

domains respectively to demonstrate the influence of various components of our

proposed framework.
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4.7.1. The Importance of the Encoder Adaptation (No-Enc-Ada)

To demonstrate the importance of encoder adaptation modules, we remove

the adversarial discriminator DE and the MSE module mseE from the encoders545

and then retrain the model. Fig. 7 shows the performance comparison of the

models with modifications on the test dataset. As one can see, without the

encoder adaptation, the performance drops apparently. This comparison result

may indicate that the encoder discriminative adaptation module is a crucial

component for learning the domain-invariant representation.550

4.7.2. Reduce Uncertainty via Weights Self-ensembling Adaptation (No-SE-Ada)

We also investigate how self-ensembling adaptation affects domain adapta-

tion performance. For this, we retrain our framework after removing the teacher

network. The performance comparison of the models with modifications shows

in Fig. 7. As one can see, the average performance on the test dataset is much555

worse than using both adversarial domain confusion and self-ensembling adap-

tation. Especially, for predicting the CDR, in Fig. 7-c, we can see that without

weights ensembling, the CDR prediction drops down significantly. This com-

parison result shows that self-ensembling can significantly improve the model’s

robustness and the generalizability for domain shift. More importantly, weight560

ensembling can reduce the model uncertainty of learning domain-invariant latent

features when incorporating multiple discriminators in different feature learning

space. Meanwhile, this is able to enforce all discriminators to maximize their

ability to discriminate the deeper latent space features.

4.7.3. Multiple Discriminators Adaptation Study (CADA-2,3,4D)565

We exploit multiple discriminators at the decoder to further investigate the

maximum power of collaborative feature learning. We compare the results of

applying different numbers of discriminators to different decoder layers. As one

can see from CADA-2D, CADA-3D, and CADA-4D in Fig. 7, the more discrim-

inators we use, the better result we obtain. When we apply discriminators to570

all decoder layers (one is at the end of the encoder, and another four are at
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b. OC segmentationa. OD segmentation c. CDR  results

DI: the larger the better 

CDR: the smaller the better 
No-Enc-Ada
No-SE-Ada

CADA-2D(Ours)

CADA-3D(Ours)
CADA-4D(Ours)

Figure 7: Ablation study: performance comparison of the models with modifications on the

REFUGE dataset. No-Enc-Ada means removing the discriminator from the encoder and only

applying a discriminator on the decoder. No-SE-Ada means removing self-ensembling (the

teacher network) from the proposed CADA.

each layer of the decoder), we obtain the best result. Notably, CADA-2D is the

method proposed in our previous work [22]. More importantly, this comparison

result further indicates that collaborative feature learning between adversarial

adaptation and dynamic weight ensembling can overcome domain shift.575

4.7.4. Evaluation of λ

We evaluate the various combinations of λ for balancing the segmentation,

adversarial, and self-ensembling loss. Due to the tremendous combinations, it

is impossible to study all of them. We follow the existing studies [47] and use

cross-validation to investigate the most effective λ combinations. We find the580

following combination is the most effective one that can stabilize our frame-

work training: λseg = 1, λEadv = 0.002, λDadv = 0.018, λEmse = 0.057, λDmse = 0.79.

We also show qualitative results in Fig. 8 to demonstrate the effectiveness of

the proposed domain adaptation model. As one can see, these qualitative re-

sults are consistent with Fig. 7. This result can further support that collabora-585

tion between adversarial learning and dynamic weight ensembling is an effective
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Fundus Image Ground truth Source only AdaptSegNet CADA-2D (Ours) CADA-3D (Ours) CADA-4D (Ours)

Getting better and better

OD

OC

Figure 8: Ablation study comparison: the qualitative examples of the Optic Disc (OD) and

Optic Cup (OC) segmentation, where the black and gray region denote the cup and disc

segmentation, respectively. The red and blue dash circle are the positions of the OD and OC

in the ground truth, respectively. The contours are indicative of the gap between the model

results and the ground truth.

strategy to overcome domain shift in fundus images.

5. Discussions and Conclusion

In this work, we propose a novel method, CADA, for unsupervised domain

adaptation across different retinal fundus imaging cameras, specifically over the590

REFUGE, Drishti-GS, and Rim-ONE-r3 datasets. Our CADA framework col-

laboratively combines multiple adversarial discriminative learning and weights

self-ensembling to obtain domain-invariant features from both feature represen-

tation (encoder) and output space (decoder) in different feature scale levels.

Multi-scale inputs provide hierarchical features to the collaborative learning595

process, while multiple domain adaptors collaboratively offer a comprehensive

solution for out of distribution (OOD) samples. Weights self-ensembling sta-

bilizes adversarial learning and prevents the network from getting stuck in a

sub-optimal solution. From a complementary perspective, adversarial discrimi-
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native learning can consistently provide various model space and time-dependent600

weights to self-ensembling. With which, we can accelerate the learning of the

domain-invariant features and conversely enhance the stabilization of adversarial

discriminative learning, forming a fine collaborative circulation and generalized

framework. Moreover, we apply multiple discriminators to the multi-scale out-

put from each layer of the decoder. These adversarial discriminative modules605

collaboratively encourage the encoder to extract the latent domain-invariant

features. Therefore, the collaborative mutual benefits from multi-scale inputs,

adversarial discriminative feature learning, weights self-ensembling, and multi-

scale outputs during an end-to-end learning process, resulting in a robust and

accurate model.610

Notably, the proposed framework also suggests a generalizable unsupervised

learning approach. For example, we could replace the discriminator with the

contrastive learning objective functions [20, 48]. With which, the encoder can

learn the rich representations rather than the invariant features. Then, we can

fine-tune the encoder with limited labeled data for specific tasks, such as image615

classification and segmentation. Simultaneously transferring weights with EMA

from both encoder and decoder during model training is a significant novelty

compared to existing representation learning methods.

In terms of the running time, due to the multiple discriminator architecture,

our framework needs relatively more computational during the training stage,620

compared to AdaptSegNet [11], to help the segmentation network to adapt to

the target domain. However, in the testing stage, the computational costs are

the same as a standard U-Net network, as the images only need to go through the

TTN network. Experimental results demonstrate the superiority of our domain

adaptation method over other methods either by a significant performance gain625

or computational efficiency. Our approach potentiates a general and extendable

framework to other semi-supervised and unsupervised representation learning

problems.

Lastly, although we have shown marked advantages of our method, the cur-

rent study has some limitations that we hope to address in the future. First, it630
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is hard to balance the contributions (e.g., learning losses) from multiple domain

adaptors during training. To find the optimal weight for each domain adaptor,

we currently have to apply a massive grid-search, which can be time-consuming.

Second, our framework solely investigates one type of encoder-decoder network

architecture. It would be interesting to understand how our framework can im-635

prove other architectures for domain adaptation and performance across various

tasks. The current work sheds light on the underlying superiority of applying

multiple domain adaptors at hierarchical multi-scale feature and output space.
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