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Preface

The CIME-CIRM course Recent Developments in Commutative Algebra took place
in Levico Terme, Trento, July 1–5, 2019. Commutative Algebra has witnessed a
number of spectacular developments over the last few years, including the resolution
of long-standing problems; the new techniques and perspectives are leading to an
extraordinary transformation in the field. The workshop presented some of these
developments, with the aim of spurring further advances. The four chapters that
follow are based on the lectures delivered by four speakers.

The Rees ring and the special fiber ring of an ideal arise in the process of blowing
up a variety along a subvariety. Rees rings and special fiber rings also describe,
respectively, the graphs and the images of rational maps between projective spaces.
A difficult open problem in commutative algebra, algebraic geometry, elimination
theory, and geometric modeling is to determine explicitly the equations defining
graphs and images of rationalmaps. Claudia Polini’s lectures discuss various aspects
of these questions, including their solution for ideals of low codimensions.

Claudiu Raicu introduces the theory of Koszul modules and surveys some
applications to syzygies and to Green’s conjecture, following the recent work
of Aprodu, Farkas, Papadima, Raicu, and Weyman. He presents a relationship
between Koszul modules and the syzygies of the tangent developable surface to
a rational normal curve, which arises from a version of Hermite reciprocity for SL2-
representations. The lectures go on to describe, in terms of the characteristic of the
underlying field, which of the Betti numbers of this surface are zero and which ones
are not. By passing to a hyperplane section and using degenerations, the generic
version of Green’s conjecture can be deduced in almost all characteristics.

Matteo Varbaro begins with an introduction to the theory of Gröbner basis and
Buchberger’s algorithm, with a special focus on deformation aspects and Gröbner
degenerations. The goal of his lectures is to present a self-contained proof of a recent
result, obtained in a joint work with Conca: if a homogenous ideal in a polynomial
ring admits a monomial order such that the initial ideal is generated by square-free
monomials, then the local cohomology modules of the original ideal and the initial
ideal have the same Hilbert function; this implies, in particular, that the ideals have
the same depth and regularity and settles a conjecture of Herzog.

v



vi Preface

In their original form, Adams operations refer to natural operators that are defined
on the Grothendieck group of algebraic vector bundles on an algebraic variety, or
on the Grothendieck group of topological vector bundles on a topological space.
These operations determine a decomposition of the Grothendieck groups (modulo
torsion) into the Chow groups on the algebraic side, and the singular cohomology
groups on the topological side. Variants of these classical operators have been
defined in a local algebraic setting as well. For example, in the 1980s, Gillet and
Soule used a notion of Adams operations defined on certain Grothendieck groups of
bounded complexes of free modules over a regular local ring in their proof of Serre’s
Vanishing Conjecture. In his lectures, Mark Walker explains these applications, as
well as his own work on the total rank conjecture, a variation of the Buchsbaum-
Eisenbud-Horrocks conjecture.

The workshop was attended by 51 participants, including 43 Ph.D. students or
early career mathematicians; we are very grateful to them for the enthusiasm and
the energy that went a long way toward making this a successful event. A special
note of thanks to Alessio D’Alì, Janina Carmen Letz, Devlin Mallory, and Alessio
Sammartano, for their assistance with proofreading the lecture notes.

Lastly, we thank the CIME and the CIRM center for supporting the school; in
particular, we are very grateful to Elvira Mascolo and Paolo Salani of CIME, and to
Marco Andreatta and Augusto Micheletti of CIRM.

Genova, Italy Aldo Conca
Salt Lake City, UT, USA Srikanth B. Iyengar
Salt Lake City, UT, USA Anurag K. Singh
September 2020
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Chapter 1
Defining Equations of Blowup Algebras

Claudia Polini

Abstract This is the content of four lectures on Rees rings and their defining
equations delivered at the CIME workshop Recent developments in Commutative
Algebra held at Levico Terme (Trento), Italy on July 1–5, 2019. The Rees ring
and the special fiber ring of an ideal arise in the process of blowing up a variety
along a subvariety. Rees rings and special fiber rings also describe, respectively,
the graphs and the images of rational maps between projective spaces. A difficult
open problem in commutative algebra, algebraic geometry, elimination theory, and
geometric modeling is to determine explicitly the equations defining graphs and
images of rational maps. In these lectures we will discuss this topic in several
situations.

1.1 Introduction

Blowup algebras are ubiquitous in Commutative Algebra and Algebraic Geometry.
Below we give an incomplete list of research areas where they play an important
role. Hopefully this list will motivate the reader to study blowup algebras and learn
to love them.

1. Resolution of singularities. Blowup algebras are the algebras associated to the
blow-up of a variety along a subvariety.

2. Macaulayfication.Macaulayfication is a mild version of resolution of singulari-
ties: the new scheme is only required to be Cohen-Macaulay rather than smooth.

3. Multiplicity theory. The notions of Hilbert function, Hilbert polynomial, and
Hilbert series are generalized to local rings using blowup algebras.

4. Generalized multiplicities. Using blowup algebras, general notions of multiplic-
ity are defined for arbitrary submodules of a free module.

C. Polini (!)
Department of Mathematics, University of Notre Dame, Notre Dame, IN, USA
e-mail: cpolini@nd.edu
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2 C. Polini

5. Asymptotic properties of ideals. Blowup algebras encode all powers of an ideal
(in general all members of a filtration). For instance, the Hilbert function of the
special fiber ring encodes the minimal number of generators of all the powers
of an ideal in a local ring.

6. Integral dependence. Blowup algebras are the environment where integral
dependence of ideals and modules takes place. Questions like how many powers
of an ideal need to be tested in order to guarantee that all powers are integrally
closed can be formulated in terms of Rees algebras.

7. Reductions, Briançon-Skoda theorem, cores, and multiplier ideals. The notion
of reduction is best defined using Rees algebras. Reductions are simplifications
of a given ideal. Since they are highly non-unique, one considers their intersec-
tion, called the core of an ideal, which encodes information about all possible
reductions. The Briançon-Skoda theorem says that if I is an ideal of a regular
local ring of dimension d then the integral closure of Id is contained in the core
of I .

8. Equisingularity theory. The goal in equisingularity theory is to devise criteria
for analytic sets that occur in a flat family to be alike. Many of these criteria are
based on multiplicities and are proved via Rees algebras of ideals and modules.

9. Symbolic powers and set-theoretic complete intersections. The Noetherianness
of the symbolic Rees algebra of an ideal I is related to the number of equations
that are needed to define the subvariety V (I) set-theoretically.

10. Images and graphs of rational maps between projective spaces. Images and
graphs of rational maps between projective spaces are described algebraically
by special fiber rings and Rees rings.

11. Defining equations of Segre products, Veronese embeddings, Gauss images,
tangential and secant varieties. All these varieties are given by Rees algebras
and special fiber rings.

12. Geometric modeling.The problem of describing the implicit equations of curves
and surfaces given parametrically has important applications in geometric
modeling and in computer-aided-design,where it is known as the implicitization
problem.

13. Singularities of rational plane curves. A rational curve is the image of a
morphism. There is a correspondence between the constellations of singularities
on or infinitely near the curve and numerical features of the Rees algebra of the
ideal generated by the forms defining the morphism.

14. Eisenbud-Goto conjecture. The counterexample to the Eisenbud-Goto conjec-
ture was constructed using Rees like algebras.

Now we turn to the definition of blowup algebras.

Definition 1.1 Let R be a Noetherian ring (often we will assume that (R,m) is
local or positively graded over a local ring with m its homogenous maximal ideal).
Let I be an R-ideal (if R is graded we will always assume that I is homogeneous).
The blowup algebras of I are the Rees algebraR(I ) = R[I t], the associated graded
ring G(I ) = R[I t]⊗R R/I , and the special fiber ring F(I ) = R[I t]⊗R R/m.
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These algebras are best studied via the symmetric algebra S(I ):

S(I) = ∞
j=0 Symj (I )

R(I) = R[I t] = ∞
j=0 I

j tj ⊂ R[t]

G(I) = R[I t] ⊗R R/I = ∞
j=0 I

j /I j+1

F(I) = R[I t] ⊗R R/ = ∞
j=0 I

j / I j

where, for the last map, I is assumed to be a proper ideal. The projective spectrum
of the Rees ring is the blow-up of Spec(R) along V (I), the projective spectrum of
the associated graded ring is the exceptional fiber of the blow-up, and the projective
spectrum of the special fiber ring is the special fiber of the blow-up.

The study of blowup rings has been a central problem in commutative algebra
since the seventies. Among others, the questions that have been investigated are

1. When are blowup algebras Cohen-Macaulay?
2. How are properties of these algebras, such as their Cohen-Macaulayness, related?
3. What is the canonical module of blowup algebras, and when are these algebras

Gorenstein?
4. When are blowup algebras normal?
5. What are their defining equations?
6. Often it is difficult to compute explicitly the defining equations. An important

step is to bound their degrees.
7. A rational curve is the image of a morphism. To understand the image it is often

better to study the graph of the morphism since it encodes more information than
the image itself. The special fiber ring is the homogenous coordinate ring of the
image and the Rees ring is the bihomogenous coordinate ring of the graph. An
important problem is to relate numerical invariants of the Rees ring, such as the
bidegrees of its defining equations, to local properties of the rational curve, such
as the constellation of its singularities.

In these notes we will mainly focus on problems (5) and (6). We begin by
recording the Krull dimension of blowup algebras.
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Theorem 1.1 Assume that I is a proper ideal of a local ring (R,m) of dimension
d . Then the dimension of the symmetric algebra is the Foster number,

dimS(I ) = sup{µ(Ip)+ dim(R/p) | p ∈ Spec(R)} ,

where µ denotes the minimal number of generators.
If I has positive height, then the dimension of R(I ) is d+1, the dimension ofG(I )

is d , and the dimension of F(I ) is the analytic spread, !(I ), an integer satisfying

!(I ) ≤ d.

Proof The statement about the symmetric algebra is due to Huneke and Rossi [23].
The proofs about the dimensions of R(I ) and G(I ) can be found in [42]. The upper
bound on the analytic spread is clear sinceF(I ) is an epimorphic image ofG(I ). $%

1.2 Linear Type

Let I be an ideal in a Noetherian ring R generated by f1, . . . , fn. We map the
polynomial ring S = R[y1, . . . , yn] onto R(I ) by sending yj to fj t , and we
denote by J the kernel of this map, which is the defining ideal of R(I ). The map
factors through the symmetric algebra S(I ). The defining ideal L of the symmetric
algebra is readily available from a presentation matrix ϕ of f1, . . . , fn as we will
explain next. Hence, to understand J, it suffices to determine the kernel of the
map α : S(I ) ! R(I ), which is the R-torsion of the symmetric algebra when
grade I > 0.

To describe the defining ideal of the symmetric algebra, we recall that the
symmetric algebra S(E) of any moduleE can be defined via the universal property:
for anyR-linear mapψ from E to a commutativeR-algebraA, there exists a unique
R-algebra homomorphism ψ from S(E) to A such that ψ |E = ψ .

If E is a finite R-module with presentation

0 −→ Z −→ F = Ry1 ⊕ · · ·⊕ Ryn −→ E −→ 0 ,

then, using the universal property, one sees that S(F ) = R[y1, . . . , yn] and that
there is an exact sequence

0 −→ Z · S(F ) −→ S(F ) = R[y1, . . . , yn] −→ S(E) −→ 0 .

In particular, if Z is the column space of a matrix ϕ, the ideal Z · S(F ) is generated
by the entries of the row vector [y1, . . . , yn] · ϕ, that is

S(E) ∼= R[y1, . . . , yn]/([y1, . . . , yn] · ϕ) .
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The converse is also true: any quotient of a polynomial ring in the variables
y1, . . . , yn by an ideal generated by linear forms is the symmetric algebra of an
R-module.

As the equations of the symmetric algebra are well understood, the best-case
scenario is when the Rees algebra and the symmetric algebra are isomorphic. In this
case we say that the ideal I is of linear type:

Definition 1.2 An ideal I is of linear type if S(I ) and R(I ) are isomorphic via the
natural projection α, that is if J = L.

Next we give some necessary and sufficient conditions for an ideal I to be of
linear type. We first show that the property of being of linear type is quite restrictive.
Indeed an ideal of linear type is G∞. In particular any ideal of linear type has at
most d generators, where d is the dimension of the ring R.

Definition 1.3 An ideal I isG∞ ifµ(Ip) ≤ dimRp for every prime ideal p ∈ V (I).

Now assume that I is an ideal of linear type. If (R,m, k) is a local ring, then the
special fiber ring of I is isomorphic to the symmetric algebra of I ⊗R k ∼= kµ(I),
which is a polynomial ring over k in µ(I) variables. Indeed,

F(I ) = R(I )⊗R k ∼= S(I )⊗R k ,

where the isomorphism holds since I is of linear type. Now

S(I )⊗R k = S(I ⊗R k) = Symk(k
µ(I)) .

Computing dimensions we obtain

d ≥ !(I ) = µ(I) .

Hence in any Noetherian ring R we have

µ(Ip) ≤ dimRp

for every prime ideal p ∈ V (I), as can be easily seen by applying the above fact to
the local ring Rp. Thus we have proven:

Theorem 1.2 An ideal of linear type is G∞.

The property of being G∞ can be expressed in terms of the heights of Fitting
ideals of I .

Exercise 1.1 Assume that I has positive height. The ideal I is G∞ if and only if
ht Fittj (I ) ≥ j + 1 for all j ≥ 1.

Unfortunately the condition G∞ is only necessary but not sufficient for an ideal
to be of linear type.
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Example 1.1 Let R = k[x, y, z,w] be a polynomial ring over a field k. The ideal
I = (x, y) ∩ (z,w) is G∞ but is not of linear type.

What about sufficient conditions? At least if the grade of I is positive, the ideal
being of linear type is equivalent to the symmetric algebra being torsion-free overR.
To be able to establish such a property it would be useful to have a free resolution of
the symmetric algebra. In general such resolutions are hard to find, however there
are complexes called approximation complexes that are candidates for “resolutions”
of the blowup rings, not by free modules, but by sufficiently ‘nice’ modules. The
approximations complexes were first introduced by Simis and Vasconcelos in [47,
48] to study symmetric algebras, and they were further developed by Herzog-Simis-
Vasconcelos [15–17].

Let I be an ideal generated by f1, . . . , fn in a Noetherian ring R. Let ϕ

be a presentation matrix of f1, . . . , fn, and let Z be the module of syzygies of
f1, . . . , fn,

0 −→ Z −→ F = Ry1 ⊕ · · ·⊕ Ryn −→ I −→ 0 ,

where the last map sends each basis element yj of F to the generator fj of I .
Write S = S(F ) = R[y1, . . . , yn]. As seen earlier, we have the exact sequence

0 −→ Z · S −→ S −→ S(I ) −→ 0

which gives a homogeneous S-linear map ϕ̃

S ⊗R Z(−1) ϕ̃−→ S −→ S(I ) −→ 0 .

We consider the Koszul complex K•(ϕ̃) as below:

−→ S ⊗R ∧jZ(−j) −→ S ⊗R ∧j−1Z(−j + 1) −→ · · · −→ S ⊗R Z(−1) ϕ̃−→ S

with the usual differentials induced by ϕ̃. This is a homogeneous complex of S-
modules whose zeroth homology is the symmetric algebra of I :

H0(K•(ϕ̃)) = S(I )

This complex is too long to be exact and to give good depth estimates on the
symmetric algebra of I . However, rankRZ = n − 1, hence ∧jZ is torsion for all
j > n − 1. Thus, if we factor out the torsion, or even pass to the double dual, we
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obtain a complex of length n−1 that has a chance to be exact. The resulting complex
looks like

0 −→ S ⊗R (∧n−1Z)∗∗(−n+ 1) −→ . . . −→ S ⊗R (∧jZ)∗∗(−j) −→ · · ·
. . . −→ S ⊗R Z∗∗(−1) −→ S

where ∗ denotes the dual into R, that is HomR(−, R).
From the last complex we build yet another one. Notice that if the grade of I

is at least two, then the modules (∧jZ)∗∗ are naturally isomorphic to the Koszul
cycles Zj . Indeed, since the Koszul complex K•(f1, . . . , fn;R) on f1, . . . , fn has
an algebra structure, there is a natural map from the module ∧jZ to the Zj . This
natural map becomes an isomorphism after taking double duals provided the grade
of I is at least two.

Lemma 1.1 Let Zi be the Koszul cycles of f1, . . . , fn. If the ideal generated by
f1, . . . , fn has grade at least two, then the algebra structure of K•(f1, . . . , fn;R)
induces isomorphisms

(∧jZ)∗∗
∼−→ Zj

for every j .

Proof As Z• is a graded commutative algebra, there exist R-linear maps

ψj : ∧j Z −→ Zj .

Dualizing twice we obtain the R-linear maps (ψj )
∗∗ : (∧jZ)∗∗ −→ (Zj )

∗∗. We
consider also the natural R-linear maps φj : Zj −→ (Zj )

∗∗. We claim that the
maps (ψj )

∗∗ and φj are both isomorphisms.
Let p ∈ Spec(R) with depthRp ≥ 2. The right exact sequence

0 −→ (Zj )p −→ (Kj )p −→ (Kj−1)p ,

where Kj are the modules in the Koszul complex K•(f1, . . . , fn;R), shows that
the depth of (Zj )p is at least two. Hence all the modules Zj , (Zj )

∗∗, (∧jZ)∗∗ have
the property that their depth locally at p is at least two whenever depthRp ≥ 2.
Thus, to show that (ψj )

∗∗ and φj are isomorphisms, it suffices to show that they are
isomorphisms locally at p ∈ Spec(R) with depthRp ≤ 1.

However, since the grade of I = (f1, . . . , fn) is at least two, if depthRp ≤ 1,
then Ip = Rp. Hence the Koszul complex locally at p is split exact. It follows
that the maps (ψj )p are isomorphisms. Moreover, the modules (Zj )p are free and
therefore the maps (φj )p are isomorphisms. $%

Thus, when the ideal I has grade at least two, the earlier complex has the form

0 −→ S⊗R Zn(−n) −→ . . . −→ S⊗R Zj (−j) −→ . . . −→ S⊗R Z(−1) −→ S .
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This complex is called the Z-complex. We consider the Z-complex even when the
grade of I is not at least two. In the general case though, the construction of the
complex is different and we will explain it below. Notice that the zeroth homology
of the Z-complex is still the symmetric algebra of I , as Z• and K•(ϕ̃) coincide in
degrees one and zero:

H0(Z•) = S(I )

The above discussion motivates the general definition of the approximation
complexes. We consider a double complex of graded S-modules. Its rows are
the Koszul complex K•(y; S) on the sequence y = y1, . . . , yn with coefficients
in S and its columns are the Koszul complex K•(f ;R) ⊗R S on the sequence
f = f1, . . . , fn. The differentials anticommute, so this is a double complex.

If we take cycles, homology, or boundaries of the vertical differentials, we obtain
three complexes, dubbed approximation complexes, the Z-complex (Z for cycles),
theM-complex, and the B-complex (B for boundaries)

Z•(f ) : 0 −→ S ⊗R Zn(f )(−n) −→ · · · −→ S ⊗R Z1(f )(−1) −→ S ,

M•(f ) : 0 −→ S ⊗R Hn(f )(−n) −→ · · · −→ S ⊗R H1(f )(−1) −→ S ⊗ R/I ,

B•(f ) : 0 −→ S ⊗R Bn(f )(−n) −→ · · · −→ S ⊗R B1(f )(−1) −→ S ⊗ I .

The differentials are induced by the differential on K•(y; S). Notice that the zeroth
homology of M•(f ) is the symmetric algebra of the conormal module I/I 2. The
graded strands of the complexes are complexes of R-modules denoted by Zi•(f ),
Mi•(f ), Bi•(f ); for instance

Zi•(f ) : 0 −→ Sym0(F )⊗R Zi −→ · · · −→ Symi−j (I )⊗R Zj −→ · · · −→ Symi (F )

with H0(Zi•(f )) = Symi (I ) = Si (I ).
The approximation complexes depend on the choice of the generators of I ,

however their homology does not [48]. The properties of these complexes, in
particular their acyclicity, are treated in detail in [15–17]. We want to describe when
Z•(f ) and M•(f ) are acyclic, because in this case these complexes approximate,
in a way, a free resolution of their zeroth homology S(I ) and SymR/I (I/I

2). Since
the homology of Z•(f ) and M•(f ) does not depend on the f but only on I , we
write H•(Z•(I )) and H•(M•(I )).
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Proposition 1.1 For any integer i /= −1 there is a long exact sequence of homology

−→ Hj(Zi+1•(I )) −→ Hj(Zi•(I )) −→ Hj(Mi•(I )) −→ Hj−1(Zi+1•(I )) −→

Proof We have exact sequences of complexes

0 −→ B•(f ) −→ Z•(f ) −→M•(f ) −→ 0 (1.1)

0 −→ Z•(f ) −→ K•(y; S) −→ B•(f )[−1](−1) −→ 0 . (1.2)

The long exact sequence of homology for (1.1) yields

· · · −→ Hj(B•(I )) −→ Hj(Z•(I )) −→ Hj(M•(I )) −→ Hj−1(B•(I )) −→ · · ·

By (1.2), since the Koszul complex on y is acyclic, we obtain the isomorphism
Hj(B•(I )) ∼= Hj(Z•(I ))(1) for all j /= 0 and the exact sequence

0 −→ H0(B•(I ))(−1) −→ H0(Z•(I )) −→ R −→ 0

for j = 0. Hence H0(Bi•(I )) ∼= H0(Zi+1•(I )) as long as i /= −1. $%
Notice that by the above proposition for every i ≥ 0 there is an exact sequence

H0(Zi+1•(I )) = Si+1(I )
λi−→ H0(Zi•(I )) = Si (I )→ H0(Mi•(I )) = Si (I/I

2)→ 0

and λi (a1 · . . . · ai+1) = a1(a2 · . . . · ai+1), where · denotes the product in the
symmetric algebra and aν ∈ I . The homomorphism λ• : [S(I )(1)]≥0 −→ S(I ) is
called the downgrading homomorphism. We obtain the following corollary:

Corollary 1.1 The complex M•(f ) is acyclic if and only if Z•(f ) is acyclic and
λ• is injective. In addition, λ• is injective if and only if I is of linear type.

Thus the acyclicity ofM•(f ) will gives the isomorphism S(I ) ∼= R(I ) and also
a “resolution” of R(I ) that can shed light on its Cohen-Macaulayness. We are left
to investigate the question:

When is M•(f ) acyclic?

Since the propertyG∞ is necessary for I to be of linear type, we assume that I
is G∞. In this case the approximation complexes are short enough to apply the
acyclicity lemma. We recall the acyclicity lemma, due to Peskine and Szpiro [45]:

Lemma 1.2 Let

C• : 0 −→ Cn −→ · · · −→ C0
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be a complex of finite modules over a Noetherian local ring. Assume that for all
i > 0

1. Hj(C•) = 0 or depthHj(C•) = 0 and
2. depthCj ≥ j .

Then C• is acyclic.

Thus to apply the acyclicity lemma to the complexM• we need some conditions
on the depth of the Koszul homology modules Hj(f ). We now assume that the
ring R is local and Cohen-Macaulay of dimension d .

Definition 1.4 The ideal I = (f1, . . . , fn) has sliding depth if the homology
modules of the Koszul complexK•(f ) satisfy

depthHj(f ) ≥ d − n+ j .

The above property is independent of the choice of the generators of I and is
preserved under localization at p ∈ V (I) [15]. By Huneke [21], the sliding depth
property is an invariant of even linkage. Therefore every licci ideal (meaning every
ideal in the linkage class of a complete intersection) has sliding depth. In particular,
perfect ideals of grade two and perfect Gorenstein ideals of grade three have sliding
depth [1, 13, 53].

Now we are ready to state the main theorem of this section [15].

Theorem 1.3 (Herzog-Simis-Vasconcelos) Let I = (f1, . . . , fn) be an ideal of
positive height in a Cohen-Macaulay local ring. If I is G∞ and has sliding depth,
thenM•(f ) is acyclic. In particular, I is of linear type and the blowup algebras are
Cohen-Macaulay.

We prove that each graded strand of M• is acyclic. We localize at a minimal
prime of SuppR

(⊕
j>0 Hj(Mt•(I ))

)
to assume that SuppR

(⊕
j>0 Hj(Mt•(I ))

)

⊂ {m}, so that the homology of this complex is either zero or has depth zero.
Without changing the homology of the complex we may assume that Mt•(I ) =
Mt •(f ), where f = f1, . . . , fn is a minimal generating set of I . Since sliding
depth and G∞ localize, the assumptions on the ideal are preserved. According to
the acyclicity lemma, the strand Mt•(I ) will be acyclic if the j -th module in the
strand has depth at least j . The latter condition is verified using sliding depth and
the G∞ condition. Indeed, by G∞, one has d − n ≥ 0, hence the sliding depth
condition implies that depthHj(f ) ≥ j .

The acyclicity ofM• implies that I is linear type andZ• is acyclic. The Cohen-
Macaulayness of R(I ) is proved chasing depth along the Z•-complex. Indeed, the
sliding depth condition gives depthZj(f ) ≥ d−n+j+1. The Cohen-Macaulayness
of G(I ) follows from the Cohen-Macaulayness of R(I ) according to [20].

We end this chapter with an important notion introduced by Huneke [19] to study
powers of ideals.
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Definition 1.5 A sequence f1, . . . , fn of elements of R is called a d-sequence if
(f1, . . . , fi) : fi+1fk = (f1, . . . , fi) : fk for 0 ≤ i ≤ n− 1 and k ≥ i + 1.

TheM-complex is related to d-sequences very much like the Koszul complex is
related to regular sequences. More specifically, when the residue field is infinite, the
M-complex is acyclic if and only if I can be generated by a d-sequence, and, every
ideal generated by a d-sequence is of linear type [16].

Finally, we list several examples of ideals that are of linear type.

Example 1.2

1. Complete intersections [43]. Let I be an ideal generated by a regular sequence
f1, . . . , fn, then

R(I ) ∼= S(I ) = R[y1, . . . , yn]

I2

[
y1 . . . yn
f1 . . . fn

] .

2. Any licci ideal withG∞, for instance any grade two perfect ideal and grade three
perfect Gorenstein ideal with G∞.

3. Some determinantal ideals:

a. The ideal of maximal minors of an n× (n+ 1) generic matrix.
b. The ideal of sub-maximalminors of an n×n genericmatrix [22]. This example

is interesting because the ideals in this class do not satisfy the sliding depth
condition, nor can they be generated by a d-sequence if n ≥ 3.

c. The ideal of sub-maximal minors of an n× n generic symmetric matrix [26].

4. The defining ideal of the twisted cubic in P3.
5. The defining ideal of n general points in P2 with n ≤ 5.
6. Let M be any finite R-module, then [Sym(M)]>0 is of linear type. Indeed, by

Valla [51] an ideal I of a Noetherian ring S is of linear type if and only if G(I ) ∼=
SymS/I (I/I

2). We can apply this characterization to I = [Sym(M)]>0 ⊂ S =
Sym(M).

7. Let ϕ = (xij ) be an m× n generic matrix and R = k[xij ] be the polynomial ring
in the variables xij over a field k. Let I1 and I2 be ideals of maximal minors of
given submatrices of ϕ. Let

D = ker(S = R/I1 ⊗k R/I2 −→ R/(I1 + I2)) ⊂ S .

Then the ideal D is of linear type [38]. Note that the special fiber ring F(D) is
the homogeneous coordinate ring of the embedded join of the varieties V (I1)

and V (I2) in the projective space Pm×n−1. Since D is of linear type, F(D) is a
polynomial ring, thus the embedded join is the whole space. If I1 = I2, then
F(D) is the coordinate ring of the secant variety.
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1.3 Perfect Ideals of Height Two

In Sect. 1.2 we have proven that perfect ideals of grade two satisfying G∞ are of
linear type. In this section, we want to consider perfect ideals of grade two that do
not satisfy G∞, hence cannot be of linear type. However, we assume that they are
of linear type on the punctured spectrum, that is, they satisfy a weaker condition
called Gd , where d is the dimension of the ring. For instance, let I be the defining
ideal of n general points in P2. If n = 6, then I has too many generators to be
G∞ and hence to be of linear type. However, I is a perfect ideal of grade two
and is generically a complete intersection, thus I is of linear type on the punctured
spectrum of R = k[x0, x1, x2]. What is the defining ideal of its Rees algebra?

Definition 1.6 Let s be a non-negative integer. We say that an ideal I in a
Noetherian ring R satisfies the property Gs if µ(Ip) ≤ dimRp for all p ∈ V (I)

with dimRp < s.

1.3.1 The Jacobian Dual Method

Let (R,m, k) be a Gorenstein local (or ∗-local) ring of dimension d . Assume that the
residue field k is infinite. Let I be a perfect ideal of height two minimally generated
by f1, . . . , fn that satisfies Gd . We may assume that n > d , otherwise I satisfies
G∞ and hence it is of linear type. Let ϕ be a minimal syzygy matrix of f1, . . . , fn,
that is

0 Rn−1 ϕ
Rn [f1 ... fn]

I 0 .

In [50, 5.4], Ulrich gives a complete characterization of when the Rees algebra
of I is Cohen-Macaulay in terms of the presentation matrix ϕ. In turn, the Cohen-
Macaulayness of the Rees algebra allows one to control the number and the degrees
of the defining equations.

Theorem 1.4 (Ulrich) Let (R,m) be a Gorenstein local ring of dimension d with
infinite residue field, I be a perfect ideal of height two satisfying Gd , and ϕ an
n×n−1matrix minimally presenting I . The Rees algebraR(I ) is Cohen-Macaulay
if and only if after elementary row operations there exists an (n − d) × (n − 1)
submatrix ϕ′ of ϕ such that In−d (ϕ) = In−d (ϕ′).

With the stronger hypothesis I1(ϕ)
n−d = In−d (ϕ′), in [44, 1.2], Morey and

Ulrich compute explicitly the defining equations of the Rees ring in terms of the
Jacobian dual of ϕ. For any matrix ϕ with entries in R, a Jacobian dual of ϕ is
defined to be a matrix B(ϕ) with linear entries in the polynomial ring R[y1, . . . , yn]
such that

[y1, . . . , yn] · ϕ = [a1, . . . , ar ] · B(ϕ) ,
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where I1(ϕ) ⊂ (a1, . . . , ar ). We will describe their result in the special case of
linearly presented ideals.

Let I ⊂ R = k[x1, . . . , xd ] be a perfect ideal of grade two satisfying Gd

and assume that I is minimally presented by a linear matrix ϕ. After elementary
row operations there exists an (n − d) × (n − 1) submatrix ϕ′ of ϕ such that
In−d (ϕ′) = (x1, . . . , xd)

n−d . Therefore In−d (ϕ′) = In−d (ϕ), thus the Rees
algebra is Cohen-Macaulay. Furthermore I1(ϕ) = (x1, . . . , xd), hence the stronger
assumption In−d (ϕ′) = I1(ϕ)

n−d is satisfied [44, 1.3].
Since I1(ϕ) = (x1, . . . , xd), a Jacobian dual of ϕ is defined as a d×n−1 matrix

with linear entries in R[y1, . . . , yn], such that

[y1, . . . , yn] · ϕ = [x1, . . . , xd ] · B(ϕ) .

Furthermore, because ϕ is a matrix of linear forms, the entries of B(ϕ) can be taken
from the ring k[y1, . . . , yn]; this B(ϕ) is uniquely determined by ϕ. As the entries
of the row vector [y1, . . . , yn] · ϕ generate L, the defining ideal of the symmetric
algebra, the entries of the row vector [x1, . . . , xd ]·B(ϕ) are contained inJ. Cramer’s
rule shows that Id(B(ϕ)) annihilates the R(I )-ideal generated by x = x1, . . . , xd ,
and hence must be contained in J since grade(x)R(I ) > 0. Therefore

L+ Id(B(ϕ)) = (x · B(ϕ)+ Id(B(ϕ))) ⊂ J ,

and if equality holds, then J is said to have the expected form (in the sense of [52,
3.1]). The expected form is the next best possibility for the defining ideal of the Rees
ring if I is not of linear type.

Theorem 1.5 (Morey-Ulrich) Let (R,m) be a Gorenstein local ring of dimension
d with infinite residue field, I be a perfect ideal of height two satisfying Gd , and ϕ

an n×(n−1)matrix minimally presenting I . ThenR(I ) has the expected form if and
only if after elementary row operations there exists an (n− d)× (n− 1) submatrix
ϕ′ of ϕ such that In−d (ϕ′) = I1(ϕ)

n−d . In particular, if I is linearly presented then
R(I ) has the expected form.

The main tool used in the proof is residual intersection theory. Under the above
assumptions one proves that the ideal (x ·B(ϕ)+ Id(B(ϕ))) is a geometric residual
intersection of (x), which says in particular that

(x · B(ϕ)+ Id(B(ϕ))) = (x · B(ϕ)) : (x) .

Example 1.3 If I is the defining ideal of n = (e
2

)
general points in P2, then R(I )

is Cohen-Macaulay of the expected form. Indeed, the ideal I is a perfect ideal of
height two, is generically a complete intersection, and is linearly presented.

There have been several generalizations of the Morey-Ulrich theorem, see for
instance [9, 36, 37]. In [36], the class of ideals studied does not satisfy Gd , but
consists of linearly presented ideals with d+1 generators. In [9, 37], the focus is on
Rees algebras of linearly presented perfect ideals of height two in three variables.
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Even though the statement of Theorem 1.5 is beautiful, the assumption on ϕ

is quite restrictive. Next we survey two more methods to compute the defining
equations of the Rees ring for perfect ideal of height two, the method of divisors and
Jouanalou duality. From now on we will always assume that the ideal I is generated
by forms of the same degree. We start by recalling the geometric importance of the
Rees algebra and the special fiber ring of I in this situation.

1.3.2 Graphs and Images of Rational Maps

In this subsection we do not assume that I has height two. Let R = k[x1, . . . , xd ]
be a polynomial ring over a field k. Let I be an ideal generated by forms f1, . . . , fn
of degree δ. These forms define a rational map ) between projective spaces with
base locus V (I):

: Pd−1
k Pn−1

k

[f1 : ... : fn]

where (x1 : . . . : xd) is sent to (f1(x1, . . . , xd) : . . . : fn(x1, . . . , xd)). LetX denote
the closed image of ), that is, the subvariety of Pn−1 parametrized by f1, . . . , fn.
An important problem in commutative algebra, algebraic geometry, and elimination
theory is to determine the implicit equations definingX ⊂ Pn−1. The same problem
for small n and d has significant applications in computer-aided geometric design
and modeling. But to investigate the image of a map it is often advantageous to
consider the graph of the map as it reveals more than the image itself. Hence a
broader question is to find the implicit equations of the graph of) as a subvariety of
Pd−1×Pn−1. The bi-homogeneous coordinate ring of the graph is the Rees algebra
R(I ) = R[f1t, . . . , fnt] of the ideal I , whereas the homogeneous coordinate ring
A(X) of X is the subalgebra k[f1t, . . . , fnt], which is isomorphic to the special
fiber ring F(I ) = R(I )⊗R k of I . The natural diagram

graph ⊂ Pd−1
k × Pn−1

k

X = im ⊂ Pn−1
k

corresponds to the diagram

R(I ) " k[x1, . . . , xd, y1, . . . , yn] =: S ←↩ J⋃ ⋃ ⋃

A(X) " k[y1, . . . , yn] =: T ←↩ K := I (X)

fj t # yj
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where S is the bi-homogeneous coordinate ring of the product Pd−1 × Pn−1 and T

is the homogenous coordinate ring of Pn−1. Hence the task becomes to determine
the defining ideals J and K of R(I ) and F(I ). The Rees algebra inherits a standard
bi-grading as a bi-graded coordinate ring, given by deg xi = (1, 0) and deg fj t =
(0, 1). Hence the kernel J of the epimorphism S ! R(I ) is also a bi-homogenous
ideal and I (X) is simply J(0,+).

1.3.3 The Method of Divisors

In this subsection we treat height two ideals in the polynomial ring R = k[x1, x2]
that are generated by forms of the same degree δ. By the Hilbert-Burch theorem
such an ideal I is generated by the maximal minors of an n× (n− 1) matrix ϕ with
homogenous entries:

0 Rn−1 ϕ
Rn [f1 ... fn]

I 0 .

We assume that the columns of ϕ have degrees 1, . . . , 1, t . If t = 1, then the
ideal I is a power of the homogenous maximal ideal (x1, x2) and its Rees ring is
described by Theorem 1.5. Hence we assume that t > 1. In [18] and [6] this problem
was solved for n = 3 and t ≤ 5 and for n = 3 and arbitrary t , respectively. The
approach utilized in these papers is an iterated use of Jacobian duals or Sylvester
forms.

In [29], instead of employing the Jacobian dual method, we produce an ideal H
of S = R[y1, . . . , yn] such that A = S/H is a normal domain mapping onto R(I )
of dimension 1+ dimR(I ). This strategy replaces Sym(I ) with the normal domain
A as the starting point of our investigation.

The ideals under consideration naturally fall into two classes, depending on ρ,
the number of blocks in the Kronecker-Weierstraß normal form of the linear part
of ϕ. After row and column operations the linear part of the matrix ϕ is equal to
the n× (n− 2) matrix

ϕ′ =






[
Dσ1 0

0 Dσ2

]
, if ρ = 2,

[
Dσ1

0

]
, if ρ = 1,
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whereDa is the (a + 1)× a matrix

Da =





x1 0 0 · · · 0
−x2 x1 0 · · · 0
0 −x2 x1 · · · 0
...

. . .
. . .

0 0 · · · −x2 x1
0 0 · · · 0 −x2





,

and
{
σ1 ≥ σ2 ≥ 1, and σ1 + σ2 = n− 2, if ρ = 2, or

σ1 = n− 2, if ρ = 1.

This reduction works because we are in a polynomial ring in two variables. The
geometric significance of ρ is as following: ρ = 1 if and only if ϕ′ has a generalized
row of zeros if and only if the variety X ⊂ Pn−1 parametrized by f1, . . . , fn has
a singularity of multiplicity t [7]. Whereas ρ = 2 if and only if ϕ′ does not have a
generalized row of zeros if and only if the variety X ⊂ Pn−1 is smooth [7].

We can think of I as a truncation of a complete intersection generated by a
homogeneous regular sequence h1, h2 in R:

I = ((x1, x2)
σ1h1, (x1, x2)

σ2h2)

and the only non-linear column in ϕ comes from the syzygy between h1 and h2.
The ideal defining the symmetric algebra can be written as

L = (y · ϕ) = (y · ϕ′, g),

where g ∈ R[y1, . . . , yn] is the bi-homogeneous polynomial of degree (t, 1)
obtained by multiplying the row vector y with the only non-linear column of ϕ.
We consider a partial Jacobian dual B(ϕ′) constructed using the linear part of ϕ.
The 2× (n− 2) matrix B(ϕ′) with linear entries in k[y1, . . . , yn] satisfies

y · ϕ′ = x · B(ϕ′) .

Thus, again by Cramer’s rule, I2(B(ϕ′)) ⊂ J. The ideal (y ·ϕ′, I2(B(ϕ′))) ⊂ J can
be written as the ideal of 2 × 2 minors of a generic scroll matrix ψ with two rows
and two or three blocks depending on ρ,

ψ =






[
ψσ1 ψσ2 ψ3

]
, if ρ = 2,

[
ψσ1 ψ3

]
, if ρ = 1,
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where ψ3 =
[
x2
x1

]
,

ψσ1 =
[
y1 y2 . . . yσ1−1 yσ1
y2 y3 . . . yσ1 yσ1+1

]
,

and if ρ = 2,

ψσ2 =
[
yσ1+2 yσ1+3 . . . yn−2 yn−1
yσ1+3 yσ1+4 . . . yn−1 yn

]
.

We write H = I2(ψ). Thus,

(H, g) ⊂ J .

Let A = S/H . While in the previous methods we used the symmetric algebra to
approximate the Rees algebra, now we use the normal domain A:

0 −→ A = J/H −→ A −→ R(I ) −→ 0.

The Krull dimension of A is 4 = dimR(I ) + 1, thus the kernel A is an ideal of
height one, necessarily prime since the Rees ring is a domain, hence a divisorial
ideal. Our goal then becomes to understand the divisor class group of A. As A is
the coordinate ring of a rational normal scroll, the issue is to investigate divisors
on rational normal scrolls. This problem, interesting in its own right, is treated in
complete generality in [28] (see also [46]).

The divisor class group ofA is cyclic, and infinite sinceψ has at least two blocks.
One generator of Cl(A) is given by the class of the ideal L generated by the entries
of the first column of ψ . The positive powers of L are well understood. Indeed, the
powers, the symbolic powers, and the symmetric powers all coincide. The inverse
of [L] in Cl(A) is given by [K], whereK is the ideal generated by the entries of the
first row of ψ . The Rees ring of I corresponds to a divisor on A. Since its defining
ideal A in A is not isomorphic to a power of L, it must be isomorphic to K(s)

for some s. The integer s turns out to be t , the degree of the last column in the
presentation matrix ϕ of I .

Theorem 1.6 (Kustin-P-Ulrich) In the quotient field of A we have the equality:

A = g

xt2
·K(t) .

As the isomorphismA ∼= K(t) is explicit, we can exhibit the defining equations
on the nose once the generators ofK(t) are understood. To determine the generators
of K(t) we give the variables different degrees and we identify the t-th symbolic
powers of K with A≥t . The grading on S is defined by Deg(x2) = 1, Deg(x1) = 0,
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Deg(yj ) = σ1+1−j for 1 ≤ j ≤ σ1+1, Deg(yj ) = n−j for σ1+2 ≤ j ≤ n. With
respect to this grading H is a homogeneous ideal and thus Deg induces a grading
on A. Let A≥t be the ideal of A generated by all monomialsm with Deg(m) ≥ t :

Theorem 1.7 (Kustin-P-Ulrich) K(t) = A≥t .

From the model K(t) we can deduce the algebraic properties of R(I ). The
ideal K(t) is generated by monomials, and hence considerably easier to analyze.
Thus we are able to study Serre’s properties of the blowup algebras, Hilbert
functions, reduction numbers, and the Castelnuovo-Mumford regularity of the
powers of I . In [8, 25, 49] the regularity of I s is shown to be a linear function
of s for all s 4 0, i.e., reg(I s) = sd + e. By a theorem of Eisenbud and Harris the
value of e is known and well-understood [11]. The problem remains of when the
asymptotic value is obtained, i.e., for which s0 we have reg(I s) = sd + e whenever
s ≥ s0. If ρ = 2, then e = 0, the powers of I eventually become powers of the
maximal ideal, and s0 =

⌈
n−1
σ2

⌉
+ 1. The other class, when ρ = 1, is very special,

for instance the special fiber ring is Cohen-Macaulay. In this case e = n − 1 and
s0 = 1.

Finally, we introduce a filtration of K(t) whose factors are Cohen-Macaulay
modules resolved by Eagon-Northcott complexes, and hence we can resolve K(t).
Using this resolution we give an explicit resolution of R(I ) and therefore of all
powers of I .

These theorems and the method of divisors have been extended and generalized
by [2, 39, 41]. In [2], the class of ideals treated are height two perfect ideals in
R = k[x1, . . . , xd ] that satisifyGd and have an almost linear presentation matrix. In
[39], we study the Rees algebra of truncations of complete intersections. In [41], the
dimension of the ring is still two but the presentation matrix ϕ of I is not assumed to
be almost linear, however the results obtained in [41] are not as complete as above.

Problem 1.1 Let k be an algebraically closed field and let X be a general set of e
points in P2

k [10, Problem 13, page 50]. Write R = k[x0, x1, x2] for the coordinate
ring of P2

k , I = IX ⊂ R for the homogeneous ideal of X and RX = R/IX
for the homogeneous coordinate ring of X. The ideal I is perfect of height two.
Furthermore, I satisfies Gd = G3 since I is reduced and Ip = pRp locally at every
prime p ∈ Min(I ). What are the defining equations of R(I )?

There are unique non-negative integers s and t such that e =
(s+t+1

2

)
+ s. The

problem naturally divides into two cases [10, Problem 13, page 50]. If s ≤ t , then ϕ

has t − s linear columns and s quadratic columns. If t ≤ s, then ϕ has s − t linear
rows and t + 1 quadratic rows . Notice if max{t, s} ≤ 2 then the ideal I is of linear
type. In general, if t ≤ s, we may use the method of divisors as in [2] (at least when
s = 1) and if s ≤ t , we may use the method of Jacobian duals as in [44] (at least
when t is small). In collaboration with Eisenbud and Ulrich we have worked out this
problem for s ≤ 1 and t ≤ 2 < s.
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1.3.4 Jouanalou Duality and Rational Plane Curves

This method works if the symmetric algebra of I is a complete intersection, that
is for perfect ideals of grade two with µ(Ip) ≤ dim(Rp) + 1. We will focus on
the case of three generated ideals in a polynomial ring in two variables over an
algebraically closed field k. Moreover we assume that f1, f2, f3, the generators of
I , are forms of the same degree δ. Dividing by a greatest common divisor we may
harmlessly assume that f1, f2, f3 generate an ideal I of height two. This is the
setting of rational plane curves. Indeed the map ) = [f1 : f2 : f3] parametrizes
a rational plane curve C ⊂ P2

k that we can assume has degree δ [30], and R(I ) is
the bi-homogeneous coordinate ring of the graph of ). The problem of describing
the equations defining R(I ) is very difficult, even in this simple situation. There
is a correspondence between local properties of C (such as the configuration of its
singularities) and the bidegrees of the polynomials defining R(I ) [7, 32].

The syzygy matrix ϕ of f1, f2, f3 gives a homogeneous free resolution of the
ideal I ,

0 −→ R(−d1)⊕ R(−d2)
ϕ−→ R3 −→ I (δ) −→ 0 .

The matrix ϕ is a 3 × 2 matrix with homogeneous entries in R, of degree d1 in
the first column and of degree d2 in the second column. Notice that δ = d1 + d2
according to the Hilbert-Burch Theorem. We may assume that d1 ≤ d2. If d1 = 1,
the ideal J defining the Rees algebra can be described explicitly using the method
of divisors. Thus we may assume that d1 ≥ 2.

As usual we study the Rees algebra via the symmetric algebra,

0 −→ A −→ S(I ) −→ R(I ) −→ 0 .

Since R/I is zero-dimensional, the Rees algebra and the symmetric algebra of I are
isomorphic locally at every prime p ∈ Spec(R) with p /= m = (x1, x2). Thus

A = H 0
m(S(I )) = 0 :S(I ) m

∞ .

As the ideal I is three generated, its symmetric algebra S(I ) is a complete
intersection. More precisely, letting S = R[y1, y2, y3] be a standard bigraded
polynomial ring over k with deg xi = (1, 0) and deg yi = (0, 1), and mapping the
variables yi to homogeneous minimal generators of I , one obtains a presentation
S(I ) ∼= S/(!1, !2), where !1, !2 is an S-regular sequence of forms of bidegrees
(d1, 1), (d2, 1). This isomorphism endows S(I ) with the standard bigrading over k.
The Koszul complex of !1, !2 provides a bi-homogeneous free S-resolution ofS(I ):

K•(!1, !2; S) −→ S(I ) −→ 0.

Computing local cohomology with support in m along this resolution, using the
symmetry of the Koszul complex, and the isomorphism H2

m(R) ∼= Homk(R, k)(2),
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where Hom denotes the graded dual, we obtain an isomorphism between A =
H 0

m(S(I )) and the graded dual HomT (S(I ), T )(2 − δ,−2) of S(I ) as a module
over T = k[y1, y2, y3]:
Proposition 1.2 One has A = H 0

m(S(I )) ∼= HomT (S(I ), T )(2− δ,−2) .
This isomorphism is made explicit in [24] using Morley forms. Notice that the

ideal A is concentrated in finitely many x-degrees because it is annihilated by a
power of m.

The goal is to compute the graded components of A with respect to the x-
grading,A(i,+) =

⊕
j Ai,j . Recall thatA(0, +) is the defining ideal of the coordinate

ring A(C) ∼= F(I ). This ideal is generated by the resultant Res{x1,x2}(!1, !2). Thus
we may assume that i > 0. Proposition 1.2 shows that there is an isomorphism of
graded T -modules

A(i, +)
∼= HomT (S(I )(δ−2−i, +), T )(−2) . (1.3)

From this isomorphism we deduce that the T -modules A(i, +) are zero for all
i > δ−2, are reflexive for all i, and their module structure is completely determined
by the one of S(I )(δ−2−i, +). Since the symmetric algebra is a complete intersection
defined by the regular sequence !1, !2 of bidegree (d1, 1) and (d2, 1), the T -module
structure of S(I )(δ−2−i, +) depends on the relationship between δ − 2 − i, d1, and
d2. We have three ranges to consider. We will describe them below.

Write the polynomials !1 and !2 in T [x1, x2] as

!i =
di∑

j=0

cj,ix
j
1x

di−j
2

with cj,i linear polynomials in T = k[y1, y2, y3]. For positive integers n and i,
with i equal to 1 or 2, let Cn,i be the (n+ di)× n matrix

Cn,i =





c0,i 0 0 · · · 0
c1,i c0,i 0 · · · 0
c2,i c1,i c0,i · · · 0
...

. . .
. . .

...

c0,i
...

...

cdi ,i
0 cdi,i
0 0 cdi,i
...

. . .
...

0 0 0 · · · cdi,i





,
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with linear entries from T = k[y1, y2, y3]. The matrix Cn,i represents the map of
free T -modules

T [x1, x2]n−1 → T [x1, x2]n−1+di

that is given by multiplication by !i when the bases

xn−12 , . . . , xn−11 and x
n−1+di
2 , . . . , x

n−1+di
1

are used for T [x1, x2]n−1 and T [x1, x2]n−1+di , respectively.
We can describe the graded T -module A(i, +) in terms of S(I )(δ−2−i, +) in each

range of i as follows:

1. If 0 ≤ i ≤ d1 − 2, then the T -modules A(i, +) and S(I )(δ−2−i, +) both have
rank i + 1. Furthermore the matrix

(
Cd2−i−1,1 Cd1−i−1,2

)
gives a T -resolution

of S(I )(δ−2−i, +) and the following sequence is exact:

0 A T (−2)δ−2−i+1

Cd2−i−1,1
T

Cd1−i−1,2
T

T (−1)d2−i−1⊕ T (−1)d1−i−1

2. If d1 − 1 ≤ i ≤ d2 − 2, then the T -modulesA(i, +) and S(I )(δ−2−i, +) both have
rank d1. Furthermore the matrix Cd2−i−1,1 gives a T -resolution of S(I )(δ−2−i, +)
and the following sequence is exact:

0 A T (−2)δ−2−i+1
Cd2−i−1,1

T

T (−1)d2−i−1 .

3. If d2 − 1 ≤ i ≤ δ − 1, then the T -modules A(i, +) and S(I )(δ−2−i, +) both have
rank δ − i − 1. Furthermore,

S(I )(δ−2−i, +) ∼= T δ−i−1 and A(i, +)
∼= T (−2)δ−i−1.

In the third range, the S(I )-ideal A(≥d2−1,+) is generated in degree (d2 − 1, 2),
in particular the minimal generators of A all have x-degree at most d2 − 1. The
generators ofA(≥d2−1,+) can be easily computed using linkage; indeed

A(≥d2−1,+) = 0 :S(I ) m
d1 = (!1, !2)S :S md1

(!1, !2)S

where (!1, !2)S :S md1 is a link of a perfect ideal of grade 2, because !1, !2 is a
regular sequence contained in md1S.

The first and the second range are much more interesting. In [32], we show that
if d1 − 1 ≤ i ≤ d2 − 2, then A(i,+) is free of rank d1 if and only if the first column
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of the matrix ϕ has a generalized zero if and only if the curve C has a singularity
of multiplicity d2. In this case A(i,+) is generated in at most two degrees, and we
can describe the bidegrees of the generators ofA(≥d1−1,+) as a T -module and as an
S-module.

The first range, namely 1 ≤ i ≤ d1 − 2, is the hardest to handle because the
structure of S(I )(δ−2−i,+) is more complicated as it depends on both forms !1 and
!2. If d1 = d2, the T -module S(I )(d1,+) is presented by C, a 2 × (d1 + 1) matrix
with linear entries in T . This matrix is the key instrument to distinguish between
the seven possible configurations of multiplicity c = d1 singularities on or infinitely
near the curve C. Again, to determine A(d1−2,+) it suffices to compute the kernel
of the transpose of C. To compute this kernel we classify all possible 2× (d1 + 1)
matrices with linear entries in y1, y2, y3. This classification only depends on the
minimal number of generators of I2(C) – the same invariant that detects the number
of multiplicity c singularities on or infinitely near the curve C [7]. There are at least
two such singularities if and only if A(d1−2,+) is free [32].

The results outlined in this section suffice to provide explicit defining equations
for R(I ) if δ = d1 + d2 ≤ 6, since then d1 ≤ 2 or d1 = d2. We focus on the case
δ = 6, the case of a sextic curve.

As it turn out, there is, essentially, a one-to-one correspondence between the
bidegrees of the defining equations of R(I ) on the one hand and the types of
singularities on or infinitely near the curve C on the other hand. Here one says
that a singularity is infinitely near C if it is obtained from a singularity on C by a
sequence of quadratic transformations [7]. The correspondence is summarized in
the following chart; the first column gives the possible values of d1, d2, namely
1, 5 or 2, 4 or 3, 3; the second column lists the corresponding bidegrees of minimal
generators of the defining ideal J together with the multiplicities by which they
appear, suppressing the obvious bidegrees (d1, 1), (d2, 1) (of the equations defining
S(I )) and (0, 6) (of the implicit equation of C); this second column reflects the
results of the present section; the third column, finally, gives the multiplicities of the
singularities on or infinitely near C.

d1 d2 equations of R singularities of C
1 5 (4, 2) (3, 3) (2, 4) (1, 5) 1 of multiplicity 5 on C
2 4 (2, 2) 2(1, 3) 1 of multiplicity 4 on C

4 double points on or near C
(3, 2) 3(2, 3) 4(1, 4) 10 double points on or near C

3 3 3(2, 2) 4(1, 4) 10 double points on or near C
3(2, 2) (1, 3) 2(1, 4) 1 of multiplicity 3 on C

7 double points on or near C
3(2, 2) 2(1, 3) 2 of multiplicity 3 and

4 double points on or near C
(2, 2) (1, 2) (1, 4) 3 of multiplicity 3 and

1 double point on or near C
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Madsen [40] has computed explicitly the idealJwhen δ = 7 and has established
a similar correspondence.

1.4 Bounding Bidegrees of Defining Equations

In this section we consider a more general class of ideals. We cannot hope to
describe explicitly the idealJ in this case, however we want to bound the bidegrees
of the equations defining R(I ). Let I be any ideal of R = k[x1, . . . , xd ] generated
by forms f1, . . . , fn of degree δ. We denote by X ⊂ Pn−1 the variety parametrized
by ) = [f1, . . . , fn] and by I (X) the defining ideal of X, that is, the defining ideal
of F(I ). Write m for the homogenous maximal ideal of R.

As in the previous sections, we map the symmetric algebra to the Rees algebra

0 −→ A = J/L −→ S(I ) −→ R(I ) −→ 0 .

We assume that I is of linear type on the punctured spectrum. This is equivalent to

A = H 0
m(S(I )) = 0 :S(I ) m

∞ ,

or to the fact that A is concentrated in only finitely many x-degrees. So we want
to establish upper bounds for the x-concentration degree and for the x-generation
degree ofA, that is, we want to compute the highest x-degree of a non-zero element
ofA and the highest x-degree of a minimal bi-homogeneous generator ofA.

Bounds on the (concentration or generation) degree of A can provide structural
information and are an important step in describingA explicitly [34]. Furthermore,
degree bounds make a difference computationally. Indeed, if A is concentrated in
x-degrees at most s, then the symmetric algebra and the Rees algebra coincide after
that degree. In particular, the graded components of either algebra in x-degree s+ 1
have the same annihilator in the polynomial ring T = k[y1, . . . , yn]. However, we
can express I (X) in terms of this annihilator, namely

I (X) = annT (R(I )(0,+)) = annT (R(I )(s+1,+)) .

Thus I (X) is identified with the annihilator of a module, S(I )(s+1,+), with a known
presentation or even a known resolution.

Bounds on the generation degree ofA also allow to determine when I is of fiber
type. Recall that even thoughJ always encodes the ideal I (X), as I (X) = J(0,+) =
A(0,+), the ideal I (X) in general does not determineJ. If the idealJ is generated by
the equations defining the symmetric algebra and the equations defining the special
fiber ring of I , that is J = L + I (X)S, then we say that I is of fiber type. We can
express this condition in terms ofA:
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Definition 1.7 I is of fiber type if A = I (X) · S(I ), or equivalently, if A is
generated in degree (0, +).

As A = H 0
m(S(I )), the ideal I is of fiber type if and only if H 0

m(S(I ))
is generated in x-degree zero. Or better yet, if and only if H 0

m(Sj (I (δ))) is
generated in degree zero for every j . Thus in general the problem becomes to bound
the (zeroth) local cohomology modules of the symmetric powers Sj (I (δ)). The
advantage of considering Sj (I (δ)) is that the latter is finitely generated as an R-
module.

Fix j and letM = Sj (I (δ)). If F• is a minimal homogenous freeR-resolution of
M , then the socle of M is isomorphic to k ⊗ Fd(d). In particular, the socle degrees
of M can be read from the shifts at the end of a minimal homogeneous finite free
resolution of M . Of course, the socle of M is the socle of the local cohomology
module H 0

m(M), and the top degree of the socle of H 0
m(M) is the top degree of

H 0
m(M). Thus we attain

topdegH 0
m(M) = b(Fd)− d ,

where b(Fd) is the largest generator degree of Fd . However, in general we do
not have a minimal homogenous free R-resolution of M . As we saw in Sect. 1.2,
approximate resolutions ofM = Sj (I (δ))may be more readily available. Hence we
want to find bounds on the concentration degree and generation degree of H 0

m(M)

in terms of an approximate resolutionC• ofM , that is, of a graded complex of finite
modules with H0(C•) = M so that the modules Cj have high depth and Hj(C•)
have small Krull dimension for j > 0.

Definition 1.8 An approximate resolution ofM is a homogeneous complex of finite
R-modules

C• : · · · −→ C1 −→ C0 −→ 0

with H0(C•) = M , dimHj(C•) ≤ j for j > 0 , and depthCj > j for 0 ≤ j ≤
d − 1.

The first result, which was observed before [5, 14], provides an upper bound for
the concentration degree of H 0

m(M). A proof of this theorem can be given with a
spectral sequence argument.

Theorem 1.8 (Gruson-Lazarsfeld-Peskine, Chardin, Kustin-Polini-Ulrich) If
C• is an approximate resolution of M , then H 0

m(M) is concentrated in degrees at
most b(Cd)− d .

The second result is more interesting. It gives an upper bound for the generation
degree of H 0

m(M) in terms of the highest generator degree of Cd−1. This sharper
estimate is more difficult to prove and more relevant for applications to the Rees
ring [33, 34]. For instance, it can be used to prove that an ideal is of fiber type.
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Theorem 1.9 (Kustin-Polini-Ulrich) If C• is an approximate resolution of M ,
then H 0

m(M) is generated in degrees at most b(Cd−1)− d + 1.

How do we produce approximate resolutions of the symmetric powers of
arbitrary ideals? We now give several examples where Theorems 1.8 and 1.9 have
been applied and we describe the complexes that serve as approximate resolutions.

Example 1.4

1. This example can be found in [34]. Let I be a perfect ideal of height two
generated by forms of the same degree δ. Let ϕ be a homogenous Hilbert-Burch
matrix minimally presenting I with column degrees ε1 ≥ ε2 ≥ · · · ≥ εn−1,

0 −→ ⊕n−1
j=1R(−εj )

ϕ−→ Rn −→ I (δ) −→ 0 .

If I satisfiesGd , thenA = H 0
m(S(I )) is concentrated in x-degrees≤ ∑d

j=1 εj−
d and is generated in x-degrees≤ ∑d−1

j=1 εj−d+1. The approximate resolutions
used are strands of the Koszul complex K• of the defining equations of the
symmetric algebra [!1, . . . , !n−1] = [y1, . . . , yn] · ϕ. The ideal I is perfect of
height two and satisfies Gd . It follows that I is of linear type on the punctured
spectrum ofR (see Sect. 1.2) and therefore the sequence !1, . . . , !n−1 is a regular
sequence locally on the punctured spectrum of R. Hence the Koszul complexK•
is acyclic on the punctured spectrum of R.

2. This example can be found in [34] and it is instrumental to describe the defining
equations of the Rees algebra of linearly presented perfect Gorenstein ideals
of height three satisfying Gd . Let I be a perfect Gorenstein ideal of height
three. Assume that every entry of a homogeneous alternating matrix minimally
presenting I has degree ε:

Rn(−ε) −→ Rn −→ I (δ) −→ 0 .

If I satisfies Gd , thenA = H 0
m(S(I )) is concentrated in x-degrees

≤
{
d(ε − 1) when d is odd

d(ε − 1)+ n−d+1
2 ε when d is even ,

and is generated in x-degrees ≤ (d − 1)(ε − 1). In particular, if I is linearly
presented, that is ε = 1, then I is of fiber type. The approximate resolutions of
the symmetric powers used here are the complexes of [27].

3. This example is part of a recent ongoing work with Bernd Ulrich. Assume that I
is an ideal of dimension at most one which is generically a complete intersection.
Then A = H 0

m(S(I )) is concentrated in x-degrees ≤ d(reg I − δ) and is
generated in x-degrees ≤ (d − 1)(reg I − δ). In this situation the approximate
resolutions of the symmetric powers are obtained from the construction of [54]
applied to a minimal free resolution of I .
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4. In the setting of the previous example, Chardin [5] shows thatA = H 0
m(S(I )) is

concentrated in x-degrees ≤ (d − 1)(δ − 1)− 1. As approximate resolutions of
the symmetric powers he uses strands of the Z•-complex described in Sect. 1.2.
Unfortunately, in general the approximation complexes do not satisfy the depth
assumption required for an approximate resolution.

A different approach to bound the x-concentration degree and the x-generation
degree of A is based on estimates for the Castelnuovo-Mumford regularity of Tor-
modules. This result appeared first in [12] and has been further generalized byUlrich
and myself in work in progress.

Theorem 1.10 Assume that the resolution of I is linear for the first 5 d2 6 steps.
1. (Eisenbud-Huneke-Ulrich) If I has dimension zero, then A is concentrated in

x-degree zero, namely I is of fiber type and J = L :S m.
2. (Polini-Ulrich) If I has dimension at most one, then A is generated in x-degree

zero, namely I is of fiber type.

There are many examples of ideals of fiber type to which the above techniques
do not apply, for instance maximal minors of generic matrices, see for instance [3].

Conjecture 1.1 Let X be an m× n matrix of variables and let 1 ≤ t ≤ min{m,n}.
The ideal It (X) ⊂ k[X] of t × t minors of X is of fiber type.

If I is linearly presented and J has the expected form, that is, J = (x ·
B(ϕ)) + Id(B(ϕ)), then I is of fiber type. The converse is not true. However, if
A is concentrated in x-degree zero, for instance if I has dimension zero and a
linear resolution for the first 5 d2 6 steps, we can show that J is of the expected form
up to radical. Often this suffices to give structural information about the defining
equations of R(I ) or F(I ).
Theorem 1.11 If I is linearly presented and A is concentrated in x-degree zero,
then

J =
√
L+ Id(B(ϕ)) and I (X) =

√
Id(B(ϕ)) .

Proof Write B = B(ϕ). The ideal L :S m is the annihilator of the S-module M =
mS/L. SinceA is concentrated in x-degree zero,J is the ideal L :S m. HenceJ is
the annihilator of M . The ideal mS is generated by the entries of x and the ideal L
is generated by the entries of x ·B. It follows thatM is presented by

[
/ B

]
, where

/ is a presentation matrix of x with entries in m. Therefore

J = annS M ⊂
√
Fitt0(M) ⊂

√
(m, Id (B)) .

Intersecting with T = k[y1, . . . , yn] we obtain

I (X) = J ∩ T = J(0,+) ⊂
(√

(m, Id (B))
)

(0,+)
=

√
Id(B) ⊂ I (X) ,
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where the last equality holds because I is linearly presented. Now since I is of fiber
type, it follows that

J = (L, I (X)) =
√
L+ Id(B) ,

as desired. $%
The same result can be attained more generally; it suffices that one symmetric

power of I has an approximate resolution that is linear for the first d-steps [34]:

Theorem 1.12 (Kustin-Polini-Ulrich) Assume that A = H 0
m(S(I )). If St (I (δ)),

for some t 4 0, has an approximate free resolution that is linear for the first d-steps,
then

J =
√
L+ Id(B(ϕ)) and I (X) =

√
Id(B(ϕ)) .

Remark 1.1 The previous theorem applies as long as t is at least the relation type of
I . The relation type of an ideal is the highest y-degree of a minimal homogeneous
generator of J. For instance if I is of linear type, then its relation type is one.

1.4.1 Linearly Presented Height Three Gorenstein Ideals with
Gd

We end by describing the defining ideal of the Rees algebra of a linearly presented
height three Gorenstein ideal satisfyingGd . Let R = k[x1, . . . , xd ] be a polynomial
ring over a field and let I be a height three Gorenstein ideal with n homogenous
minimal generators f1, . . . , fn and a linear presentation matrix ϕ. Notice that n is
necessarily odd and ϕ can be assumed to be an n × n alternating matrix (see [4]).
In this case, J does not have the expected form in general. In fact, the alternating
property of ϕ is responsible for ‘unexpected’ elements in J.

Write I (X) for the ideal defining the variety X parametrized by the forms
f1, . . . , fn that generate the ideal I . We may assume that d < n, otherwise I is
of linear type as we saw in Sect. 1.2. Let B = B(ϕ) ∈ Matd×n(k[y1, . . . , yn]) be
the Jacobian dual of ϕ. Notice that B is unique since ϕ is linear. Using the matrices
ϕ and B we build an (n+ d)× (n+ d) alternating matrix B. Since ϕ is alternating
and y · ϕ = x · B, it follows that

x · B · yt = y · ϕ · yt = 0 .

However B · yt has no entries in R, thus B · yt = 0. Write

B =
[

ϕ Bt

−B 0

]
.
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Since y · ϕ − x · B = 0 and y · Bt = 0, we attain

[y, x] · B = 0 .

From the latter we deduce that (y1, . . . , yn)F ⊂ Id(B) for some submaximal
Pfaffian F of B.

Considering F as a polynomial in the variables x1, . . . , xd and writing C(ϕ) ⊂
k[y1, . . . , yn] for its content ideal, we obtain the inclusion

(y1, . . . , yn) C(ϕ) ⊂ Id(B)

in the ring k[y1, . . . , yn]. Since I (X) is a prime ideal in this ring and contains Id(B),
it follows that

C(ϕ) ⊂ I (X) ⊂ J .

Theorem 1.13 Let I be a linearly presented height three Gorenstein ideal that
satisfies Gd . Then the defining ideal of the Rees ring of I is

J = L+ Id(B)S + C(ϕ)S

and the defining ideal of the variety X is

I (X) = Id(B)+ C(ϕ),

where ϕ is a minimal homogeneous alternating presentation matrix for I . In
particular, I is of fiber type and, if d is odd, then C(ϕ) = 0 and J has the expected
form.

Recall that I is of fiber type as shown in Example 4.2. Thus it suffices to prove
that I (X) = Id(B)+C(ϕ). To show that the containment Id(B)+C(ϕ) ⊂ I (X) is
an equality, we first establish that the two ideals have the same radical and hence the
same codimension, namely n − d . The latter follows from Theorem 12. One uses
the complexes of [27] to see that a large symmetric power of I has an approximate
resolution that is linear for the first d steps.

The next step is to show that the ideal Id(B) + C(ϕ) is unmixed. In [35] we
construct families of complexes associated to any d×n matrix B with linear entries
that is annihilated by a vector of indeterminates, B · yt = 0. The ideal of d × d

minors of such a matrix cannot have generic height n − d + 1. However, if the
height is n − d , our complexes give resolutions of Id(ϕ) and of Id(B) + C(ϕ),
although these ideals fail to be perfect. Using these resolutions we prove that the
latter ideal is the unmixed part of the former and that both ideals are perfect locally
on the punctured spectrum. We also compute the multiplicity of the rings defined
by these ideals. On the other hand, from results in [31] and [30] we can determine
the degree of the variety X. We conclude that the ideals Id(B) + C(ϕ) ⊂ I (X)
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are unmixed of the same height and define rings of the same multiplicity. Thus they
have to be equal.
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Chapter 2
Koszul Modules

Claudiu Raicu

Abstract The goal of these notes is to introduce the basic theory of Koszul mod-
ules, and survey some applications to syzygies and to Green’s conjecture, following
recent work of Aprodu, Farkas, Papadima, Raicu, and Weyman (Invent. Math.
218(3), 657–720 (2019)). More precisely, we discuss a relationship between Koszul
modules and the syzygies of the tangent developable surface to a rational normal
curve, which arises from a version of Hermite reciprocity for SL2-representations.
We describe in terms of the characteristic of the underlying field which of the
Betti numbers of this surface are zero and which ones are not. We indicate how,
by passing to a hyperplane section and using degenerations, the generic version of
Green’s conjecture can be deduced in almost all characteristics. These notes are
accompanied by examples and exercises, and include an Appendix on multilinear
algebra.

2.1 Syzygies of the Tangential Variety to a Rational Normal
Curve

Throughout this chapter we work over an algebraically closed field k. We write
Pr for the r-dimensional projective space over k. Consider the rational normal
curve of degree g, denoted 0g and defined as the image of the Veronese map

νg : P1 −→ Pg, [a : b] −→ [ag : ag−1b : · · · : abg−1 : bg]. (2.1)

As with all parametrized varieties, a first natural question to consider is the
implicitization problem of finding the ideal of equations that vanish along 0g
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[3, Section 3.3]. To answer it, we let S = k[z0, · · · , zg] denote the homogeneous
coordinate ring of Pg , let A = k[x, y] denote the homogeneous coordinate ring of
P1, and consider the pull-back homomorphism

φ : S −→ A, φ(zi) = xg−iyi, for i = 0, · · · , g.

The ideal I (0g) of polynomials vanishing along 0g is equal to ker(φ). Since the
matrix

[
xg xg−1y · · · xyg−1

xg−1y xg−2y2 · · · yg

]

has proportional rows (with ratio x/y), it follows that its 2 × 2 minors vanish
identically. In other words, the 2× 2 minors of

Z =
[
z0 z1 · · · zg−1
z1 z2 · · · zg

]
(2.2)

belong to ker(φ) = I (0g). For the following, you may consult [6, Proposition 6.1].

Exercise 2.1 Show that I (0g) is generated by the 2× 2 minors of Z.

The next natural step is to investigate the minimal free resolution of the homoge-
neous coordinate ring S/I (0g) of 0g (see [6] for a comprehensive introduction to
the study of minimal resolutions in Algebraic Geometry). We let

Bi,j (0g) = TorSi (S/I (0g),k)i+j

denote the module of i-syzygies of weight j (or degree i + j ) of 0g , and define
the Betti numbers of 0g via

bi,j (0g) = dimk Bi,j (0g).

The Betti numbers of 0g are recorded into the Betti table β(0g), where the
columns account for the homological degree, and the rows for internal degree:

i
...

j · · · bi,j (0g) · · ·
...
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For example, when g = 3, 0g is known as the twisted cubic curve, with Betti
table

0 1 2
0 1 − −
1 − 3 2

where a dash indicates the vanishing of the corresponding Betti number. We say
that the twisted cubic has a linear minimal free resolution (after the first step),
since all (but the first) Betti numbers are concentrated in a single row. This is true
more generally for any 0g, whose minimal free resolution is given by an Eagon–
Northcott complex (see Appendix), and the corresponding Betti table takes the
following shape:

0 1 2 · · · i · · · g − 1
0 1 − − · · · − · · · −
1 −

(
g

2

)
2 ·

(
g

3

)
· · · i ·

(
g

i + 1

)
· · · (g − 1)

Remark 2.1 The description of the defining equations and that of the Betti table of
0g is independent on the characteristic of the field k.

Let Tg denote the tangential variety (or tangent developable) of 0g ,
defined as the union of the tangent lines to 0g. One of the problems that we will
be concerned with in these notes is the following.

Problem 2.1 Describe the defining equations and the Betti table of Tg .

The main result in this direction will be a description of the (non-)vanishing
behavior of bi,j (Tg) (see Theorem 2.1). Based on this description, finding the actual
value of the Betti numbers is fairly easy in characteristic 0 or sufficiently large, but
remains unknown in small characteristics.

2.1.1 The Local Description of !g, Tg

Restricting the Veronese map νg in (2.1) to the affine chart x = 1 yields a local
parametrization of 0g via

t 7→ [1 : t : · · · : tg] = (t, t2, · · · , tg),
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where [· · · ] represents projective notation, and (· · · ) represents affine notation. The
tangent directions to 0g are determined by differentiating with respect to t , so Tg is
described in the affine chart z0 = 1 by the parametrization

(t, s) −→ (t, t2, · · · , tg)+s·(1, 2t, · · · , gtg−1) = (t+s, t2+2ts, · · · , tg+gtg−1s).
(2.3)

Since Tg is irreducible, one can use the local description above to check when
a homogeneous polynomial belongs to I (Tg). This observation can be applied to
check that the quadratic equations constructed below vanish along Tg . Let

2i,j = det
[

zi zj
zi+1 zj+1

]
, for 0 ≤ i, j ≤ g − 1,

and define

Qi,j = 2i+2,j − 2 ·2i+1,j+1 +2i,j+2, for 0 ≤ i < j ≤ g − 3. (2.4)

Exercise 2.2 Check that Qi,j ∈ I (Tg) for all 0 ≤ i < j ≤ g − 3.

Remark 2.2 As we’ll see later, the quadrics constructed abovewill generate, in most
cases, the ideal I (0g). The exceptions are when g ≤ 4, or when char(k) ∈ {2, 3}.

2.1.2 Characteristic Zero Interpretation of !g, Tg

Suppose that char(k) = 0 (or more generally, that the binomial coefficients
(g
i

)
,

i = 1, · · · , g−1, are invertible in k), and consider the vector space of homogeneous
forms of degree g in the variablesX,Y . Since the binomial coefficients are invertible
in k, one can write each such form uniquely as

F(X, Y ) = z0 ·Xg + z1 ·
(
g

1

)
·Xg−1Y + · · · + zi ·

(
g

i

)
·Xg−iY i + · · · + zg · Yg,

for z0, · · · , zg ∈ k. Notice that F(X, Y ) is a power of a linear form, namely
F(X, Y ) = (aX + bY )g, if and only if

z0 = ag, z1 = ag−1b, · · · , zi = ag−ibi, · · · , zg = bg.

It follows that 0g parametrizes (up to scaling) binary forms F(X, Y ) /= 0 that factor
as a power Lg of a linear form L in X,Y .

Exercise 2.3 Check thatTg parametrizes (up to scaling) binary formsF(X, Y ) /= 0
that factor as a product Lg−1

1 · L2, where L1, L2 are linear forms in X,Y .
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In the case g = 3, it follows that T3 parametrizes cubic forms with a double root
(in P1). This is a quartic surface in P3, defined by the vanishing of the discriminant
of F (see [12, Example 2.22]):

− 3z21z
2
2 + 4z0z32 + 4z31z3 − 6z0z1z2z3 + z20z

2
3 = 0. (2.5)

If char(k) = 2, this equation becomes (z0z3 − z1z2)
2 = 0, I (T3) = 〈z0z3 − z1z2〉,

and T3 : P1 × P1 is a quadric surface in P3. The following section describes more
generally the situation in characteristic 2.

2.1.3 The Betti Table of Tg in Characteristic 2

Suppose char(k) = 2 and consider the matrix of linear forms

M =
[
z0 z1 · · · zg−2
z2 z3 · · · zg

]
. (2.6)

We claim that the 2 × 2 minors of M vanish on Tg. As noted earlier, it suffices to
check this assertion on the chart (2.3). EvaluatingM on the point ofTg parametrized
by (t, s) we obtain

M(t, s) =
[
1 t t2 t3 · · · tg−2
t2 t3 t4 t5 · · · tg

]
+ s ·

[
0 t 0 t3 · · · (g − 2) · tg−2
0 t3 0 t5 · · · g · tg

]

Since (i−2) = i for all i ∈ k, the second row ofM(t, s) is obtained from the first by
multiplying by t2, soM(t, s) has rank (at most) one. The 2× 2 minors ofM define
a rational normal scroll S of dimension 2 (see the Appendix, or [6, p.107]), so that
Tg ⊆ S. Since dim(Tg) = 2, it follows that Tg = S. It follows that the minimal
resolution of Tg is given by an Eagon–Northcott complex (see the Appendix, or [6,
Corollary A2.62]), and the Betti table takes the form

0 1 2 · · · i · · · g − 2
0 1 − − · · · − · · · −
1 −

(
g − 1
2

)
2 ·

(
g − 1
3

)
· · · i ·

(
g − 1
i + 1

)
· · · (g − 2)

Note that I (Tg) is generated in this case by
(
g − 1
2

)
quadrics, so that the

(
g − 2
2

)

quadrics constructed in (2.4) are not enough to generate I (Tg).
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2.1.4 The Betti Numbers of Tg for char(k) != 2

If char(k) /= 2, it is shown in [2, Theorem 5.1] that the homogeneous coordinate
ring of Tg is Gorenstein of Castelnuovo–Mumford regularity 3, that is, the Betti
table of Tg has the following shape:

0 1 2 · · · g − 4 g − 3 g − 2
0 1 − − · · · − − −
1 − b1,1 b2,1 · · · bg−4,1 bg−3,1 −
2 − b1,2 b2,2 · · · bg−4,2 bg−3,2 −
3 − − − · · · − − 1

(2.7)

with bi,1 = bg−2−i,2 for i = 1, · · · , g − 3. In order to understand the Betti table,
it is then sufficient to analyze the row b•,2. The following theorem, whose proof
we’ll outline later, completely characterizes the (non-)vanishing behavior of the
Betti numbers of Tg [2, Theorem 5.2].

Theorem 2.1 Suppose that p = char(k) /= 2. If p = 0 or p ≥ g+2
2 , then

bi,2(Tg) /= 0 ⇐⇒ g − 2
2

≤ i ≤ g − 3. (2.8)

If 3 ≤ p ≤ g+1
2 , then

bi,2(Tg) /= 0 ⇐⇒ p − 2 ≤ i ≤ g − 3. (2.9)

Notice that taking p = 3 and g ≥ 5 in Theorem 2.1 yields b1,2(Tg) /= 0, so the
ideal I (Tg) requires cubic minimal generators. If g = 3 then Tg is a quartic surface,
while for g = 4 it is the intersection of a quadric and a cubic threefold. In all other
cases, Tg is cut out by quadratic equations.

Exercise 2.4 Show that if p /= 2 then b1,1(Tg) =
(
g − 2
2

)
, and (2.4) gives all the

quadrics vanishing on Tg .

Example 2.1 To illustrate the dependence of the Betti numbers of Tg on the
characteristic, consider the case when g = 5. If p /= 2, 3, it follows from
Exercise 2.4 and Theorem 2.1 that β(T5) is

0 1 2 3
0 1 − − −
1 − 3 − −
2 − − 3 −
3 − − − 1
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so that T5 is a complete intersection of three quadrics. If p = 3 then it can be
checked that the Betti table is

0 1 2 3
0 1 − − −
1 − 3 2 −
2 − 2 3 −
3 − − − 1

while for p = 2, we have seen that β(T5) is

0 1 2 3
0 1 − − −
1 − 6 8 3

There is one part of Theorem 2.1 that can be checked using ideas from Sect. 2.1.3:

Exercise 2.5 Show that if p < g then the 2× 2 minors of

[
z0 z1 · · · zg−p
zp zp+1 · · · zg

]
(2.10)

vanish on Tg . Show that these minors cut out a scroll S of dimension p, and
conclude that bi,1(S) /= 0 for 1 ≤ i ≤ g − p. Deduce the corresponding non-
vanishing for bi,1(Tg), and derive (using the Gorenstein property) the implication
“⇐>” in (2.9).

The next exercises indicate how to compute the Betti numbers of Tg using
Theorem 2.1, provided that p = 0 or p ≥ g+2

2 .

Exercise 2.6 (See [15, Section 6]) If p /= 2, show that the Hilbert series of Tg is
given by

∑

d≥0
dim(S/I (Tg))d · td = 1+ (g − 2)t + (g − 2)t2 + t3

(1− t)3
.

Conclude that Tg is a surface of degree 2g − 2.

Using the fact that the alternating sums along antidiagonals in a Betti table are
determined by the Hilbert function [6, Corollary 1.10], show the following.

Exercise 2.7 Suppose that p = 0 or p ≥ g+2
2 . The non-zero Betti numbers

b•,1(Tg) are computed as follows:

bi,1(Tg) = i ·
(
g − 2
i + 1

)
− (g − 1− i) ·

(
g − 2
i − 2

)
for i = 1, · · · ,

⌊
g − 2
2

⌋
.
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In characteristic p = 2 we have seen how to compute the Betti numbers of Tg in
Sect. 2.1.3. In other small characteristics, these numbers are not known.

Problem 2.2 (Open) When 3 ≤ p ≤ g+1
2 , find a formula for the Betti numbers of

Tg .

2.2 Koszul Modules

Suppose that V is an n-dimensional k-vector space and fix a subspace K ⊆ ∧2 V

with dim(K) = m. We denote by S := Sym(V ) the symmetric algebra over V and
consider the Koszul complex resolving the residue field k:

· · · −→
3∧
V ⊗ S

δ3−→
2∧
V ⊗ S

δ2−→ V ⊗ S
δ1−→ S.

Truncating this complex to the last three terms, and restricting δ2 along the inclusion
ι : K ↪→ ∧2 V we obtain a 3-term complex

K ⊗ S
δ2|K⊗S

V ⊗S(1)
δ1

S(2).
(2.11)

The Koszul module associated to the pair (V,K) is the middle homology of the
complex (2.11). We make the convention that K is placed in degree zero, so that
W(V,K) is a graded S-module generated in degree zero. In particular, the degree q
component ofW(V,K) is given by

Wq(V,K) = middle homology of
(
K ⊗ Symq V −→ V ⊗ Symq+1 V −→ Symq+2 V

)

The formation of the Koszul moduleW(V,K) is natural in the following sense.
An inclusionK ⊆ K ′ induces a surjective morphism of graded S-modules

W(V,K) ! W(V,K ′), (2.12)

that is, bigger subspaces K ⊆ ∧2 V correspond to smaller Koszul modules. For
instance, we have that W(V,K) = 0 if and only if K = ∧2 V . We’ll be interested
more generally in studying Koszul modules of finite length, that is, those that satisfy
Wq(V,K) = 0 for q 4 0. SinceW(V,K) is generated in degree zero, the vanishing
Wq(V,K) = 0 for some q ≥ 0 implies thatWq ′(V,K) = 0 for all q ′ ≥ q .
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We write ι∨ : ∧2 V ∨ ! K∨ for the dual to the inclusion ι, let K⊥ := ker(ι∨) ⊆∧2 V ∨ and define the resonance variety R(V,K) by

R(V,K) :=
{
a ∈ V ∨ : there exists b ∈ V ∨ such that a ∧ b ∈ K⊥ \ {0}

}
∪ {0}.
(2.13)

The following result is proved in [13, Lemma 2.4].

Lemma 2.1 The resonance variety R(V,K) coincides with the set-theoretic sup-
port ofW(V,K) in the affine space V ∨.

Proof We let P = PV ∨ denote the projective space of one dimensional subspaces of
V ∨, and consider theKoszul sheafW(V,K), defined by considering the complex
of sheaves associated to (2.11):W(V,K) is the middle homology of

K ⊗ OP −→ V ⊗ OP(1) −→ OP(2).

Since W(V,K) is a graded module, its set-theoretic support is the affine cone over
the support ofW(V,K).

If we write 5 = 51
P for the sheaf of differential forms, then the Euler sequence

0 V ⊗OP(−1) OP 0
(2.14)

yields the identification ker(V ⊗ OP(1) −→ OP(2)) = 5(2), so that

W(V,K) = coker(K ⊗ OP −→ 5(2)).

It follows that the support ofW(V,K) is the locus where the mapK⊗OP −→ 5(2)
fails to be surjective. By Nakayama’s lemma, this is a condition that can be checked
on fibers.

Consider a point p = [f ] ∈ P, where 0 /= f ∈ V ∨. The restriction of (2.14) to
the fiber at p is identified with

0 ker(f ) V
f

k 0 , (2.15)

so the restriction of the map K ⊗ OP −→ 5(2) to the fiber at p is given by the
contraction by f mapK −→ ker(f ). It follows that p is in the support ofW(V,K)

if and only if the corresponding sequence

K V
f

k

fails to be exact. This is equivalent to the failure of exactness of the dual sequence

k
·f−→ V ∨ ∧f−→ K∨, (2.16)
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where the second map is the composition V ∨ ∧f−→ ∧2 V ∨ ! K∨. It follows that a
cycle in (2.16) is an element g ∈ V ∨ with g ∧ f ∈ K⊥, and g gives a non-trivial
homology class if and only if g is not a multiple of f , that is, if g ∧ f /= 0. Using
(2.13) the existence of such g is equivalent to the fact that f ∈ R(V,K), which
concludes our proof. $%

It follows from Lemma 2.1 thatW(V,K) has finite length if and onlyR(V,K) =
{0}. In view of (2.13), this last condition is equivalent to the fact that the linear
subspace PK⊥ ⊆ P(

∧2 V ∨) is disjoint from the Grassmann variety (of 2-planes in
V ∨)

G := Gr2(V ∨)

in its Plücker embedding. This can happen only when

m = codim(PK⊥) > dim(G) = 2n− 4.

Summarizing, we have the following equivalences:

PK⊥ ∩G = ∅ ⇐⇒ R(V,K) = {0}⇐⇒ dimkW(V,K) <∞. (2.17)

Moreover, if the equivalent statements in (2.17) hold, then m ≥ 2n − 3. The
following theorem gives a sharp vanishing result for the graded components of a
Koszul module with vanishing resonance [2, Theorem 1.3].

Theorem 2.2 Suppose that n ≥ 3. If char(k) = 0 or char(k) ≥ n−2, then we have
the equivalence

R(V,K) = {0}⇐⇒ Wq(V,K) = 0 for q ≥ n− 3. (2.18)

Exercise 2.8 Check Theorem 2.2 in the case when n = 3.

Exercise 2.9 Show that if R(V,K) = {0} then there exists a subspace K ′ ⊆ K

with dim(K ′) = 2n − 3 such that R(V,K ′) = {0}. Conclude that the implication
“>⇒” in (2.18) reduces to the case when dim(K) = 2n− 3.

Proof of Theorem 2.2 The implication “⇐>” follows from (2.17). To prove “>⇒”,
we assume that (V,K) is such that R(V,K) = {0} and dim(K) = 2n − 3. With
notation as in the proof of Lemma 2.1, it follows that the natural map α : K⊗OP −→
5(2) is surjective, and therefore it gives rise to an exact Buchsbaum–Rim complex
B• = BR•(α) with

B0 = 5(2), B1 = K ⊗ OP,
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Br =
n+r−2∧

K ⊗ det
(
5∨(−2))⊗ Dr−2 (

5∨(−2))

=
n+r−2∧

K ⊗ O(−n− 2r + 6)⊗ Dr−2(5∨) for r = 2, · · · , n− 1.

The condition Wn−3(V,K) = 0 is equivalent to the fact that after twisting by
OP(n− 3), the induced map on global sections

H 0(P,B1(n− 3)) −→ H 0(P,B0(n− 3)) (2.19)

is surjective. Since B•(n − 3) is an exact complex, its hypercohomology groups
are all zero. Using the hypercohomology spectral sequence, in order to prove the
surjectivity of (2.19) it suffices to check that the sheaves Br (n − 3) have no
cohomology (in fact, it is enough thatHr−1(P,Br (n−3)) = 0) for r = 2, · · · , n−1.
Since 0 ≤ r − 2 ≤ n − 3, it follows from our hypothesis that p = char(k) satisfies
p = 0 or p > r − 2, thus Dr−2(5∨) = Symr−2(5∨). It follows that

Br (n− 3) =
n+r−2∧

K ⊗ Symr−2 (
5∨)⊗ O(−2r + 3), for r = 2, · · · , n − 1,

and it suffices to check that Symr−2(5∨)⊗O(−2r+3) has no non-zero cohomology
for r = 2, · · · , n−1. Dualizing the Euler sequence (2.14), taking symmetric powers,
and twisting by O(−2r + 3), we obtain a short exact sequence

0 −→ Symr−3(V ∨)⊗ O(−r) −→ Symr−2(V ∨)⊗ O(−r + 1)

−→ Symr−2(5∨)⊗ O(−2r + 3) −→ 0.

It is then enough to check that O(−r) and O(−r+1) have no non-zero cohomology
when r = 2, · · · , n − 1, which follows from the fact that −n < −r,−r + 1 < 0
and cohomology of line bundles on projective space vanishes in this range. $%
Remark 2.3 If you know about Castelnuovo-Mumford regularity, then you can
replace the spectral sequence argument in the proof above with the following (which
I learned from Rob Lazarsfeld). Dualizing the Euler sequence (2.14) we get that
5∨(−1) has a two-step resolution 0 −→ O(−1) −→ V ∨ ⊗ O. Since O is 0-
regular and O(−1) is 1-regular, we conclude that 5∨(−1) is 0-regular. A tensor
product of copies of 5∨(−1) will then also be 0-regular. Under our assumptions,
Dr−2 (

5∨) ⊗ O(−r + 2) = Dr−2 (
5∨(−1)

)
is a direct summand in a tensor

product of (r − 2) copies of 5∨(−1), so it is itself 0-regular. Since O(−i) is i-
regular for all i, it follows that Br (n − 3) is (r − 1)-regular for r ≥ 2. If we let
J = ker(B1(n− 3) −→ B0(n− 3)) it follows thatJ has a resolution B•≥2(n− 3),
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where the i-th term Bi+2(n− 3) is (i + 1)-regular. This implies that J is 1-regular,
so that H 1(P,J) = 0. From the long exact sequence

· · · −→ H 0(P,B1(n− 3)) −→ H 0(P,B0(n− 3)) −→ H 1(P,J) −→ · · ·

it follows that the map (2.19) is surjective, as desired.

Experimental evidence suggests that char(k) ≥ n − 2 is the precise hypothesis
necessary for (2.18) to hold. Similarly, the vanishing range q ≥ n− 3 is optimal, as
shown by the following [2, Theorem 1.4].

Theorem 2.3 Suppose char(k) = 0 or char(k) ≥ n − 2, and fix a subspace K ⊆∧2 V . If R(V,K) = {0}, then

dim Wq(V,K) ≤
(
n+ q − 1

q

)
(n− 2)(n− q − 3)

q + 2
for q = 0, . . . , n− 4.

Moreover, equality holds for all q if dim(K) = 2n− 3.

The table below records some of the values of dim Wq(V,K) in the case when
equality holds in Theorem 2.3.

q \n 4 5 6 7 8
0 1 3 6 10 15
1 − 5 16 35 64
2 − − 21 70 162
3 − − − 84 288
4 − − − − 330

(2.20)

Exercise 2.10 Find a formula for dim(K⊗Symq V ) and dim(Wq(V, 0)), and check
that if dim(K) = 2n− 3 then

dim(Wq(V, 0))− dim(K ⊗ Symq V ) =
(
n+ q − 1

q

)
(n− 2)(n− q − 3)

q + 2
.

Proof of Theorem 2.3 Using (2.12) and Exercise 2.9, we can reduce to the case
when dim(K) = 2n− 3. We have thatWq(V,K) is the cokernel of the natural map

βq : K ⊗ Symq V −→ Wq(V, 0).

When q = n− 3, the source and target have the same dimension. By Theorem 2.2,
Wn−3(V,K) = 0, so βn−3 is an isomorphism, and in particular it is injective. Since
β = ⊕

q βq : K ⊗ S −→ W(V, 0) is a map of S-modules, whose source is free, it
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follows that the injectivity of βn−3 implies that of βq for all q ≤ n− 3. This shows
that

dim(Wq(V,K)) = dim(W0(V,K))− dim(K ⊗ Symq V ) for q = 0, · · · , n− 3,

and the desired formula follows from Exercise 2.10. $%
Example 2.2 Examples computed with Macaulay2 [9] show that Theorem 2.2 may
fail in small characteristics. For instance, when n = 6 and char(k) = 3, there are
examples of Koszul modules with Hilbert function

q 0 1 2 3 4 5 · · ·
dimWq(V,K) 6 16 21 6 1 0 · · ·

We expect that finding the appropriate extensions of the previous results in small
characteristics is closely related to understanding the failure of the Borel–Weil–Bott
theorem in the said characteristics (see also [2, Section 2]).

2.3 Weyman Modules, Hermite Reciprocity, and the Syzygies
of Tg

In this section we introduce a natural class of examples of Koszul modules that
satisfy (in most characteristics) the hypotheses of Theorems 2.2 and 2.3. They
are called Weyman modules, following [4, Section 3.I.B], and via Hermite
reciprocity will provide a link with the Betti numbers of the tangential variety Tg .

2.3.1 Weyman Modules

We assume throughout this section that p = char(k) /= 2. Let U be a k-vector space
of dimension two, and fix a basis (1, x) so that Symd U can be identified with the
space of polynomials of degree at most d in x. With this choice of basis we identify
k : ∧2U via 1 7→ 1 ∧ x. The perfect pairing

U × U −→
2∧
U : k

gives rise to an identification U : U∨ which we will use freely. For instance
we will identify (Symd U)∨ : Dd U , instead of the more natural isomorphism
(Symd U)∨ : Dd(U∨) (see the Appendix). Recall that in characteristic zero (or
larger than d) we also have an isomorphism Dd U : Symd U , so that Symd U is
isomorphic to its dual!



46 C. Raicu

For d ≥ 0 we consider the map

ψ :
2∧
Symd U −→ Sym2d−2U,

ψ(xi ∧ xj ) = (i − j) · xi+j−1 for 0 ≤ i, j ≤ d.

(2.21)

Exercise 2.11 Show that ψ is surjective (under our assumption that char(k) /= 2).

Exercise 2.12 Check that the map ψ is SL(U)-equivariant, where SL(U) is the
group of linear automorphisms of U with determinant one. All the identifications
that we make in this section will be SL(U)-equivariant!

We define a pair (V,K) by setting V ∨ = Symd U and K⊥ = ker(ψ). It follows
that V = Dd U , and since ψ is surjective, we get

K∨ =
2∧
V ∨/K⊥ =

2∧
V ∨/ ker(ψ) : Im(ψ) = Sym2d−2U,

so that K = D2d−2U . The Koszul module associated with this pair (V,K) is
denoted

W(d) := W(Dd U,D2d−2U),

and is called a Weyman module. We next show that in most characteristics,
Weyman modules satisfy the hypotheses of Theorems 2.2 and 2.3.

Lemma 2.2 Let p = char(k). If p = 0 or p ≥ n, then W(n−1) has vanishing
resonance (and therefore it has finite length).

Proof By (2.13), the vanishing of resonance is equivalent to the condition that
ker(ψ) contains no non-zero decomposable form f1 ∧f2. Suppose by contradiction
that ker(ψ) contains a non-zero decomposable form f1 ∧ f2, and that p = 0 or
p ≥ n. By rescaling f1 ∧ f2, we may assume that f1, f2 are monic polynomials in
x, say

f1 = xr + br−1xr−1 + · · · + b0, f2 = xs + cs−1xs−1 + · · · + c0.

If r /= s, we may assume r > s and we get ψ(f1 ∧ f2) = (r − s)xr+s−1 + h(x),
where deg(h) < r + s − 1 and 0 < r − s ≤ n − 1. It follows that p cannot divide
r − s, hence ψ(f1 ∧ f2) /= 0, a contradiction. If r = s, then we can use the fact that
f1 ∧ f2 = f1 ∧ (f2 − f1) to reduce to the case r /= s. $%
Exercise 2.13 Check that if 3 ≤ p ≤ n− 1 thenW(n−1) has infinite length.

The relationship with the syzygies of Tg is given in the following theorem (see
[2, Theorem 1.7] and Sect. 2.3.4).
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Theorem 2.4 If char(k) /= 2, then for each i = 1, . . . , g − 3, we have a natural
identification

Bi,2(Tg) = W
(i+2)
g−3−i .

Example 2.3 Let g = 6 and suppose that char(k) = 0. Combining Theorem 2.4
with (2.20) we get that the Betti table of T6 is

0 1 2 3 4
0 1 − − − −
1 − 6 5 − −
2 − − 5 6 −
3 − − − − 1

Exercise 2.14 Using Theorems 2.3 and 2.4, write down the Betti table β(Tg) when
char(k) = 0 and g = 7, 8, 9 (compare with Exercise 2.7).

Based on Theorem 2.4, we can now finish the proof of Theorem 2.1.

Proof of Theorem 2.1—The Equivalence (2.9) The implication “⇐>” in (2.9)
was already discussed in Exercise 2.5. For the converse, we assume that
3 ≤ p ≤ g+1

2 , and using Theorem 2.4, we have to show that

W
(i+2)
g−3−i = 0 for i ≤ p − 3.

Let n = i + 3 and note that p ≥ n, so Lemma 2.2 applies to show that W(i+2) =
W(n−1) has finite length. We also have that p ≥ n − 2, so by Theorem 2.2 we
conclude thatW(n−1)

q = 0 for q ≥ n−3. Since g ≥ 2p−1 and i ≤ p−3, it follows
that if we let q = g − 3− i then q ≥ (2p − 1)− p = p − 1 ≥ n− 3. $%
Exercise 2.15 Prove the equivalence (2.8) using Theorem 2.4.

2.3.2 Hermite Reciprocity

Over the complex numbers, there are isomorphisms of SL2(C)-representations

Symd (Symi C2) : Symi (Symd C2) :
i∧
(Symd+i−1 C2), (2.22)

according to [8, Exercises 11.34, 11.35], which we refer to as versions of Her-
mite reciprocity. Since representations of SL2(C) are completely reducible, the
existence of such isomorphisms can be verified by a character calculation, that is,
by identifying the torus weights and their multiplicities inside each of the three
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representations. A more interesting problem is to write down explicit isomorphisms
between the representations in (2.22). Following [2, Section 3.4], we explain how
this can be done, and also extended to an arbitrary field (where complete reducibility
no longer holds, and certain symmetric power functors have to be replaced by
divided powers).

Let U denote a 2-dimensional k-vector space with basis (1, x) as before. We will
describe an explicit isomorphism

6i
d : Symd(Di U) −→

i∧
(Symd+i−1U). (2.23)

Exercise 2.16

(a) Let V be an SL(U)-representation of dimension N . After choosing an isomor-
phism k : ∧N V , show that for each r = 0, · · · , N there exists isomorphisms

r∧
V :

N−r∧
V ∨.

(b) Use part (a) and the existence of6i
d to produce a chain of isomorphisms

Symd (Di U) ∼=
d∧
(Symd+i−1U)∨ ∼= (Symi (Dd U))∨

∼= Di (Symd(U∨)) ∼= Di (Symd U).

The divided power Di U has a basis consisting of elements x(t), 0 ≤ t ≤ i, from
which we construct a basis for Symd (Di U) consisting of elements

eµ(x) = x(µ1) · x(µ2) · · · x(µd) (2.24)

where µ = (µ1 ≥ · · · ≥ µd) is a partition with µ1 ≤ i and with at most d parts.
Similarly,

∧i (Symd+i−1U) has a basis consisting of elements

sλ(x) := xλ1+i−1 ∧ xλ2+i−2 ∧ · · · ∧ xλi (2.25)

where λ = (λ1 ≥ · · · ≥ λi ) consists of partitions with λ1 ≤ d and with at most i
parts.

Consider the polynomial ring k[z1, · · · , zi ], and the subring consisting of
symmetric polynomials. Examples of such are the elementary symmetric
polynomials

er (z1, · · · , zi ) =
∑

j1<···<jr

zj1 · · · zjr ,
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which in turn can be used to define

eµ(z1, · · · , zi ) = eµ1(z1, · · · , zi) · · · eµd (z1, · · · , zi )

for every partition µ = (µ1 ≥ · · · ≥ µd). Other important examples are the Schur
polynomials

sλ(z1, . . . , zi) =
det(zλ!+i−k

k )1≤k,!≤i
det(zi−kk )1≤k,!≤i

,

defined for partitions λ = (λ1 ≥ · · · ≥ λi ). Using the basic theory of symmetric
functions, particularly [11, Section I.6], one can solve the following.

Exercise 2.17 Show that the k-vector space with basis

{eµ(z1, · · · , zi ) : i ≥ µ1 ≥ · · · ≥ µd}

coincides with the k-vector space with basis

{sλ(z1, · · · , zi ) : d ≥ λ1 ≥ · · · ≥ λi}.

If we let P i
d denote the vector space of symmetric polynomials in Exercise 2.17

then the isomorphism 6i
d in (2.23) is constructed by composing the k-linear

isomorphisms

Symd(Di U) −→ P i
d , eµ(x) 7→ eµ(z1, · · · , zi )

and

P i
d −→

i∧
(Symd+i−1U), sλ(z1, · · · , zi ) 7→ sλ(x).

Example 2.4 Let i = d = 2 (so that the partitions λ,µ vary over the same set). The
following table records the corresponding symmetric polynomials.

λ (0, 0) (1, 0) (2, 0) (1, 1) (2, 1) (2, 2)
eλ(z1, z2) 1 z1 + z2 z1z2 (z1 + z2)

2 z1z2(z1 + z2) (z1z2)
2

sλ(z1, z2) 1 z1 + z2 z21 + z1z2 + z22 z1z2 z1z2(z1 + z2) (z1z2)
2

The change of basis is given by e(2,0) = s(1,1), e(1,1) = s(2,0) + s(1,1), and eλ = sλ
for the remaining partitions. In particular, the map62

2 will satisfy

62
2(x

(2) · 1) = x2 ∧ x and 62
2(x

(1) · x(1)) = x3 ∧ 1+ x2 ∧ x.
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2.3.3 The Coordinate Independent Description of !g

Let U denote a 2-dimensional k-vector space as before, and let PU : P1 denote the
corresponding projective line. More precisely, if we let

A = Sym(U) = k⊕ U ⊕ Sym2U ⊕ · · ·

denote the symmetric algebra of U , then PU = Proj(A). If we choose a basis {x, y}
for U , then we get an identification A : k[x, y], but we will avoid doing so in this
section. The Veronese subalgebra

A(g) =
⊕

d≥0
Symdg U,

is naturally a quotient of the symmetric algebra S = Sym(Symg U), and this gives
rise to a closed embedding

0g : Proj(A(g)) ↪→ Proj(S) : Pg.

The syzygy modules of 0g can be described in a coordinate-free fashion (using the
Eagon–Northcott complex) by

Bi,1(0g) = Di−1 U ⊗
i+1∧

(Symg−1U) for i = 1, · · · , g − 1.

This description is more refined than the earlier calculation of Betti numbers, which
can be recovered by noting that dim(Di−1 U) = i and dim(Symg−1U) = g. What
is even more remarkable is that if we fix i and vary g, then it can be shown using
the explicit Hermite reciprocity of the previous section that

Bi =
⊕

g≥i+1

Bi,1(0g)

has the structure of a free module over Sym(Di U), namely

Bi = Di−1 U ⊗ Sym(Di U).

2.3.4 The Key Insight for the Proof of Theorem 2.4

The proof of Theorem 2.4 is quite involved (see [2, Section 5] for details), but the
key idea is to realize that, just as in the case of the syzygies of the rational normal
curve, if we fix i and let g vary, then

⊕

g≥i+3

Bi,2(Tg) (2.26)
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has the structure of a module over a polynomial ring, namely over Sym(Di+2 U).
This module is no longer free, and the main technical part of the work is to translate
via Hermite reciprocity the calculation of Bi,2(Tg), and show that the resulting
module from (2.26) is in fact the Weyman moduleW(i+2).

2.4 Syzygies of Curves

Let X be a non-singular projective curve of genus g, that is,

dimH 0(X,5X) = g.

We define the gonality of X to be the smallest degree of a map X −→ P1, so
that X : P1 if and only if gon(X) = 1. If gon(X) = 2 then we say that X is
hyperelliptic. If g ≥ 1 and we fix a basis ω1, · · · ,ωg of H 0(X,5X) then we can
define a morphism

φ : X −→ Pg−1, p 7→ [ω1(p) : · · · : ωg(p)],

and φ is a closed embedding if and only if X is not hyperelliptic. We call φ

the canonical map/embedding. When X is hyperelliptic, φ maps X onto the
rational normal curve 0g−1 via a degree two map. When φ is an embedding, we can
identifyX with its image φ(X), which we refer to as a canonical curve (we note
here that a canonical curve will have degree 2g − 2). An important problem in the
projective geometry of curves is the following (see [10, Section 5]):

Problem 2.3 Describe the defining equations, and the Betti tables of canonical
curves.

Example 2.5 When g = 3, a canonical curve is simply a quartic curve in P2, so the
Betti table is

0 1
0 1 −
1 − −
2 − −
3 − 1
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When g = 4, a canonical curve is a complete intersection of a quadric and a cubic
surface in P3, with Betti table

0 1 2
0 1 − −
1 − 1 −
2 − 1 −
3 − − 1

Theorem 2.5 (Petri [1, Section III.3]) If X is general of genus g ≥ 5 then the
ideal I (X) is generated by quadrics. The exceptions are the trigonal curves, and
those isomorphic with plane quintics (which have genus 6).

Example 2.6 When g = 5, the general canonical curves will have Betti table

0 1 2 3
0 1 − − −
1 − 3 − −
2 − − 3 −
3 − − − 1

while for the trigonal ones the Betti table is

0 1 2 3
0 1 − − −
1 − 3 2 −
2 − 2 3 −
3 − − − 1

Any canonical curve is Gorenstein, of Castelnuovo–Mumford regularity 3, and
Green’s Conjecture [10, Conjecture 5.1] predicts that the vanishing behavior of the
Betti numbers bi,j (X) characterizes a geometric invariant of X called the Clifford
index (for most curves, this is equal to gon(X)− 2, and for our discussion it is safe
to assume that this is the case—see for instance Example 2.6, where a general curve
of genus 5 has gonality 4).

Conjecture 2.1 (Generic Green [10, Conjecture 5.6]) IfX is a general curve over a
field of characteristic zero then

bi,2(X) = 0 if and only if i ≤ g − 3
2

. (2.27)

This conjecture was proved by Voisin [17, 18], and work of Schreyer [16] shows
that the natural extension to positive characteristic p may fail for p small (for
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instance when p = 2 and g = 7, or p = 3 and g = 9). The following conjecture
was proposed recently by Eisenbud and Schreyer [7, Conjecture 0.1].

Conjecture 2.2 Generic Green’s Conjecture holds in characteristic p ≥ g−1
2 .

The general strategy for proving Generic Green’s conjecture is to produce an
example of a curve X0 that satisfies (2.27), and then use the semicontinuity of the
Betti numbers, as follows [2, Theorem 1.2].

Theorem 2.6 Generic Green’s Conjecture holds over a field of characteristic p ≥
g+2
2 .

Proof (Sketch) Let X0 denote a general hyperplane section of Tg, so that

bi,j (X0) = bi,j (Tg) for all i, j. (2.28)

X0 is a rational g-cuspidal curve, so it has (arithmetic) genus g. It can be realized as
a limit of smooth curves of genus g, (Xt)t −→ X0. Using (2.28) and Theorem 2.1,
it follows that

bi,2(X0) = 0 for i ≤ g − 3
2

. (2.29)

Since Betti numbers are upper semicontinuous in families, it follows that bi,2(Xt ) =
0 for some (a general) t , so there is at least one smooth curve Xt satisfying the
Generic Green Conjecture. Again by semicontinuity, the same is true for a curve X
in a neighborhood of Xt in the (irreducible) moduli space of genus g curves. $%

Using Theorem 2.1 and (2.28), it follows that the vanishing (2.29) fails when
p ≤ g+1

2 , so the surface Tg can’t be used to prove Conjecture 2.2. Nevertheless, by
building a parallel theory of bi-graded Koszul modules, and replacing Tg with

a K3 carpet, in [14] it is shown that Conjecture 2.2 holds in fact for p ≥
⌊
g−1
2

⌋
.

Appendix

In this Appendix we record some basic facts about complexes and multilinear
algebra that are used in the chapter. For more details see [5, Appendix 2].

Symmetric vs Divided Powers

Let V denote a free module of finite rank over a ring k, and for d > 0 consider
the tensor power T dV := V⊗d = V ⊗ V ⊗ · · · ⊗ V with the natural action of
the symmetric group Sd by permuting the factors. The divided power Dd V is
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defined as the set of symmetric tensors in T dV , that is,

Dd V := {ω ∈ T dV : σ (ω) = ω for all σ ∈ Sd }.

If we consider the subspace of T dV defined by

8d := Span{σ (ω)− ω : σ ∈ Sd and ω ∈ T dV },

then the symmetric power Symd V is defined as the quotient Symd V :=
T dV/8d . If V has a basis (x1, . . . , xn), then Symd V identifies with the space of
homogeneous polynomials of degree d in x1, . . . , xn, and as such it has a basis of
monomials xa11 · · · xann , where a1 + · · · + an = d . To get a basis for DdV we first
consider the orbits

Oa1,...,an := Sd · x⊗a1
1 ⊗ x

⊗a2
2 ⊗ · · ·⊗ x⊗an

n

and for a1 + · · · + an = d consider the divided power monomials

x
(a1)
1 · · · x(an)n :=

∑

ω∈Oa1,...,an

ω.

They form a basis for Dd(V ), and in particular we have that dim(Symd V ) =
dim(Dd V ). By composing the inclusion of Dd V into T dV with the projection onto
Symd V we obtain a natural map

Dd V −→ Symd V, x
(a1)
1 · · · x(an)n 7→

(
d

a1, . . . , an

)
x
a1
1 · · · xann ,

where
(

d

a1, . . . , an

)
= d!

a1! · · · an!
.

(2.30)

This map is an isomorphism when the multinomial coefficients are invertible (for
instance, when k is a field with char(k) = 0 or char(k) > d). In general it is neither
injective, nor surjective. There is a naturalSn-invariant perfect pairing

T d(V )× T d(V ∨) −→ k, (2.31)

defined on pure tensors via

〈v1⊗· · ·⊗vd, f1⊗· · ·⊗fd 〉 = f1(v1)f2(v2) · · · fd(vd), where vi ∈ V and fj ∈ V ∨.

This induces a perfect pairing between Symd V and Dd(V ∨), giving a natural
identification

(Symd V )∨ ∼= Dd(V ∨).
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The construction of tensor, symmetric and divided powers is functorial, so it can
be applied to any locally free sheaf E on a variety X. It follows from the discussion
above that when char(k) > d we have Symd (E) : Dd (E), and the inclusion
Dd(E) ↪→ T d(E) is split. In arbitrary characteristic, we have (Symd E)∨ : Dd(E∨),
where E∨ = HomOX

(E,OX).

The Eagon–Northcott and Koszul Complexes

Suppose that F,G are free modules over a ring R, with rank(F ) = n, rank(G) =
m, n ≥ m, and consider an R-linear map α : F −→ G. The Eagon–Northcott
complex of the map α is denoted EN•(α), and its terms are given by

EN0(α) =
m∧

G, ENi (α) =
i+m−1∧

F ⊗ Di−1(G∨) for i = 1, · · · , n−m+ 1.

The differential di : ENi −→ ENi−1 is constructed as follows. The first map is
d1 =

∧m α, and for i ≥ 2, di is given by

i+m−1∧
F ⊗Di−1(G∨) −→

(
i+m−2∧

F ⊗ F

)

⊗ (Di−2(G∨)⊗G∨) −→
i+m−2∧

F ⊗Di−2(G∨),

where the first map is induced by the natural inclusions, and the second one is
induced by

α ∈ HomR(F,G) = F∨ ⊗G = HomR(F ⊗G∨, R).

If α is surjective then EN•(α) is an exact complex.
If we choose bases for F and G, then α is expressed by a m × n matrix, and∧m α is given by a one-row matrix whose entries are the m × m minors of α.

Writing Im(α) for the ideal they generate, it follows that coker(d1) : S/Im(α).
Suppose that R is a standard graded polynomial ring, that F,G are graded R-
modules, and that α is a degree preserving map and it is minimal (that is, it has
entries in the maximal homogeneous ideal). Under suitable genericity assumptions,
such as codim(Im(α)) = n−m+1, EN•(α) gives a minimal resolution of S/Im(α).

The complex obtained in the special case m = 1 is called a Koszul complex,
and is denoted K•(α). The condition that codim(Im(α)) = n − m + 1 is then
equivalent to the requirement that the entries of α form a regular sequence, which is
the familiar condition characterizing the exactness of the Koszul complex.

By functoriality, one can perform similar constructions in the relative setting,
whenF,G are replaced by locally free sheavesF,G on a varietyX. If α is surjective
then EN•(α) is an exact complex, as remarked in the absolute setting.
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The examples of interest for us are those coming from a rational normal curve,
respectively from a rational normal scroll. If R = S = k[z0, · · · , zg], m = 2,
n = g and α is given by the matrix Z in (2.2), then n − m + 1 = g − 1 is the
codimension of 0g in Pg, and the corresponding Eagon–Northcott complex gives a
minimal resolution of S/I2(α).

Exercise 2.18 Choose bases and write down explicitly the Eagon–Northcott com-
plex for the rational normal curves of degree g = 3 and g = 4.

For a1, · · · , ad ≥ 1, a rational normal scroll of type (a1, a2, · · · , ad) is
defined by the 2 × 2 minors of a matrix obtained by concatenating matrices of the
form (2.2) in different sets of variables:

A(a1, · · · , ad) =
(
x1,0 x1,1 · · · x1,a1−1 · · · · · · xd,0 xd,1 · · · xd,ad−1
x1,1 x1,2 · · · x1,a1 · · · · · · xd,1 xd,2 · · · xd,ad

)

The resulting scroll has dimension d and is a subvariety in Pa1+···+ad+d−1. Note
that the matrix A(a1, · · · , ad) gives a map between free modules of ranks n =
a1 + · · · + ad and m = 2, so n −m + 1 is precisely the codimension of the scroll,
and the Eagon–Northcott complex is again exact. The case of the rational normal
curve of degree g can be recovered by taking d = 1 and a1 = g.

Exercise 2.19 Verify that the columns of the matrices (2.6) (resp. (2.10)) can be
rearranged in such a way that they agree, after a relabelling, with scrollar matrices
A(a1, a2) (resp. A(a1, · · · , ap)).

The Buchsbaum–Rim Complex

We continue with the notation from the previous section. The Buchsbaum–Rim
complex associated with the map α : F −→ G is denoted BR•(α), and its terms are
given by

BR0(α) = G, BR1(α) = F,

BRi (α) =
i+m−1∧

F ⊗ det(G∨)⊗ Di−2(G∨) for i = 2, · · · , n−m+ 1.

The first differential is d1 = α, while the second one is obtained by composing

m+1∧
F ⊗

m∧
G∨ −→

(
m∧

F ⊗ F

)

⊗
m∧

G∨ −→ F
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where the first map is the natural inclusion, while the second one is induced by

m∧
α ∈ HomR

(
m∧

F,

m∧
G

)
= HomR

(
m∧

F ⊗
m∧

G∨, R

)
.

The higher differentials are defined in analogy with the ones for the Eagon–
Northcott complex. Just like in the case of the Eagon–Northcott complex, when
α is surjective the complex BR•(α) is exact. A similar statement holds if we replace
F,G by locally free sheaves.
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Chapter 3
Gröbner Degenerations

Matteo Varbaro

Abstract Wewill review the basics of Gröbner basis theory, with a special focus on
the deformation aspect. After this, we will give a self-contained proof of the recent
result achieved in (Conca and Varbaro, Invent. math. 221(3), 713–730 (2020)) that,
if a homogeneous polynomial ideal admits a squarefree monomial initial ideal, then
the local cohomology modules of the original ideal and those of such initial ideal
have the same Hilbert functions.

3.1 Gröbner Bases for Beginners

In this section we will review the basics of Gröbner basis theory, up to a description
of the Buchberger algorithm.What we develop here is just enough for our purposes,
for a more extensive exposition see the chapter on Gröbner bases of Eisenbud’s book
[8].

3.1.1 Notation and Basic Definitions

Throughout this chapter the symbol N denotes the set {0, 1, 2, . . .}; we fix a base
field K and the polynomial ring R = K[X1, . . . , Xn] in n variables over K . We
provideR with a graded structure by putting deg(Xi) = gi , where g = (g1, . . . , gn)

is a vector of positive integers. Note that in this way m := (X1, . . . , Xn) is the
unique homogeneous maximal ideal of R. When we speak of homogeneous ideals
of R or of graded R-modules we mean with respect to such grading: if we want to
consider the standard grading in which all variables have degree 1 we will say it
explicitly.
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A monomial of R is an element Xu := X
u1
1 · · ·Xun

n ∈ R, where u =
(u1, . . . , un) ∈ Nn, and the set of monomials of R is denoted by Mon(R). A term of
R is an element of the form aµ ∈ R where a ∈ K and µ is a monomial. Notice that
every f ∈ R can be written as a sum of terms: there exists a unique (finite) subset
supp(f ) ⊂ Mon(R) such that

f =
∑

µ∈supp(f )
aµµ, aµ ∈ K \ {0}.

In the above representation, the only lack of uniqueness amounts to the order of the
terms.

Definition 3.1 A monomial order on R is a total order< on Mon(R) such that:

1. 1 ≤ µ for every µ ∈ Mon(R);
2. If µ1, µ2, ν ∈ Mon(R) are such that µ1 ≤ µ2, then µ1ν ≤ µ2ν.

Remark 3.1 If < is a monomial order on R and µ, ν are monomials such that µ|ν,
then µ ≤ ν: indeed 1 ≤ ν/µ, so µ = 1 · µ ≤ (ν/µ) · µ = ν. Therefore,
a monomial order on R is a total order extending the partial order on Mon(R)
given by divisibility. On the other hand, as soon as n ≥ 2, it is easy to find total
orders extending the divisibility order which fail to be monomial orders. We will
have several opportunities to convince ourselves that the more restrictive notion of
monomial order is necessary to develop the theory of Gröbner bases.

Example 3.1 Typical examples of monomial orders are the following: given two
monomials µ = X

u1
1 · · ·Xun

n and ν = X
v1
1 · · ·Xvn

n we define

• The lexicographic order (Lex) by µ <Lex ν if uk < vk for some k and ui = vi
for any i < k.

• The degree lexicographic order (DegLex) by µ <DegLex ν if deg(µ) < deg(ν)
or deg(µ) = deg(ν) and µ <Lex ν.

• The (degree) reverse lexicographic order (RevLex) by µ <RevLex ν if deg(µ) <
deg(ν) or deg(µ) = deg(ν) and uk > vk for some k and ui = vi for any i > k.

Example 3.2 InK[X,Y,Z], assuming thatX > Y > Z and the grading is standard,
we have X2 >Lex XZ >Lex Y

2, while X2 >RevLex Y
2 >RevLex XZ.

The fact that monomial orders extend the divisibility order implies the following
important property:

Proposition 3.1 A monomial order on R = K[X1, . . . , Xn] is a well-order on
Mon(R); that is, any nonempty subset of Mon(R) has a minimum. Equivalently,
all descending chains of monomials in R terminate.

Proof Let ∅ /= N ⊂ Mon(R), and I ⊂ R be the ideal generated by N . By the
Hilbert basis theorem, I is generated by a finite number of monomials ofN . Since a
monomial order refines divisibility, the minimum of such finitely many monomials
is also the minimum of N . $%
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3.1.2 Gröbner Bases

From now on, we fix a monomial order < on R = K[X1, . . . , Xn], so that every
polynomial 0 /= f ∈ R can be written uniquely as

f = a1µ1 + . . .+ akµk

with ai ∈ K \ {0}, µi ∈ Mon(R) and µ1 > µ2 > . . . > µk .

Definition 3.2 The initial monomial of f is in<(f ) = µ1. Furthermore, its initial
coefficient is inic<(f ) = a1 and its initial term is init<(f ) = a1µ1.

Remark 3.2 When no confusion can arise, we will suppress the subscript “<” in the
above definition.

For f, g ∈ R \ {0} we have the following relations:
• inic(f )in(f ) = init(f ).
• in(fg) = in(f )in(g).
• in(f + g) ≤ max{in(f ), in(g)}.
Example 3.3 If f = X1 + X2X4 + X2

3, assuming that the grading is standard we
have:

• in(f ) = X1 with respect to Lex.
• in(f ) = X2X4 with respect to DegLex.
• in(f ) = X2

3 with respect to RevLex.

Example 3.4 If f = X2 +XY + Y 2 ∈ K[X,Y ] then, for any monomial order, we
have:

• in(f ) = X2 if X > Y .
• in(f ) = Y 2 if Y > X.

In particular,XY /= in(f ) whatever the monomial order is.

What happened in the above example can be seen more clearly via of the Newton
polytope:

Definition 3.3 If 0 /= f ∈ R = K[X1, . . . , Xn], the Newton polytope of f is the
convex hull of {u : Xu ∈ supp(f )} ⊂ Rn, and is denoted by NP(f ) ⊂ Rn.

We will see later that, for a given nonzero polynomialf ∈ R, the exponent vector
of in(f ) must be a vertex of NP(f ). In Example 3.4 we have NP(f ) = {(x, y) ∈
R2 : x + y = 2, x ≥ 0} ⊂ R2, and obviously the exponent vector of XY , namely
(1, 1), is not a vertex of NP(f ).
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Definition 3.4 If I is an ideal of R = K[X1, . . . , Xn], then the monomial ideal
in<(I) ⊂ R generated by {in<(f ) : f ∈ I } ⊂ R is named the initial ideal of I .

Remark 3.3 When no confusion can arise, we will suppress the subscript “<” in the
above definition.

In the above definition notice that the K-vector space generated by {in(f ) : f ∈
I } ⊂ R is already an ideal of R, so one may also define in(I ) ⊂ R as the K-vector
space generated by {in(f ) : f ∈ I } ⊂ R.

Definition 3.5 Polynomials f1, . . . , fm of an ideal I ⊂ R = K[X1, . . . , Xn] form
a Gröbner basis of I if in(I ) = (in(f1), . . . , in(fm)).

Example 3.5 Consider the ideal I = (f1, f2) of K[X,Y,Z], where f1 = X2 − Y 2

and f2 = XZ−Y 2, and assume that the grading is standard. For Lex withX > Y >

Z the polynomials f1, f2 are not a Gröbner basis of I , since XY 2 = in(Zf1 −Xf2)

is a monomial of in(I ) which is not in (in(f1), in(f2)) = (X2,XZ). For RevLex
with X > Y > Z, one can show that in(I ) = (X2, Y 2), so f1 and f2 are a Gröbner
basis of I in this case.

Remark 3.4 The Noetherianity of R implies that any ideal ofR has a finite Gröbner
basis.

3.1.3 The Buchberger Algorithm

There is a way to compute a Gröbner basis of an ideal I starting from a system of
generators of I , namely the Buchberger algorithm; such algorithm also checks if the
given system of generators is already a Gröbner basis. To describe the Buchberger
algorithm we need to introduce the following concept:

Definition 3.6 Let f1, . . . , fm ∈ R = K[X1, . . . , Xn]. A polynomial r ∈ R is a
reduction of g ∈ R modulo f1, . . . , fm if there exist q1, . . . , qm ∈ R satisfying:

• g = q1f1 + . . .+ qmfm + r;
• If qi /= 0, in(qifi) ≤ in(g) for all i = 1, . . . ,m;
• For all i = 1, . . . ,m, in(fi) does not divide µ ∀ µ ∈ supp(r).

Lemma 3.1 Let f1, . . . , fm ∈ R = K[X1, . . . , Xn]. Every polynomial g ∈ R

admits a reduction modulo f1, . . . , fm.

Proof Let J = (in(f1), . . . , in(fm)). We start with r = g and apply the reduction
algorithm:

1. If supp(r) ∩ J = ∅, we are done: r is the desired reduction.
2. Otherwise choose µ ∈ supp(r) ∩ J and let b ∈ K be the coefficient of µ in r .

Choose i such that in(fi) | µ and set r ′ = r − aνfi where ν = µ/in(fi) and
a = b/inic(fi). Then replace r by r ′ and go to 1.
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This algorithm terminates after finitely many steps since it replaces the monomial µ
by a linear combination of monomials that are smaller in the monomial order, and
all descending chains of monomials in R terminate. We obtain the “quotients” qi by
accumulating the terms aνfi that arise in step 2. It is easy to check that they satisfy
the conditions of Definition 3.6. $%
Example 3.6 Once again, we take R = K[X,Y,Z], f1 = X2−Y 2 and f2 = XZ−
Y 2, and we consider Lex with X > Y > Z. Set g = X2Z. Then g = Zf1 + Y 2Z,
but g = Xf2 + XY 2 as well. Both these equations yield reductions of g, namely
XY 2 and Y 2Z. Thus a polynomial can have several reductions modulo f1, f2.

As it turns out, the reduction of g ∈ R modulo f1, . . . , fm is unique when
f1, . . . , fm is a Gröbner basis.

Proposition 3.2 Let I be an ideal of R = K[X1, . . . , Xn], f1, . . . , fm ∈ I and
J = (in(f1), . . . , in(fm)). Then the following are equivalent:

1. f1, . . . , fm form a Gröbner basis of I ;
2. every g ∈ I reduces to 0 modulo f1, . . . , fm;
3. the monomials not in J are linearly independent modulo I .

If the equivalent conditions above hold, then:

4. Every element of R has a unique reduction modulo f1, . . . , fm. Furthermore,
such a reduction depends only on I and the monomial order, but not on the chosen
Gröbner basis f1, . . . , fm of I .

Proof

1⇒3 Assume that 3 is false. Then there exists a polynomial r ∈ I which is a
nonzero linear combination of monomials µ /∈ J . On the other hand, in(r) is
divisible by in(fi) for some i since f1, . . . , fm are a Gröbner basis. This is a
contradiction.

3⇒2 Let r be a reduction of g ∈ I modulo f1, . . . , fm. Then r ∈ I as well, so r

vanishes modulo I . Being a linear combination of monomials µ /∈ J , which
are linearly independent modulo I by assumption, it must be r = 0.

2⇒1 Let g ∈ I , g /= 0. If g reduces to 0, then we have

g = q1f1 + · · · + qmfm

such that, if qi /= 0, in(qifi) ≤ in(g) for all i. But the monomial in(g)
must appear on the right hand side as well, and this is only possible if
in(g) = in(qifi) = in(qi)in(fi) for at least one i. In other words, in(g)
must be divisible by in(fi) for some i. Hence in(I ) = J .

3⇒4 Let r1, r2 be reductions of g ∈ R. Then, on the one hand, r1 − r2 ∈ I , and,
on the other hand, r1 − r2 is a linear combination of monomials µ /∈ J . By
3 we must have r1 = r2. Finally observe that, since J = in(I ), the proof of
uniqueness above does not depend on f1, . . . , fm.

$%
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As a corollary we get that a Gröbner basis of an ideal I ⊂ R generates I . The
following two further corollaries will be useful later.

Corollary 3.1 Let I ⊂ R = K[X1, . . . , Xn] be an ideal and <1,<2 monomial
orders of R. If in<1(I ) ⊂ in<2(I ), then in<1(I ) = in<2(I ).

Proof By Proposition 3.2, the setsAi of monomials ofR not in in<i (I) is aK-bases
of R/I for each i = 1, 2. Since A1 ⊃ A2, we must have A1 = A2. $%
Corollary 3.2 Let I1, I2 ⊂ R = K[X1, . . . , Xn] be ideals and< a monomial order
of R. If I1 ⊂ I2 and in<(I1) = in<(I2), then I1 = I2.

Proof By Proposition 3.2, the set A of monomials of R not in in<(I1) = in<(I2)
are K-bases of R/Ii for each i = 1, 2. Since I1 ⊂ I2, we must have I1 = I2. $%
Definition 3.7 The S-polynomial of two polynomials f, g ∈ R is defined as

S(f, g) = lcm(in(f ), in(g))
init(f )

f − lcm(in(f ), in(g))
init(g)

g

We are ready to show the Buchberger algorithm.

Proposition 3.3 Let f1, . . . , fm ∈ R = K[X1, . . . , Xn] and I = (f1, . . . , fm).
Then the following are equivalent:

1. f1, . . . , fm form a Gröbner basis of I .
2. For all 1 ≤ i < j ≤ m, S(fi, fj ) reduces to 0 modulo f1, . . . , fm.

Proof

1⇒2 It follows by Proposition 3.2 since S(fi, fj ) ∈ I .
2⇒1 We need to show that every g ∈ I reduces to 0 modulo the fk’s. Since g ∈ I ,

we have

g = a1f1 + . . .+ amfm

for some ak ∈ R. Among such representations, we can choose one minimiz-
ing µ := max{in(aifi) : i = 1, . . . ,m} and, among these, one minimizing
the cardinality of the set {i = 1, . . . ,m|in(aifi) = µ}; let us denote such a
minimum by s. By contradiction, suppose that µ > in(g). In this case s ≥ 2,
so there exist i < j such that in(aifi) = in(ajfj ) = µ. Set c := inic(aifi)
and notice that µ = ν · αij , where αij := lcm(in(fi), in(fj )), for some
ν ∈ Mon(R). Let

S(fi , fj ) = q1f1 + . . .+ qmfm
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the reduction of S(fi, fj ) (so that, for all k, in(qkfk) ≤ in(S(fi , fj )) < αij ).
From this we get a representation g = a′1f1 + . . .+ a′mfm where

• a′i = ai −
cναij

init(fi)
+ cνqi ;

• a′j = aj +
cναij

init(fj )
+ cνqj ;

• a′k = ak + cνqk for i /= k /= j ,

contradicting the minimality of µ and s.
$%

3.2 Initial Ideals with Respect to Weights

Fix w = (w1, . . . , wn) ∈ Nn a weight vector. If µ = Xu ∈ Mon(R) with u =
(u1, . . . , un) then we set

w(µ) := w1u1 + . . .+wnun.

If 0 /= f ∈ R = K[X1, . . . , Xn] we set w(f ) := max{w(µ) : µ ∈ supp(f )}
and

initw(f ) =
∑

w(µ)=w(f )

aµµ,

where f = ∑
µ∈supp(f ) aµµ (of course we are putting aµ = 0 if µ /∈ supp(f )).

Example 3.7 If w = (2, 1) and f = X3+2X2Y 2−Y 5 ∈ Q[X,Y ] then initw(f ) =
X3 + 2X2Y 2.

Given an ideal I ⊂ R we set inw(I) ⊂ R to be the ideal generated by {initw(f ) :
f ∈ I }. Since inw(f )inw(g) = inw(fg) for any f, g ∈ R \ {0}, inw(I) can also be
defined as the additive group generated by {initw(f ) : f ∈ I } ⊂ R.

3.2.1 Weights and Monomial Orders

The passage from an ideal I to inw(I) can be seen as a “continuous” degenerative
process. Before explaining this, we will see that initial ideals with respect to weights
are more general than initial ideals with respect to monomial orders. Precisely, we
will show that, fixed a monomial order < on R and an ideal I ⊂ R, we can always
find a suitable w ∈ (N \ {0})n such that inw(I) = in<(I).
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Example 3.8 Let us find a weight vector w = (a, b, c) ∈ (N \ {0})3 that picks
the largest monomial in every subset of monomials of degree ≤ d in K[X,Y,Z]
(with respect to the standard grading) for the lexicographic order determined by
X > Y > Z. We choose c = 1. Since Y > Zd and w(Zd) = d , we choose
b = d + 1. Since X > Yd and w(Y d) = d(d + 1), we choose a = d(d + 1)+ 1. It
is not hard to check that w = (d(d + 1)+ 1, d + 1, 1) indeed solves our problem.

With this choice, if I ⊂ K[X,Y,Z] is an ideal admitting a Gröbner basis of
polynomials of degree at most d , then in(I ) = inw(I).

The last paragraph of the above example will be formalized in the next lemma.
Given w ∈ Nn and a monomial order <, we define another monomial order on
R = K[X1, . . . , Xn] by

µ<wν ⇐⇒ w(µ) < w(ν) or
w(µ) = w(ν) and µ < ν

.

Lemma 3.2 For an ideal I ⊂ R = K[X1, . . . , Xn], if inw(I) ⊂ in<(I) or
inw(I) ⊃ in<(I), then inw(I) = in<(I).

Proof By applying in<(−) on both sides of the inclusion inw(I) ⊃ in<(I) we get

in<w(I) = in<(inw(I)) ⊃ in<(in<(I)) = in<(I).

So the equality in<(inw(I)) = in<(in<(I)) must hold by Corollary 3.1, and since
inw(I) ⊃ in<(I) we must have inw(I) = in<(I) by Corollary 3.2.

The case in which inw(I) ⊂ in<(I) is analogous. $%
The next lemma explains why the initial monomial of a nonzero polynomial

f ∈ R must correspond to a vertex of the Newton polytope NP(f ) ⊂ Rn.

Lemma 3.3 Let P ⊂ Rn be the convex hull of some vectors u1, . . . ,um ∈
Nn. For a given monomial order < on R = K[X1, . . . , Xn] we have Xu ≤
max{Xu1, . . . ,Xum} for any u ∈ P ∩ Nn.

Proof If u ∈ P ∩Nn, then u = ∑m
i=1 λiu

i with λi ∈ Q≥0 and
∑m

i=1 λi = 1 (for the
reason why the λi ’s can be taken rational see, for example, [3, Proposition 1.70]). If
λi = ai/bi with ai ∈ N, bi ∈ N\{0} then, setting b := b1 · · · bm and a′i := ai(b/bi),
we have

bu =
m∑

i=1

a′iu
i.

If, by contradiction, Xu > Xui for all i = 1, . . . ,m, since b = ∑m
i=1 a

′
i we would

have

(Xu)b > (Xu1)a
′
1 · · · (Xum)a

′
m
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but this contradicts the fact that these two monomials are the same. $%
Proposition 3.4 Given a monomial order < on R = K[X1, . . . , Xn] and µi, νi ∈
Mon(R) such that µi > νi for i = 1, . . . , k, there exists w ∈ (N \ {0})n such that
w(µi) > w(νi ) ∀ i = 1, . . . , k. Consequently, given an ideal I ⊂ R there exists
w ∈ (N \ {0})n such that in<(I) = inw(I).

Proof Notice that, for all i = 1, . . . , k,

• µi > νi ⇐⇒
∏

j µj > νi
∏

j /=i µj ;
• w(µi) > w(νi ) ⇐⇒ w(

∏
j µj ) > w(νi

∏
j /=i µj ),

so, without loss of generality, we can assume that µi is the same monomialµ for all
i = 1, . . . , k.

If µ = Xu and νi = Xvi , consider the cone C = u + (R≥0)n ⊂ Rn and the
convex hull P ⊂ Rn of {u, v1, . . . , vk}. We claim that C ∩ P = {u}. Suppose that
v ∈ C ∩ P . It is harmless to assume that v ∈ Qn, so that there is N ∈ N big enough
such that Nv ∈ Nn. Let ν = XNv. Since v ∈ C, ν is divided by µN = XNu,
so ν ≥ µN . On the other hand, v ∈ P ⇒ Nv ∈ NP = {Nz : z ∈ P }, so by
Lemma 3.3 we have ν ≤ max{XNu,XNvi : i = 1, . . . , k} = XNu, hence ν = µN .
That is: v = u.

Therefore there is a hyperplane passing through u separating C and P (for this
see, for example, [3, Theorem 1.32]), that is there is w ∈ (Rn)∗ such that

w(v) > w(u) > w(vi)

for all v ∈ C \ {u} and i = 1, . . . , k. Thinking of w as a real vector w =
(w1, . . . , wn), it is harmless to assume wj ∈ Q for all j ; furthermore the first
inequalities yield wj > 0 for all j = 1, . . . , n. Hence, after taking a suitable
multiple, we can assume that w ∈ (N \ {0})n is our desired weight vector.

For the last part of the statement, let f1, . . . , fm be a Gröbner basis of I . By the
first part, there is w ∈ (N \ {0})n such that w(µ) > w(ν) where µ = in(fi) and
ν ∈ supp(fi)\{µ} for all i = 1, . . . ,m. So in<(I) ⊂ inw(I), hence in<(I) = inw(I)
by Lemma 3.2. $%

3.2.2 Degeneration to the Initial Ideal

Let us extend R = K[X1, . . . , Xn] to P := R[t] by introducing a homogenizing
variable t . The w-homogenization of f = ∑

µ∈supp(f ) aµµ ∈ R is

homw(f ) :=
∑

µ∈supp(f )
aµµt

w(f )−w(µ) ∈ P.



68 M. Varbaro

Example 3.9 Let f = X2 − XY + Z2 ∈ K[X,Y,Z]. We have:

• homw(f ) = X2 −XY + Z2t2 if w = (2, 2, 1).
• homw(f ) = X2 −XY t2 + Z2t6 if w = (4, 2, 1).

Given an ideal I ⊂ R, homw(I) ⊂ P denotes the ideal generated by homw(f )

with f ∈ I . Once again, homw(I) can be defined as the additive group generated by
homw(f ) with f ∈ I . For its study, we extend the weight vector w to w′ on P by
w′i = wi for all i ≤ n and w′n+1 = 1, so that homw(I) is a w′-homogeneous ideal
of P , where the grading is deg(Xi) = wi and deg(t) = 1. Since P/ homw(I) is a
w′-graded P -module, it is also a graded K[t]-module with respect to the standard
grading on K[t]. So t − a is not a zero-divisor on P/ homw(I) for any a ∈ K \ {0}.
We want to show that t is not a zero-divisor on P/ homw(I) as well, and in order to
do so it is useful to introduce the dehomogenization map:

π : P −→ R

F(X1, . . . , Xn, t) 7→ F(X1, . . . , Xn, 1).

Remark 3.5 We want to highlight the following easy facts:

1. π(homw(f )) = f ∀ f ∈ R. So, π(homw(I)) = I .
2. If F ∈ P \ tP is w′-homogeneous, then homw(π(F )) = F ; moreover, if r ∈ N

and G = trF , homw(π(G))tr = G.

Summarizing, for any F ∈ P we have F ∈ homw(I) ⇐⇒ π(F ) ∈ I .

Proposition 3.5 Given an ideal I of R, the element t − a ∈ K[t] is not a zero
divisor on P/ homw(I) for every a ∈ K . Furthermore:

• P/
(
homw(I)+ (t)

) ∼= R/inw(I).
• P/

(
homw(I)+ (t − a)

) ∼= R/I for all a ∈ K \ {0}.
Proof The first assertion needs to be proved just for a = 0. Let F ∈ P such
that tF ∈ homw(I). Using Remark 3.5 we infer that π(tF ) ∈ I and so, since
π(F ) = π(tF ), F ∈ homw(I).

For P/(homw(I)+ (t)) ∼= R/inw(I) it is enough to check that homw(I)+ (t) =
inw(I) + (t). This is easily seen since for every f ∈ R the difference homw(f ) −
initw(f ) is divisible by t .

Finally, to prove that P/(homw(I)+ (t − a)) ∼= R/I for every a ∈ K \ {0}, we
consider the graded isomorphism ψ : R → R induced by ψ(Xi) = a−wiXi . Of
course ψ(µ) = a−w(µ)µ ∀ µ ∈ Mon(R) and homw(f ) − aw(f )ψ(f ) is divisible
by t − a for all f ∈ R. So homw(I)+ (t − a) = ψ(I)+ (t − a), which implies the
desired isomorphism. $%
Remark 3.6 Since a module over a principal ideal domain is flat if and only if it has
no torsion (for example, this follows by [14, Theorem 7.7]), the proposition above
says that P/ homw(I) is a flat K[t]-module, and that it defines a flat family over
K[t] with generic fibre R/I and special fibre R/inw(I).
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3.2.2.1 Semicontinuity

Lemma 3.4 Let A be a ring, M,N A-modules and a ∈ ann(N) ⊂ A a
nonzerodivisor onM as well as on A. Then, for all i ≥ 0,

ExtiA(M,N) ∼= ExtiA/aA(M/aM,N).

Proof Let F• be a free resolution of M . The Ext modules on the left hand side
are the cohomology modules of HomA(F•, N), which is a complex of A-modules
isomorphic to HomA/aA(F•/aF•, N) because a annihilates N . However F•/aF• is
a free resolution of the A/aA-moduleM/aM since a is a nonzerodivisor on M as
well as on A, so the cohomologymodules of the latter complex are the Ext modules
on the right hand side. $%

Let us remind that R = K[X1, . . . , Xn] is graded by deg(Xi) = gi where g =
(g1, . . . , gn) is a vector of positive integers. In this way m = (X1, . . . , Xn) is the
unique homogeneous maximal ideal of R. If I ⊂ R is a homogeneous ideal, then
homw(I) ⊂ P is homogeneous with respect to the bi-graded structure on P =
R[t] given by deg(Xi) = (gi , wi) and deg(t) = (0, 1). So S := P/ homw(I) and
ExtiP (S, P ) are finitely generated bi-graded P -modules.

Remark 3.7 Given a bi-graded P -module M , for all j ∈ Z we can consider the
K[t]-module M(j,∗) := ⊕

k∈ZM(j,k): clearly M(j,∗) is graded with respect to the
standard grading of K[t], the piece of degree k being (M(j,∗))k = M(j,k) for all
k ∈ Z.

Furthermore, if M is finitely generated over P , then M(j,∗) is finitely generated
over K[t] for all j ∈ Z. In fact, we consider the P -submodule

⊕
i≥j M(i,∗) ⊂ M .

Such a module is finitely generated overP , and being bi-graded the finite generating
set can be chosen to be consisting of bi-homogeneous elements. It is trivial to check
that, among such finitely many generators, the ones of bi-degree (j, ∗) generate
M(j,∗) as a K[t]-module.

Remark 3.8 If N is a finitely generated K[t]-module, by the structure theorem for
finitely generated modules over a principal ideal domain (likeK[t]), we have

N ∼= K[t]a ⊕
(

r⊕

i=1

K[t]/(fi)
)

for a, r ∈ N and polynomials f1, . . . fr ∈ K[t]. If N is also graded, then each fi
must be homogeneous, and so fi = tki for a positive integer ki .

Let I be a homogeneous ideal of R and S = P/ homw(I). From the above
discussion and remarks, for all i, j ∈ Z we have

ExtiP (S, P )(j,∗) ∼= K[t]ai,j ⊕




⊕

k∈N\{0}
(K[t]/(tk))bi,j,k




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for some natural numbers ai,j and bi,j,k . Let bi,j = ∑
k∈N\{0} bi,j,k . In the

following, Hi
m(M) denotes the ith local cohomology module of an R-module M

with support in the idealm = (X1, . . . , Xn). We also recall that, ifM is graded and
finitely generated, the depth ofM is:

depthM = inf{i ∈ N : Hi
m(M) /= 0}

and its Castelnuovo-Mumford regularity is:

regM = sup{i + j ∈ N : Hi
m(M)j /= 0}.

Theorem 3.1 With the above notation, for any i, j ∈ Z we have:

• dimK(ExtiR(R/I,R)j ) = ai,j .
• dimK(ExtiR(R/inw(I), R)j ) = ai,j + bi,j + bi+1,j .

Therefore, dimK(ExtiR(R/I,R)j ) ≤ dimK(ExtiR(R/inw(I), R)j ) and, equiva-
lently, dimK(H

i
m(R/I)j ) ≤ dimK(H

i
m(R/inw(I))j ). In particular depthR/inw

(I) ≤ depthR/I and regR/inw(I) ≥ regR/I .

Proof Letting x be t or t − 1, we have the short exact sequence

0→ P
·x−→ P → P/xP → 0.

The long exact sequence of ExtP (S,−) associated to it gives us the following short
exact sequences of P -modules for all i ∈ Z:

0→ Cokerαi,x → ExtiP (S, P/xP) → Kerαi+1,x → 0,

where αk,x is the multiplication by x on ExtkP (S, P ). We can restrict the above to
the degree (j, ∗) for any j ∈ Z getting the short exact sequences of K[t]-modules:

0→ (Cokerαi,x )(j,∗) → (ExtiP (S, P/xP))(j,∗) → (Kerαi+1,x)(j,∗) → 0.

Notice that we have:

• (Cokerαi,t )(j,∗) ∼= Kai,j+bi,j and (Kerαi+1,t )(j,∗) ∼= Kbi+1,j .
• (Cokerαi,t−1)(j,∗) ∼= Kai,j and (Kerαi+1,t−1)(j,∗) = 0.

Therefore, for all i, j ∈ Z, we get:

• (ExtiP (S, P/tP ))(j,∗) ∼= Kai,j+bi,j+bi+1,j .
• (ExtiP (S, P/(t − 1)P ))(j,∗) ∼= Kai,j .

By Lemma 3.4 and Proposition 3.5 we get the isomorphisms ofK-vector spaces:

• (ExtiP (S, P/tP ))(j,∗) ∼= (ExtiP /tP (S/tS, P/tP ))(j,∗) ∼= (ExtiR(R/inw(I), R))j .
• (ExtiP (S, P/(t − 1)P ))(j,∗) ∼= (ExtiP /(t−1)P (S/(t − 1)S, P/(t − 1)P ))(j,∗) ∼=

(ExtiR(R/I,R))j .
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The thesis follows from this. For the local cohomology statement just observe that
by Grothendieck graded duality (for example see [4, Theorem 3.19]) Hi

m(R/J )j

is dual as a K-vector space to Extn−iR (R/J,R)−|g|−j for any homogeneous ideal
J ⊂ R and i, j ∈ Z (here |g| = g1 + . . .+ gn). $%

3.3 Fibre-Full Modules

The main purpose of this section is to prove Theorem 3.2, which naively says
that some homological properties are preserved along a flat family provided the
special fibre is good. The argument given here is inspired by the work by Kollár and
Kovács [9]. We point out that, when A is Gorenstein, Theorem 3.2 could also be
proved via the techniques used by Ma and Pham in [12, Proposition 3.3], exploiting
Grothendieck local duality.

Throughout this section, A is a Noetherian flat K[t]-algebra and M a finitely
generated A-module which is flat over K[t]. Also, both A and M are graded K[t]-
modules with respect to the standard grading of K[t], and we assume that 1 ∈ A0
and Ai = 0 for all i < 0 (think of A and M as if they were, with the notation of
Sect. 3.2.2.1, respectively P and S).

Remark 3.9 Given a base ring B and a B-module L, we recall that L is flat over B
if and only if the natural map I ⊗B L→ L sending x⊗m to xm is injective for any
ideal I ⊂ B (cf. [14, Theorem 7.7]). In particular:

• With the notation just introduced, the fact that the graded modules A and M

are flat over the principal ideal domain K[t] is equivalent to the fact that t is a
nonzero divisor both on A and onM .

• For a positive integerm, aK[t]/(tm)-moduleL is flat overK[t]/(tm) if and only
if 0 :L tk = tm−kL for all k = 0, . . . ,m.

Lemma 3.5 The following are equivalent:

1. ExtiA(M,A) is flat over K[t] for all i ∈ N.
2. ExtiA/tmA(M/tmM,A/tmA) is flat over K[t]/(tm) ∀ i ∈ N,m ∈ N \ {0}.
Proof

(1) >⇒ (2) Since A is flat over K[t], there is a short exact sequence 0 → A
·tm−→

A → A/tmA → 0. Consider the induced long exact sequence of
Ext•A(M,−):

· · ·→ ExtiA(M,A)
·tm−→ ExtiA(M,A)→ ExtiA(M,A/tmA)

→ Exti+1
A (M,A)

·tm−→ Exti+1
A (M,A)→ . . .
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Since ExtkA(M,A) does not have t-torsion for all k ∈ N, for all i ∈ N we have a
short exact sequence

0→ ExtiA(M,A)
·tm−→ ExtiA(M,A)→ ExtiA(M,A/tmA)→ 0,

from which ExtiA(M,A/tmA) ∼= ExtiA(M,A)

tmExtiA(M,A)
. It is straightforward to check that

the latter is flat overK[t]/(tm) because of (1). Finally, Lemma 3.4 implies that

ExtiA(M,A/tmA) ∼= ExtiA/tmA(M/tmM,A/tmA).

(2) >⇒ (1) By contradiction, suppose ExtiA(M,A) is not flat overK[t]. Then there
exists a nontrivial class [φ] ∈ ExtiA(M,A) such that t[φ] = 0.

Let us take an A-free resolution F• of M , and let (G•, ∂•) be the complex
HomA(F•, A), so that ExtiA(M,A) is the ith cohomology module of G•. Then
φ ∈ Ker(∂ i ) \ Im(∂ i−1) and tφ ∈ Im(∂ i−1).

Since M and A are flat over K[t], F•/tmF• is a A/tmA-free resolution of
M/tmM . Let (G•, ∂•) denote the complex HomA/tmA(F•/tmF•, A/tmA), so that

ExtiA/tmA(M/tmM,A/tmA) ∼= Hi(G•).

Moreover let π• be the obvious map of complexes from G• to G•. Of course
π i (φ) ∈ Ker(∂ i ) and tπ i (φ) ∈ Im(∂ i−1). It is enough to find a positive integer
m such that π i (φ) does not belong to Im(∂ i−1)+ tm−1Ker(∂ i ). Indeed, in this case
x = [π i (φ)] would be an element of ExtiA/tmA(M/tmM,A/tmA) killed by t but
not in tm−1ExtiA/tmA(M/tmM,A/tmA) contradicting (2).

If π i (φ) ∈ Im(∂ i−1)+ tm−1Ker(∂ i ), then φ ∈ Im(∂ i−1)+ tm−1Ker(∂ i )+ tmGi .
Hence φ = α + tm−1β + tmγ with α ∈ Im(∂ i−1),β ∈ Ker(∂ i ) and γ ∈ Gi .
Moreover, since φ ∈ Ker(∂ i ) and t is A-regular, we have γ ∈ Ker(∂ i ). Therefore
we deduce that

φ ∈ Im(∂ i−1)+ tm−1Ker(∂ i ).

If this happened for all m 4 0, by Krull’s intersection theorem (cf. [14, Theorem
8.9]) there exists a ∈ A such that 1+ta kills [φ] ∈ ExtiA(M,A); since t[φ] = 0, then
[φ] = 0, which is a contradiction. Thereforeπ i (φ) is not in Im(∂ i−1)+tm−1Ker(∂ i )
form4 0. $%

Lemma 3.5 ensures that to show that ExtiA(M,A) is flat over K[t] for all i ∈ N
it is enough to show that the K[t]/(tm)-module ExtiA/tmA(M/tmM,A/tmA) is flat
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for all i ∈ N andm ∈ N \ {0}. We are going to show this under a further assumption
onM:

Definition 3.8 Let K[t], A and M as above. We say that M is fibre-full if, for
all m ≥ 1, the natural surjective map M/tmM → M/tM induces injective maps
ExtiA(M/tM,A)→ ExtiA(M/tmM,A) for all i ∈ N.

To our goal, it is helpful to introduce the following notation for allm ≥ 1:

• Am = A/tmA.
• Mm = M/tmM .
• ιj : tj+1Mm → tjMm the natural inclusion for all j = 0, . . . ,m− 1.
• µj : tjMm → tm−1Mm the multiplication by tm−1−j for all j = 0, . . . ,m− 1.
• Ei

m(−) the contravariant functor ExtiAm
(−, Am) for all i ∈ N.

Remark 3.10 Whenever k = 0, . . . ,m, a result of Rees (cf. [4, Lemma 3.1.16])
implies that Ei

m(Mk) ∼= Exti+1
A (Mk,A). Hence we deduce that

Ei
k(Mk) ∼= Ei

m(Mk) ∀ k = 0, . . . ,m.

Remark 3.11 Since t is a non-zero-divisor on M , the multiplication by tm−j

sending x + tjM to tm−j x + tmM for all x ∈ M gives an isomorphism:

Mj
∼= tm−jMm ∀j = 0, . . . ,m.

Remark 3.12 The short exact sequences 0 → tj+1Mm

ιj−→ tjMm

µj−→ tm−1Mm →
0, ifM is fibre-full, yield the following short exact sequences for all i ∈ N:

0→ Ei
m(t

m−1Mm)
Ei
m(µj )−−−−→ Ei

m(t
jMm)

Ei
m(ιj )−−−−→ Ei

m(t
j+1Mm)→ 0.

Indeed, up to the identifications of Remark 3.11, µj corresponds to the natural
projection Mm−j → M1, therefore the map Ei

m(µj ) is injective for all i ∈ N by
definition of fibre-full module.

Theorem 3.2 With the above notation, if M is a fibre-full A-module, then
ExtiA(M,A) is flat over K[t] for all i ∈ N.

Proof By Lemma 3.5, it is enough to show that Ei
m(Mm) is flat overK[t]/(tm) for

all m ∈ N \ {0}. This is clear for m = 1 (because K[t]/(t)) is a field), so we will
proceed by induction: thus let us fix m ≥ 2 and assume that Ei

m−1(Mm−1) is flat
over K[t]/(tm−1). The local flatness criterion (cf. [14, Theorem 22.3]) tells us that
is enough to show the following two properties:

1. Ei
m(Mm)/t

m−1Ei
m(Mm) is flat overK[t]/(tm−1).

2. The map (tm−1)/(tm) ⊗K[t ]/(tm) Ei
m(Mm) → Ei

m(Mm) sending tm−1 ⊗ φ to
tm−1φ is injective: in other words, 0 :Ei

m(Mm) t
m−1 = Ker(Ei

m(ι
0)) = tEi

m(Mm).
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By Remark 3.12 Ei
m(ιk) is surjective for all k. Since Ei

m(−) is a functor, and the
composition of surjective maps is surjective, we infer thatEi

m(ι
j ) is surjective where

ιj := ιj ◦ . . . ιm−2 : tm−1Mm → tjMm.

Since ιj ◦ µj is the multiplication by tm−1−j on tjMm, and Ei
m(−) is a Am-linear

functor, we therefore have

Im(Ei
m(µj )) = Im(Ei

m(µj ) ◦ Ei
m(ι

j )) = Im(Ei
m(ι

j ◦ µj)) = tm−1−jEi
m(t

jMm).

Therefore Ker(Ei
m(ιj )) = tm−1−jEi

m(t
jMm). Hence

Ei
m(t

j+1Mm) ∼=
Ei
m(t

jMm)

tm−1−jEi
m(t

jMm)
.

Plugging in j = 0, we get that

Ei
m(Mm)

tm−1Ei
m(Mm)

∼= Ei
m(tMm) ∼= Ei

m(Mm−1) ∼= Ei
m−1(Mm−1)

(where the last two isomorphisms follow by Remarks 3.11 and 3.10) is flat over
K[t]/(tm−1) by induction, and this shows 1.

Concerning 2, we first claim that the kernel of Ei
m(ι

0) : Ei
m(Mm) →

Ei
m(t

m−1Mm) is equal to tEi
m(Mm): indeed, we show by reverse induction on

j = 0, . . . ,m − 2 that Ker(Ei
m(ι

j )) = tEi
m(t

jMm), being this already proved
for j = t − 2 (because Ei

m(ι
m−2) = Ei

m(ιm−2)). Obviously tEi
m(t

jMm) ⊂
Ker(Ei

m(ι
j )); on the other hand, if u ∈ Ker(Ei

m(ι
j )), by induction Ei

m(ιj )(u) = tv

for some v ∈ Ei
m(t

j+1Mm). Being Ei
m(ιj ) surjective, there is u

′ ∈ Ei
m(t

jMm) such
that Ei

m(ιj )(u
′) = v. But then u− tu′ ∈ Ker(Ei

m(ιj )) = tm−1−jEi
m(t

jMm), and so
u ∈ tEi

m(t
jMm). This proves the claim.

Now, since Ei
m(µ0) ◦ Ei

m(ι
0) is the multiplication by tm−1 on Ei

m(Mm) and
Ei
m(µ0) is an injective map, we get

0 :Ei
m(Mm)

tm−1 = Ker(Ei
m(ι

0)) = tEi
m(Mm),

which concludes the proof of 2. $%
As a consequence of Theorem 3.2, exploiting Theorem 3.1, we have:

Corollary 3.3 Let I ⊂ R = K[X1, . . . , Xn] be an ideal such that S =
P/ homw(I) is a fibre-full P -module (P = R[t]). Then ExtiP (S, P ) is a flat K[t]-
module. So, if furthermore I is homogeneous:

dimK(H
i
m(R/I)j ) = dimK(H

i
m(R/inw(I))j ) ∀ i, j ∈ Z.

In particular depthR/inw(I) = depthR/I and regR/inw(I) = regR/I .
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3.4 Squarefree Monomial Ideals and Fibre-Full Modules

Because of Corollary 3.3, our next goal is to show that, for an ideal I ⊂ R such
that inw(I) is a squarefree monomial ideal, then S = P/ homw(I) is a fibre-full
P -module. To do so, we need to recall some notion.

Let J ⊂ R be a monomial ideal minimally generated by monomials µ1, . . . , µr .
For every subset σ ⊂ {1, . . . , r} we define the monomial µ(J, σ ) := lcm(µi |i ∈
σ ) ∈ R. If v is the qth element of σ we set sign(v, σ ) := (−1)q−1 ∈ K . Let us
consider the graded complex of free R-modules F•(J ) = (Fi, ∂i )i=0,...,r with

Fi :=
⊕

σ⊂{1,...,r}
|σ |=i

R(−dσ ), dσ = degµ(J, σ ),

and differentials defined by

1σ 7→
∑

v∈σ
sign(v, σ )

µ(J, σ )

µ(J, σ \ {v}) · 1σ\{v}.

It is well known that F•(J ) is a graded free R-resolution of R/J (cf. [1, Remark
2.3]), called the Taylor resolution.

For any positive integer k we introduce the monomial ideal

J [k] := (µk
1, . . . , µ

k
r ).

Notice that µk
1, . . . , µ

k
r is the minimal system of monomial generators of J [k], so

µ(J [k], σ ) = µ(J, σ )k for any σ ⊂ {1, . . . , r}.
Theorem 3.3 If J ⊂ R is a squarefree monomial ideal, for all i ∈ Z and k ∈
N \ {0} the map ExtiR(R/J [k], R) → ExtiR(R/J

[k+1], R) induced by the projection
R/J [k+1] → R/J [k] is injective.

Corollary 3.4 Let I ⊂ R = K[X1, . . . , Xn] be an ideal such that inw(I) is a
squarefree monomial ideal. Then S = P/ homw(I) is a fibre-full P -module.

Proof of Corollary 3.4 Notice that homw(I) + tP = inw(I) + tP is a square-
free monomial ideal of P . So, by Theorem 3.3, the maps ExtiP (S/tS, P ) →
ExtiP (P/(homw(I)+ tP )[m], P ) are injective for allm ∈ N\{0}. Since (homw(I)+
tP )[m] ⊂ (homw(I) + tP )m ⊂ homw(I) + tmP , these maps factor through
ExtiP (S/tS, P ) → ExtiP (S/t

mS, P ), hence the latter are injective as well. $%
Proof of Theorem 3.3 Let u1, . . . , ur be the minimal monomial generators of J .
For all k ∈ N \ {0}, σ ⊂ {1, . . . , r} set µσ [k] := µ(J [k], σ ) and µσ := µσ [1]. Of
courseµσ is a squarefree monomial andµσ [k] = µk

σ . The module ExtiR(R/J
[k], R)

is the ith cohomology of the complex G•[k] = HomR(F•[k], R) where F•[k] =
F•(J [k]) = (Fi, ∂i [k])i=0,...,r is the Taylor resolution ofR/J [k]. Let Fi

fi−→ Fi be the
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map sending 1σ to µσ · 1σ . It is easy to check that the collection F•[k+ 1] f•=(fi)i−−−−−→
F•[k] is a morphism of complexes lifting R/J [k+1] → R/J [k].

So the maps ExtiR(R/J
[k], R)→ ExtiR(R/J

[k+1], R) we are interested in are the

homomorphisms Hi(G•[k]) gi−→ Hi(G•[k + 1]) induced by g• = Hom(f•, R) :
G•[k] → G•[k + 1]. Let us see how gi acts: if G•[k] = (Gi, ∂ i[k]), then Gi =
HomR(Fi, R) can be identified with Fi (ignoring the grading) and ∂ i[k] : Gi −→
Gi+1 sends

1σ 7→
∑

v∈{1,...,r}\σ
sign(v, σ ∪ {v})

(
µσ∪{v}
µσ

)k

· 1σ∪{v}

for all σ ⊂ {1, . . . , r} and |σ | = i. The map gi : Gi → Gi , up to the identification
Fi
∼= Gi , is then the map sending 1σ to µσ · 1σ .
We claim that gi is injective. Let x ∈ Ker(∂ i[k]) with gi(x) ∈ Im(∂ i−1[k + 1]).

We need to show that x ∈ Im(∂ i−1[k]). Let y = ∑
σ yσ · 1σ ∈ Gi−1 such that

∂ i−1[k+1](y) = gi(x). We can write yσ uniquely as y ′σ+µσy
′′
σ where no monomial

in supp(y ′σ ) is divided by µσ . If

y ′ =
∑

σ

y ′σ · 1σ , y ′′ =
∑

σ

y ′′σ · 1σ ,

then, since gi(x) = ∂ i−1[k + 1](y), we have:

gi(x) = ∂ i−1[k + 1](y ′)+ ∂ i−1[k + 1](gi−1(y ′′)) = ∂ i−1[k + 1](y ′)+ gi(∂ i−1[k](y ′′)).
(3.1)

Writing z = ∑
σ zσ · 1σ := ∂ i−1[k + 1](y ′) ∈ Gi , we have

zσ =
∑

v∈σ
sign(v, σ )

(
µσ

µσ\{v}

)k+1

y ′σ\{v}.

Since J is squarefree and µσ\{v} does not divide any monomial in supp(y ′σ\{v})
for any v ∈ σ , µσ cannot divide zσ unless the latter is zero. On the other hand,
µσ must divide the 1σ -component of gi(x) and so, exploiting (3.1), zσ . Therefore
zσ = 0, and since σ was arbitrary z = 0, that is: gi(x) = gi(∂ i−1[k](y ′′)). Being
gi : Gi → Gi obviously injective, we have found x = ∂ i−1[k](y ′′). $%

Finally, the main result of these lectures, using Proposition 3.4 and Corollary 3.3,
follows by Corollary 3.4:
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Corollary 3.5 Let I ⊂ R = K[X1, . . . , Xn] be a homogeneous ideal and < a
monomial order such that in(I ) ⊂ R is a squarefree monomial ideal. Then

dimK(H
i
m(R/I)j ) = dimK(H

i
m(R/in(I ))j ) ∀ i, j ∈ Z.

In particular depthR/in(I ) = depthR/I and regR/in(I ) = regR/I .

3.5 Some Discussions and Related Open Questions

We conclude the chapter with some final speculations. In view of Theorem 3.2 and
Corollary 3.3 it is interesting to study the fibre-full A-modules, in particular when
A = P = K[X1, . . . , Xn, t]. Although this notion is defined on the A-module M ,
there are interesting situations in which a nice special fibre M/tM ensures that M
is fibre-full. We have already seen an example in Corollary 3.4, where the fact that
M/tM is a Stanley-Reisner ring gives the fibre-full property of M when A = P .

Dao, De Stefani andMa introduced in [7] the notion of cohomologically full ring.
In particular, a quotient of the form P/J where J is a homogeneous ideal of P (with
respect to the (w, 1) = (w1, . . . , wn, 1)-grading) is cohomologically full if one of
the following two equivalent conditions holds:

• For any ideal H ⊂ J of P such that
√
H =

√
J , the natural map

ExtiP (P/J, P ) → ExtiP (P/H,P ) is injective for all i ∈ N.
• For any inverse system {Jk}k∈N\{0} of ideals of P cofinal with {J k}k∈N\{0}

(namely, for each k ∈ N \ {0}, there exists h ∈ N \ {0} such that J k ⊃ Jh
and Jk ⊃ J h), the natural map ExtiP (P/J, P ) → ExtiP (P/Jk, P ) is injective for
all i ∈ N, k ∈ N \ {0}.
So, as a consequence of Theorem 3.3, essentially already proved by Lyubeznik

in [10], if J is a squarefree monomial ideal, then P/J is cohomologically full. We
have:

Proposition 3.6 For a graded P -module M such that t is a nonzerodivisor, if
M/tM is a cohomologically full ring, thenM is fibre-full.

Proof Since t is a nonzerodivisor onM andM/tM ∼= P/J for some homogeneous
ideal J ⊂ P , then M ∼= P/U for some homogeneous ideal U ⊂ P with J =
U + tP . In particular, J k ⊂ U + tkP ⊂ J , so the injective map ExtiP (P/J, P ) →
ExtiP (P/J k, P ) factors as ExtiP (P/J, P ) → ExtiP (P/(U + tkP ), P ) →
ExtiP (P/J k, P ). Hence the first map ExtiP (M/tM,P) → ExtiP (M/tkM,P) is
injective as well. $%

The “cohomologically full” notion is not limited to Stanley-Reisner rings, but
applies to several other classes of rings: for example, it is easy to see that P/J

is cohomologically full whenever P/J is Cohen-Macaulay, even though this is
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not very useful for our purposes). More interestingly, we have (see [7] for more
details):

• In positive characteristic, if P/J is F -pure then it is cohomologically full (Ma,
[11, Theorem 3.7]).

• In characteristic 0, if P/J is Du Bois then it is cohomologically full (Ma,
Schwede and Shimomoto, [13, Lemma 3.3]).

3.5.1 Cohomologically Full Rings Defined by Monomial Ideals

In view of Corollary 3.3 and Proposition 3.6, it would be interesting to study which
monomial ideals J of R = K[X1, . . . , Xn] are such that R/J is cohomologically
full. In fact we have:

Proposition 3.7 Let I ⊂ R = K[X1, . . . , Xn] be a homogeneous ideal such that
R/in(I ) is cohomologically full. Then

dimK(H
i
m(R/I)j ) = dimK(H

i
m(R/in(I ))j ) ∀ i, j ∈ Z.

In particular depthR/in(I ) = depthR/I and regR/in(I ) = regR/I .

It is easy to check that the same proof as Theorem 3.3 works if J is minimally
generated by monomials µ1, . . . , µr ∈ R such that, for each i = 1, . . . , n, there
exists ki ∈ N \ {0} such that Xi |µj ⇐⇒ X

ki
i |µj for any j = 1, . . . , r .

Problem 3.1 Characterize the (or find a big class of) monomial ideals J ⊂ R =
K[X1, . . . , Xn] such that R/J is cohomologically full.

3.5.2 Sagbi Bases

In this chapter, while focusing on Gröbner bases, we have actually also treated Sagbi
bases. Given aK-subalgebraB ⊂ R = K[X1, . . . , Xn], and fixed a monomial order
on R, the initial algebra of B is defined as:

in(B) := K[in(f ) : f ∈ B] ⊂ R.

Even if B is finitely generated, the initial algebra in(B) may not be. However, if it
is, we can pick f1, . . . , fm ∈ B such that

in(B) = K[in(f1), . . . , in(fm)].

Such f1, . . . , fm are called a Sagbi basis of B, and it is easy to see that B =
K[f1, . . . , fm]. In such a situation, it can be shown that, if B ∼= T/J where T
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is a polynomial ring in m variables over K , there exists a weight vector w =
(w1, . . . , wm) ∈ (N \ {0})m such that in(B) ∼= T/inw(J ) (cf. [2, Lemma 2.2]).
So, by Corollary 3.3 and Proposition 3.6 we have the following:

Proposition 3.8 If B is a graded K-subalgebra of R = K[X1, . . . , Xn] with a
finite Sagbi basis for a monomial order on R such that in(B) is cohomologically
full, then, if m = (X1, . . . , Xn),

dimK(H
i
m∩B(B)j ) = dimK(H

i
m∩in(B)(in(B))j ) ∀ i, j ∈ Z.

In particular depth(in(B)) = depthB and reg(in(B)) = regB.

In view of the Proposition above, we propose the following problem:

Problem 3.2 Characterize the (or find a big class of) finitely generated monoids
M ⊂ Zn such that K[M] := K[Xu : u ∈M] is cohomologically full.

It should be noticed that, in characteristic 0, a class of finitely generated monoids
M ⊂ Zn such that K[M] is cohomologically full consists of all seminormal
monoids (namely, if 2v, 3v ∈ M for some v ∈ Zn, then v ∈ M; equivalently,
K[M] is a seminormal ring). In fact, if M is seminormal, then K[M] is F -pure
wheneverK is a field of characteristic p 4 0 (cf. [5, Propositions 6.1 and 6.2]); in
particular, ifK has characteristic 0 andM is seminormal, thenK[M] is Du Bois by
a result of Schwede [16, Theorem 6.1], and so cohomologically full. Summarizing
we have:

Proposition 3.9 If B is a graded K-subalgebra of R = K[X1, . . . , Xn] with a
finite Sagbi basis for a monomial order on R such that in(B) is seminormal, then, if
m = (X1, . . . , Xn),

dimK(H
i
m∩B(B)j ) = dimK(H

i
m∩in(B)(in(B))j ) ∀ i, j ∈ Z.

In particular depthin(B) = depthB and regin(B) = regB.

3.5.3 The Category of Fibre-Full Modules

While the notion of cohomologically full rings is very powerful, it is not immedi-
ately clear how to extend this concept to modules in the right way: this is the main
reason why we introduced the concept of fibre-full modules. For example, adopting
the same notation as Sect. 3.3, it would be very interesting to answer the following:

Problem 3.3 Let M be a fibre-full A-module and suppose that A = ⊕i∈NAi is a
graded Gorenstein ring with A0 = K[t]. Is the canonical module of M a fibre-full
A-module? More generally, is ExtiA(M,A) a fibre-full A-module for all i ∈ N?

An affirmative answer to the question above would have consequences on the
preservation of the canonical Cohen-Macaulay property (concept introduced by
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Schenzel [15]) and of the homological degree (concept introduced by Vasconcelos
[17]) along deformations. As a more general problem, I would like to mention the
following:

Problem 3.4 Study the full subcategory of the fibre-fullA-modules (in the category
of A-modules) and, where possible, compare it with the category of squarefree
modules (see Yanagawa [18, 19]).
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Chapter 4
Adams Operations in Commutative
Algebra

Mark E. Walker

Abstract The classical Adams operations are defined on the Grothendieck group of
algebraic vector bundles on a scheme, and are related to Grothendieck’s Riemann-
Roch Theorem. In these notes, I review the theory of Adams operations for
Grothendieck groups with supports, following the work of Gillet and Soulé, and
give two applications in local algebra: A proof of the Serre Vanishing Conjecture
for arbitrary regular local rings (due to Gillet and Soulé) and a proof of the Total
Rank Conjecture for many local rings.

4.1 Classical Lambda and Adams Operations on K0

In this section, I outline the basic definitions and properties concerning lambda and
Adams operations on classical Grothendieck groups. The lambda operations were
developed by Grothendieck as a tool for his proof of the Riemann-Roch Theorem
[16]. The related Adams operations were first introduced in algebraic topology by
Frank Adams [1, Theorem 4.1]; see also [2, §2]. A more systematic and thorough
treatment of the material in this section may be found in the book by Fulton and
Lang [8].

Unless otherwise stated, all rings are assumed to be commutative and noetherian
and all schemes are assumed to be separated and noetherian.
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4.1.1 Definition of K0

For a (commutative, noetherian) ring R, let Pfg(R) denote the category of all finitely
generated and projectiveR-modules. (If one is worried about set-theoretic concerns
that arise in what follows, one can take Pfg(R) to be those modules that are direct
summands of RN for some N .)

Definition 4.1 For a (commutative, noetherian) ring R, define K0(R) to be the
abelian group generated by classes [P ] of objects P ∈ obPfg(R) with relations
coming from short exact sequences of such: For each short exact sequence 0 →
P ′ → P → P ′′ → 0, we declare

[P ] = [P ′] + [P ′′].

Remark 4.1 Since each such short exact sequence is split exact, one may equiva-
lently defineK0(R) as the group completion of the additive monoid of isomorphism
classes of Pfg(R), with addition given by direct sum.

For a pair of finitely generated projective R-modules P1, P2, the split exact
sequence 0 → P1 → P1 ⊕ P2 → P2 → 0 implies that [P1] + [P2] = [P1 ⊕ P2]
holds in K0(R). In particular, every element of K0(R) can be written as a formal
difference [P ]− [P ′].

More generally, when X is a (noetherian, separated) scheme, K0(X) is the
abelian group generated by classes of locally free coherent sheaves on X, modulo
relations coming from short exact sequences of such. Nearly everything in this
section concerning K0 of rings generalizes to schemes, but I will sometimes leave
such generalizations unspoken.

Given an abelian group A, a function ρ : obPfg(R) → A is called additive on
short exact sequences (or just additive) if ρ(P ) = ρ(P ′) + ρ(P ′′) holds whenever
there is a short exact sequence 0 → P ′ → P → P ′′ → 0. For any abelian group
A, there is a bijection of sets

HomAb(K0(R),A)) ∼= {additive functions ρ : obPfg(R)→ A}.

Example 4.1 If Spec(R) is connected, each object P of Pfg(R) has a well-defined
rank, written rank(P ) ∈ Z, which may be defined as the rank of the free module
obtained by localizing at any point of Spec(R). The rank function is additive and
hence induces a homomorphism

rank : K0(R)→ Z

that sends a typical element [P1]− [P2] of K0(R) to rank(P1)− rank(P2).
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If R is a local ring, then since every projective module is free, the rank function
induces an isomorphism

rank : K0(R)
∼=−→ Z.

If R is a Dedekind domain (a regular domain of dimension 1), then the kernel
of rank : K0(R) → Z is isomorphic to the divisor class group of R (and also to the
Picard group of R). For other rings, the kernel is more difficult to describe.

The assignmentR 7→ K0(R) is functorial: Given a ring homomorphism g : R →
S, let

g∗ : K0(R)→ K0(S)

be the map induced by extension of scalars: given P ∈ Pfg(R), we have g∗([P ]) =
[P ⊗R S]. The map g∗ is well-defined since the function P 7→ [P ⊗R S] is additive
on short exact sequences.

The abelian group K0(R) becomes a commutative ring under the operation
induced by tensor product:

[P ] · [P ′] := [P ⊗R P ′].

This is a well-defined operation since for a fixed P , the mapping P ′ 7→ [P⊗R P
′] is

additive on short exact sequences, and similarly for P 7→ [P ⊗R P ′] for each fixed
P ′. The identity element is [R]. Moreover, this structure is natural, so that K0(−) is
a covariant functor from commutative rings to commutative rings.

The same holds on the level of schemes, but the variance is of course opposite:
K0(−) is a contravariant functor from noetherian schemes to commutative rings.

4.1.2 Lambda Operations

An important additional structure onK0(R) arises from the exterior power functors.
For P ∈ obPfg(R), let <k

R(P ) (or sometimes just <k(P )) denote the k-th exterior
power, defined as

<k
R(P ) =

k︷ ︸︸ ︷
P ⊗R · · ·⊗R P

L

where L is the sub-module generated by

x1 ⊗ · · ·⊗ xk − sign(σ )xσ (1) ⊗ · · ·⊗ xσ (k)
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for all elements x1, . . . , xk ∈ P and permutations σ ∈ Sk . The image of x1⊗· · ·⊗xk
in <k

R(P ) is written as x1 ∧ · · · ∧ xk.
Since the k-th exterior power functor localizes well and the k-the exterior power

of a free module of rank r is free of rank
(r
k

)
, it follows that <k

R(P ) is a projective
module of rank equal to

(rank(P )
k

)
(assuming Spec(R) is connected). In particular,

<k
R(P ) = 0 for k > rank(P ).
It is important to notice that the exterior power functor is not additive on short

exact sequences. However, there is a replacement for this lack of additivity: given a
short exact sequence

0→ P ′ ι−→ P
π−→ P ′′ → 0 (4.1)

there is a filtration

0 = F−1 ⊆ F0 ⊆ · · · ⊆ Fk = <k(P )

such that Fi/Fi−1 is isomorphic to <k−i (P ′) ⊗R <i (P ′′), for each 0 ≤ i ≤ k.
Namely, define Fi as the image of the map (P ′)⊗k−i ⊗R P⊗i → <k(P ) given on
generators by

x ′1 ⊗ · · ·⊗ x ′k−i ⊗ y1 ⊗ · · ·⊗ yi 7→ ι(x ′1) ∧ · · · ∧ ι(x ′k−i ) ∧ y1 ∧ · · · ∧ yi.

See [10, §2].
For example, when k = 2, we have the filtration

0 ⊆ <2(P ′) ⊆ F1 ⊆ <2(P )

with

F1 = im(P ′ ⊗ P
x ′⊗y 7→ι(x ′)∧y−−−−−−−−→ <2(P ))

The isomorphism F1/<
2(P ′)

∼=−→ P ′ ⊗ P ′′ is induced from the surjection
id⊗π : P ′ ⊗R P → P ′ ⊗R P ′′, and the isomorphism <2(P )/F1 ∼= <2(P ′′)
is induced by the surjection <2(π) : <2(P ) ! <2(P ′′).

In general, from this filtration we obtain the equation

[<k(P )] =
k∑

i=0

[<k−i (P ′)] · [<i (P ′′)] (4.2)

in K0(R). For example

[<2(P )] = [<2(P ′)] + [P ′][P ′′] + [<2(P ′′)].
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Lemma 4.1 (Grothendieck) For each commutative ring R, there are functions
λk : K0(R) → K0(R), for k ≥ 0, uniquely determined by the following proper-
ties:

• For each P ∈ Pfg(R) and k, we have

λk([P ]) = [<k(P )].

• For all α,β ∈ K0(R) and all k, we have

λk(α + β) =
k∑

i=0

λi (α)λk−i (β). (4.3)

Moreover, these operators are natural for ring maps.

Proof Let t be a formal parameter, form the ring K0(R)[[t]] of power series with
coefficients in the commutative ringK0(R), and for any P ∈ Pfg(R), define

λt (P ) :=
∑

k

[<k(P )]tk ∈ K0(R)[[t]].

(The sum is actually finite since <k(P ) = 0 for k > rank(P ).)
Since the constant term of λt (P ) is 1, λr (P ) belongs to the group of units of

K0(R)[[t]]. For each short exact sequence (4.1), it follows from (4.2) that

λt (P ) = λt (P
′) · λt (P ′′);

that is, λt is additive on short exact sequences, provided we interpret it as taking
values in the multiplicative abelian group K0(R)[[t]]×. Therefore, by the universal
mapping property of the Grothendieck group, λt induces a homomorphism

λt : K0(R)→ K0(R)[[t]]×

of abelian groups. Finally, we define

λk : K0(R)→ K0(R)

to be the composition of λt with the map K0(R)[[t]]× → K0(R) sending a power
series to the coefficient of tk . Equation (4.3) follows.

The uniqueness property is seen to hold by induction on k.
The naturality assertion follows from the fact that given a ring map R → S, we

have an isomorphism λkR(P )⊗P S ∼= λkS(P ⊗R S). $%
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The operator λ0 is the constant function with value 1 = [R] ∈ K0(R), and λ1

is the identity map. The operator λk is not a homomorphism of abelian groups for
k /= 1.

Example 4.2 What is λ2(−[P ])? We have

0 = λ2([P ] + (−[P ]))
= λ2([P ])λ0(−[P ])+ λ1([P ])λ1(−[P ])+ λ0([P ])λ2(−[P ])
= [<2(P )]− [P ⊗ P ] + λ2(−[P ])

and hence

λ2(−[P ]) = [P ⊗ P ]− [<2(P ))].

Example 4.3 When R is local, we have K0(R) ∼= Z. Under this isomorphism the
operator λk corresponds to the operator on Z, which we will also write at λk , that
satisfies

λk(n) =
(
n

k

)
= n(n− 1) · · · (n− k + 1)

k!

at least when n ≥ 0. This holds since <k(Rn) is free of rank
(n
k

)
for any n ≥ 0. But

what if n < 0? To figure this out, we use the notation and results of the proof of the
lemma. We have

λt (−m) = 1/λt (m) ∈ Z[[t]]

and so if m > 0, we get

λt (−m) = 1
1+mt + (m

2

)
t2 + · · · =

1
(1+ t)m

= (1− t + t2 − t3 + · · · )m.

Thus λk(−m) is the coefficient of tm in (1− t + t2 − t3 + · · · )m. This shows

λk(n) = n(n− 1) · · · (n− k + 1)
k!

is the correct formula even when n < 0.

The commutative ring K0(R) equipped with the operators {λk}k≥0, form what’s
called a (special) lambda ring. Roughly, this means that

λk(a + b) =
k∑

i=0

λk−i (a)λi (b),
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for all a, b and that the rules describing how the operators interact with multiplica-
tion and composition are given by certain universal polynomials. In detail, we have

λk(a · b) = Pk(λ
1(a), . . . ,λk(a),λ1(b), . . . ,λk(b))

for some polynomial Pk in 2k variables, and similarly for λk(λj (a)). I will not need
the details.

More generally, starting with the exterior power functors for locally free coherent
sheaves, one defines lambda operators on K0(X), making it into a special lambda
ring. Even if one is only interested in Grothendieck groups of commutative rings,
passing to schemes is valuable due to the following important fact:

Lemma 4.2 (The Splitting Principle) For each noetherian ring R and P ∈
Pfg(R), there exists a morphism of noetherian schemes p : X → Spec(R) such
that

1. the induced map p∗ : K0(R)→ K0(X) is injective and
2. p∗[P ] = ∑rank(P )

i=1 [Li] where the Li ’s are line bundles on X (i.e., coherent
sheaves that are locally free of rank 1).

See [8, Theorem V.2.3] for a proof.
More generally, the analogous result holds for schemes: starting with any

noetherian scheme Y and locally free coherent sheaf P on Y , there is a morphism
p : X → Y such that the above two properties hold. In fact, X may be taken to be
the flag variety over Y associated to P .

With the notation of the Splitting Principle, since <k(Li) = 0 for all k ≥ 2, we
have

p∗λt ([P ]) = λt (p
∗[P ]) =

∏

i

λt ([Li]) =
∏

i

(1+ [Li ]t)

and hence

p∗λk([P ]) =
∑

i1<···<ik

[Li1] · · · [Lik ]

for any k. The expression on right side of this equation belongs, a priori, to K0(X),
but since the left hand side is in the image of p∗, we may interpret this equation as
occurring in K0(R) (but not so for the individual terms of the right-hand side).

We may reinterpret this as saying that λk([P ]) is the k-th elementary symmetric
polynomial evaluated on [L1], . . . , [Lk]. In detail, recall that for each non-negative
integer k and variables x1, . . . , xr , the k-th elementary symmetric polynomial
σk(x1, . . . , xn) is the coefficient of tk in the expansion of

∏r
i=1(1 + xit). For

example, σ1 = ∑
i xi and σ2 = ∑

i<j xixj . Then, abusing notation slightly, we
have

λk([P ]) = σk([L1], . . . , [Lr ])

where r = rank(P ) and the Li ’s are the “formal line components” of P .
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4.1.3 Adams Operations

The Adams operations are defined by combining the lambda operations together in
a specific way so as to produce operators that are linear. They are based on work of
Frank Adams [1], working in the context of topological vector bundles.

The k-th Adams operation ψk on K0(R) is defined as follows. Recall the
homomorphism of abelian groups λt : K0(R) → K0(R)[[t]]× defined in the proof
of Lemma 4.1. For any commutative ring A and variable t , write dlog : A[[t]]× →
A[[t]] for the function sending p(t) = ∑

i ait
i to

dlog(p(t)) := p′(t)
p(t)

=
∑

i iai t
i−1

∑
i ai t

i

(“the derivative of the natural log of p(t)”). Then dlog converts multiplication to
addition; i.e. it is a homomorphism of abelian groups, where the operation on the
source is power series multiplication and the operation on the target is addition of
power series.

For α ∈ K0(R), set

ψt (α) = rank(α)− t dlog(λ−t (α)). (4.4)

Since dlog converts multiplication to addition, ψt : K0(R) → K0(R)[[t]] is a
homomorphism of additive groups. We define

ψk : K0(R)→ K0(R)

as the composition of ψt with the map that sends a power series to its tk coefficient.
By construction, ψk is a homomorphism of abelian groups for each k ≥ 0.

Example 4.4 Let’s compute ψk for k ≤ 3. We have

dlog(λ−t (α)) =
λ−t (α)′

λ−t (α)

= −λ1(α) + 2λ2(α)t − 3λ3(α)t2 + · · ·
1− λ1(α)t + λ2(α)t2 − · · ·

= (−λ1(α) + 2λ2(α)t − · · · )(1+ λ1(α)t + (λ1(α)2 − λ2(α))t2 + · · · )

= −λ1(α) + (−λ1(α)2 + 2λ2(α))t+

(−λ1(α)3 + λ1(α)λ2(α) + 2λ2(α)λ1(α)− 3λ3(α)2)t2 + · · · .
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Since λ1(α) = α, it follows that

ψ0(α) = rank(α)

ψ1(α) = α

ψ2(α) = α2 − 2λ2(α)

ψ3(α) = α3 − 3λ2(α)α + 3λ3(α)

Let us double check that ψ2 is additive on short exact sequences directly, using
the formula established in the example: Given 0→ P ′ → P → P ′′ → 0, we have

ψ2(P ) = [P ]2 − 2[<2(P )]
= ([P ′] + [P ′′])2 − 2([<2(P ′)] + [P ′ ⊗ P ′′] + [<2(P ′′)])
= [P ′]2 − 2[<2(P ′)] + [P ′′]2 − 2[<2(P ′′)]
= ψ2(P ′)+ ψ2(P ′′).

In general, Eq. (4.4) leads to the recursive formula

ψk(α)−ψk−1(α)λ1(α)+ψk−2(α)λ2(α)−· · ·+(−1)k−1ψ1(α)λk−1(α)+(−1)kkλk(α) = 0.
(4.5)

The key properties of the Adams operations are summarized in:

Proposition 4.1 For each k ≥ 0,

1. ψk : K0(R) → K0(R) is a ring endomorphism for each R (and likewise for
K0(X) for each X),

2. ψk is natural for ring maps (and more generally for morphisms of schemes),
3. if L is a rank one projective R-module (or, more generally, a coherent sheaf

locally free of rank 1 on a scheme), then ψk([L]) = [L⊗k].
Moreover, these properties uniquely characterize the operator ψk .

Proof We have already observed that ψk preserves addition.
Property 2 follows by induction on k using (4.5) and the fact that the lambda

operations are natural.
Property 3 also follows from (4.5) by induction on k, using also that λj ([L]) = 0

for all j ≥ 2.
Multiplicativity follows from additivity and the Splitting Principle. In detail, it

suffices to check ψk([P ][P ′]) = ψk([P ])ψk([P ′]). In the case when [P ] and [P ′]
are sums of classes of line bundles, this holds by (3) and the fact that ψk is additive.
The general case follows by naturality and the Splitting Principle.

The last assertion also follows from the Splitting Principle. $%
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Using this proposition, one may also relate the Adams operations to the lambda
operations using the Splitting Principle. Given P ∈ Pfg(R), let π : X → Spec(R)
be as in the Splitting Principle, so that π∗([P ]) = ∑r

i=1[Li], where the Li’s are
line bundles. Then

π∗ψk([P)] =
r∑

i=1

[L⊗k
i ] =

r∑

i=1

[Li]k

or in other words

ψk([P ]) = Nk([L1], . . . , [Lr ])

whereNk is the k-th Newton polynomial, defined byNk(x1, . . . , xr ) =
∑

i x
k
i . Since

Nk is a symmetric polynomial and every symmetric polynomial can be written in
terms of the elementary symmetric polynomials σ1, . . . , σr , for a given k, there is a
polynomial gk in k variables such that

Nk(x1, . . . , xr ) = gk(σ1(x1, . . . , xr ), . . . , σk(x1, . . . , xr ))

holds for any r . (This formula is independent of r in the sense that upon setting xr =
0 on both sides, we obtain Nk(x1, . . . , xr−1) = gk(σ1(x1, . . . , xr−1), . . . , σk(x1,
. . . , xr−1)).) It follows that

ψk([P ]) = gk(λ
1[P ], . . . ,λk[P ]).

Since both sides are additive, this extends to arbitrary elements of K0(R).
For example, setting k = 2, for any r we have

N2(x1, . . . , xr ) =
∑

i

x2i =
(
∑

i

xi

)2

−2
∑

i<j

xixj = σ1(x1, . . . , xr )
2−2σ2(x1, . . . , xr )

so that

g2(y1, y2) = y21 − 2y2

and thus

ψ2(α) = α2 − 2λ2(α),

for any α ∈ K0(R), as previously noted.

Corollary 4.1 If R has characteristic p for some prime p, then ψp : K0(R) →
K0(R) coincides with the map induced by extension of scalars along the Frobenius
map φ : R → R.
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Proof The map φ∗ : K0(R)→ K0(R) is a natural ring homomorphism and one can
check that φ∗[L] ∼= [L⊗p] for a rank one projective R-module. The result follows
from the Proposition. $%
Remark 4.2 It follows from Proposition 4.1 that

ψk ◦ ψj = ψkj (4.6)

for all k, j ≥ 0. In particular, this shows ψk and ψj commute.

4.1.4 A Theorem of Grothendieck

Finally, I mention a famous theorem of Grothendieck. (Technically, Grothendieck
did not phrase this Theorem in terms of Adams operations.)

Theorem 4.1 (Grothendieck, 1950s) IfX is a smooth variety over a field, then for
any integer k ≥ 2, the action ofψk onK0(X)Q is diagonalizablewith eigenvalues in
the set k0, . . . , kdim(X). In other words there is an internal direct sum decomposition

K0(X)Q =
dim(X)⊕

j=0

K0(X)(j)

where we defineK0(X)(j) := ker((ψk − kj ) : K0(X)Q → K0(X)Q), the eigenspace
of the operator ψk

Q of eigenvalue kj .
Moreover, for each j , we have isomorphisms

K0(X)(j) ∼= CHj(X)Q

where CHj(X) is the Chow group of codimension j cycles modulo rational
equivalence.

Remark 4.3 The subspace K0(X)(j) of K0(X)Q is independent of the choice of
k ≥ 2.

4.2 Algebraic K-Theory with Supports

Much of the material in this section is based on Gillet and Soulé’s paper [9]. The
material in this section would work just as well for arbitrary noetherian schemes,
but for the sake of concreteness I will stick to affine ones. Let us fix some notation:

• R is a commutative noetherian ring.
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• Z is a Zariski closed subset of Spec(R). So,

Z = V (I) :={p ∈ Spec(R) | I ⊆ p}

for some ideal I ⊆ R.
• PZ(R) is the category of bounded complexes of finitely generated and projective

R-modules with homology supported on Z. That is, a typical object is a complex
of the form

P := (· · ·→ 0→ Pm → · · ·→ Pn → 0→ · · · )

with each Pi a finitely generated and projective R-module, such that Pp is an
exact complex for all p ∈ Spec(R) \ Z. Morphisms in PZ(R) are chain maps.

4.2.1 Grothendieck Group with Supports

Definition 4.2 KZ
0 (R), the Grothendieck group of PZ(R), is the abelian group

generated by the set of classes [P ] for each object P of PZ(R), subject to two
types of relations:

[P ] = 0 if P is exact, and

[P ] = [P ′] + [P ′′] if there exists a short exact sequence of complexes of the form

0→ P ′ → P → P ′′ → 0.

It is not hard to see that we have the following facts:

1. For any pair of objects P,P ′ ∈ PZ(R),

[P ] + [P ′] = [P ⊕ P ′] ∈ KZ
0 (R). (4.7)

2. For any P ∈ PZ(R), we have [8P ] = −[P ] in KZ
0 , where 8P is the

suspension (shift) of P . (This follows from the short exact sequence 0 → P →
cone(idP )→ 8P → 0.)

3. Given P,P ′ ∈ PZ(R), if there exists a quasi-isomorphism α : P → P ′ in
PZ(R), then [P ] = [P ′] in KZ

0 (R). (This follows from the short exact sequence
0→ P ′ → cone(α)→ P → 0.)

4. Every element of KZ
0 (R) is equal to one of the form [P ] for some P ∈ PZ(R).

Example 4.5 Suppose M is a finitely generated R-module of finite projective
dimension, and choose a bounded resolution P

∼−→ M by finitely generated
projective modules. Then P is an object of Psupp(M)(X) and hence determines a
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class [P ] in K
supp(M)
0 (R). If P ′ is another such resolution, then P and P ′ are

homotopy equivalent and hence [P ] = [P ′]. So M determines a well-defined
element of Ksupp(M)

0 (R).

Remark 4.4 Associated to PZ(X) we have its homotopy category, written
hot(PZ(X)). The objects of this category are the same as for PZ(X), but
morphisms are chain homotopy equivalence classes of chain maps. The category
PZ(X) has the structure of a triangulated category. The suspension functor
8 is the usual shift functor for chain complexes. By definition, a triangle
P1 → P2 → P3 → 8P1 is distinguished if it is isomorphic (in hot(PZ(X))

to one of the form P
α−→ P ′ can−→ cone(α)

can−→ 8P .
KZ

0 (R) may be equivalently defined as the Grothendieck group of this triangu-
lated category. This means that it is the abelian group generated by objects ofPZ(X)

modulo the two relations

[8P ] = −[P ]

and

[P ] = [P ′] + [P ′′]

whenever there is a distinguished triangle P ′ → P → P ′′ → 8(P ′) in
hot(PZ(X)).

Example 4.6 There is a canonical isomorphism K
SpecR
0 (R)

∼=−→ K0(R), that takes
the class of an object P ∈ PSpec(R)(R) to the alternating sum of its components.
The inverse takes the class of a finitely generated projective R-module to the class
of the complex obtained by regarding it as a complex concentrated in degree 0.

Using the universal mapping property for presentations of abelian groups, we
have the following: If A is any abelian group and ρ is a function assigning to each
object of PZ(X) an element of A such that

ρ(P ) = 0, if P is acyclic

and

ρ(P ) = ρ(P ′)+ ρ(P ′′), if there is a short exact sequence 0→ P ′ → P → P ′′ → 0,

then ρ induces a unique homomorphism of abelian groups (also written as ρ)

ρ : KZ
0 (X)→ A,

such that ρ([P ]) = ρ(P ).
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4.2.2 Complexes with Finite Length Homology

Of particular interest for us will be the category Pm(R) and its associated
Grothendieck group Km

0 (R), when (R,m) is a local ring. (Technically the super-
scripts should be “{m}” not “m”, but I will use the latter.) We may equivalently
describe an object of Pm(R) as a bounded complex of finitely generated projective
R-modules having finite length homology. In particular, if M is a finite length R-
module of finite projective dimension, then M determines a class in Km

0 (R) by
choosing a free resolution.

Lemma 4.3 For any ring R and maximal ideal m the map χ : obP{m}(R) → Z
sending P to

∑
i (−1)i lengthR Hi(P ) induces a homomorphism

χ : Km
0 (R)→ Z.

If (R,m) is a regular local ring, this map is an isomorphism and Km
0 (R) is the

free abelian group of rank 1 generated by the class of the Koszul complex on a
regular system of parameters.

Proof If P is acyclic then χ(P ) = 0. Using the long exact sequence in homology
associated to a short exact sequence of chain complexes, we see that χ is also
additive on short exact sequences of complexes. It thus induces the indicated
homomorphism χ on Km

0 (R).
Assume R is regular local and let K ∈ Pm(R) be the Koszul complex on a

regular system of parameters. Then H0(K) = R/m and Hi(K) = 0 for all i /= 0,
and hence χ([K]) = 1. In particular, χ is onto. Let E be any object of Pm(R). It
remains to show [E] is in the subgroup generated by [K]. We proceed by induction
on h = h(E) = ∑

i lengthR Hi(E). If h = 0, then E is acyclic and hence [E] =
[0] = 0.

Assume h > 0. Let i be the largest integer such that Hi(E) /= 0, and pick
α ∈ Hi(E) such that α /= 0 andmα = 0. SinceHj(E) = 0 for j > i, it follows that
there is a chain map g : 8iK → E such that the induced map on Hi has the form
R/m→ Hi(E), sending 1 to α. Let C = cone(g). Then we have an exact sequence
0 → E → C → 8i+1K → 0 so that [E] = [C] − (−1)i+1[K]. By construction,
h(C) = h(E)− 1 and thus by induction [C] ∈ Z · [K]. $%
Remark 4.5 A slight generalization of the proof just given shows, more generally,
that if R is regular and semi-local with mSpec(R) = {m1, . . . ,mn}, then the
localization maps R → Rmi induce an isomorphism

K
mSpec(R)
0 (R)

∼=−→
n⊕

i=1

K
mi
0 (Rmi )

∼= Zn.

Remark 4.6 An interesting question is whether the analogue of the previous Lemma
holds for Z/2-graded complexes.
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Remark 4.7 When R is not regular, Km
0 (R) is in general much bigger than Z. It is

typically not at all easy to compute its value, and it is typically not finitely generated.
Here is one case in which it can be computed: Assume (R,m) is a local domain of
dimension 1, and let F be its field of fractions. Then there is a homomorphism of

abelian groups F× → Km
0 (R) defined by sending a

b ∈ F× to [R a−→ R] − [R b−→
R] ∈ Km

0 (R) for any a, b ∈ R \ {0}. (Note that R c−→ R has finite length homology
for any 0 /= c ∈ R since dim(R) = 1.) The kernel of this map clearly contains R×

and it can be shown that in fact it induces an isomorphism

F×

R×
∼= Km

0 (R)

of abelian groups.
Note that if R is regular (i.e., a DVR) then the valuation mapping gives an

isomorphism F×/R× ∼= Z, as the Lemma tells us.

4.2.3 Cup Product

Given a pair of closed subset Z and W of Spec(R), tensor product of complexes
determines a bi-functor

PZ(R)× PW(R)→ PZ∩W(R)

given by (P, P ′) 7→ P ⊗R P ′, that is bi-exact and preserves homotopy equivalences
in each argument. It thus induces a bilinear pairing:

Definition 4.3 The cup product pairing is the map on Grothendieck groups

− ∪− : KZ
0 (R)×KW

0 (R)→ KZ∩W
0 (R)

given by [P ] ∪ [P ′] = [P ⊗R P ′]. (Here P ⊗R P ′ refers to the tensor product
complex.)

This is a well-defined pairing, since P ⊗R − maps acyclic complexes to acyclic
complexes, and short exact sequences to short exact sequences, and similarly for
−⊗R P ′. Moreover, for P ∈ PZ(R), P ′ ∈ PW(R), if p ∈ Spec(R) \ (Z ∩W) then
either Pp or P ′

p is exact, and hence so is (P ⊗R P ′)p ∼= Pp⊗Rp P
′
p. This shows that

the target of − ∪− is indeedKZ∩W
0 (R).

The following is easy to prove by checking on generators:

Lemma 4.4 The cup product operation is commutative, associative, and unital, in
the appropriate senses.
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Example 4.7 Suppose (R,m) is a local ring of dimension d and let x1, . . . , xd be
a system of parameters. Let KosR(xi) = (· · · 0 → R

xi−→ R → 0 → · · · ) be the
Koszul complex on xi , for each i. Then [KosR(xi)] ∈ K

V (xi)
0 (R) for each i and we

have an equation

[KosR(x1)] ∪ · · · ∪ [KosR(xd)] = [KosR(x1, . . . , xd)] ∈ Km
0 (R),

since V (x1, · · · , xd) = {m}.
Example 4.8 Given a finitely generatedR-moduleM of finite projective dimension,
a chosen bounded projective resolution PM gives a class in K

supp(M)
0 (R). For

another such module N , we have [PN ] ∈ K
supp(N)
0 (R) and

[PM ] ∪ [PN ] = [M ⊗L
R N] ∈ K

supp(M)∩supp(N)
0 (R).

4.2.4 Intersection Multiplicity

Building on the previous example, suppose in addition that R is local and M

and N are chosen such that supp(M) ∩ supp(N) ⊆ {m}. (This is equivalent to
lengthR(M ⊗R N) <∞.) Recall that there is a map

χ : Km
0 (R)→ Z

given by χ([P ]) = ∑
i (−1)i lengthHi(P ). We get that

χ([PM ] ∪ [PN ]) =
∑

i

(−1)i lengthR(TorRi (M,N)) =: χ(M,N).

This is Serre’s intersection multiplicity formula.
The geometric intuition here is the following: SayM = R/I andN = R/J have

finite projective dimension (e.g., say R is regular) and
√
I + J = m. Geometrically,

V (I) and V (J ) meet only at the single point {m}. The integer χ(R/I,R/J ) gives
the multiplicity of the intersection.

Example 4.9 Let k be a field and R = k[[x, y]]. Suppose I = (f (x, y)) and J =
(g(x, y)) meet only at the maximal ideal. Then f, g have no common factors,and
hence form a regular sequence, so that TorRi (R/f,R/g) = 0 for i /= 0. We get

χ(R/f,R/g) = lengthR R/(f, g) = dimk R/(f, g).
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4.2.5 Functorality

Let φ : R → S be a ring map and write φ# : Spec(S) → Spec(R) be the induced
map on spectra (i.e., φ#(p) = φ−1(p)). Suppose Z ⊆ Spec(R) and W ⊆ Spec(S)
are closed subsets such that (φ#)−1(Z) ⊆ W . (That is, assume that if q ∈ Spec(S) \
W then φ−1(q) ∈ Spec(R) \ Z.) Then φ induces a homomorphism

φ∗ = φZ,W
∗ : KZ

0 (R)→ KW
0 (S).

To see that the target is correct, suppose q ∈ Spec(S) \ W and P ∈ PZ(R). By
assumption p = φ−1(q) /∈ Z and thus

(P ⊗R S)q ∼= Pp ⊗Rp Sq

is acyclic.

Example 4.10 If φ = idR and Z ⊆ W ⊆ Spec(R), KZ
0 (R) → KW

0 (R) is induced
by the inclusion PZ(R) ⊆ PW(R). Beware that this map on Grothendieck groups
is often not injective, since upon enlarging the support, one not only enlarges the
number of generators but also the numbers of relations.

For example, if R is a local domain, W = Spec(R) and Z is any proper closed
subset, thenKZ

0 (R)→ K
Spec(R)
0 (R) is the zero map: For recall that KSpec(R)

0 (R) ∼=
K0(R) ∼= Z, with the composition sending [P ] to ∑

i (−1)i rankR(Pi). If P ∈
KZ

0 (R) and Z ⊆ Spec(R), then P ⊗R F is acyclic, where F is the field of fractions
of R. It follows that

∑
i (−1)i rankR(Pi) = 0.

Example 4.11 For any f ∈ R, we have the localization map φ : R → R[1/f ],
which induces the map

KZ
0 (R)→ K

Z\V (f )
0 (R[1/f ])

sending [P ] to [P [1/f ]].

4.2.6 A Right Exact Sequence

Theorem 4.2 (Gillet-Soulé) For a regular ring R, closed subsetZ of Spec(R), and
element f ∈ R, the sequence

K
Z∩V (f )
0 (R)→ KZ

0 (R)→ K
Z\V (f )
0 (R[1/f ])→ 0

is exact.
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Proof (Sketch of Proof) The proof relies on the following fact: For any regular ring

B and ideal J , we have an isomorphism G0(B/J )
∼=−→ K

V (J )
0 (B), where G0(B/J )

denotes the Grothendieck group of all finitely generated B/J -modules and the map
sends the class of such a module to the class of a projective resolution of it. The
proof of this fact is not difficult, but I omit it.

Say Z = V (I). Since R is regular, using the fact above, the sequence in the
statement is isomorphic to the sequence

G0(A/f )→ G0(A)→ G0(A[1/f ])→ 0,

where A = R/I , the first map is induced by restriction of scalars and the second by
localization. The latter sequence is a portion of the well-known localization exact
sequence in G-theory; I include a sketch of the proof, adapted from [19, ii.6.4].

The composition of G0(A/f ) → G0(A) → G0(A[1/f ]) is the 0 map since
N[1/f ] = 0 for any A/f -module N . Given a finitely generated A[1/f ]-module
M , by choosing a presentation and clearing denominators, we can construct a
finitely generated A-module N such that N[1/f ] ∼= M . It follows that G0(A) →
G0(A[1/f ]) is onto.

Set 0 = coker(G0(A/f ) → G0(A)). By what we have already shown, there is
an induced surjection 0 → G0(A[1/f ]), and we need to show it is an isomorphism.
We do so by constructing an inverse map α. For each finitely generated A[1/f ]-
moduleM , as before choose a lift of it to a finitely generatedA-moduleN such that
there is an isomorphism N[1/f ] ∼= M of A[1/f ]-modules, and set α(M) ∈ 0 to be
the image of the class [N] ∈ G0(A) under the canonical mapG0(A) ! 0. Provided
α induces a well-defined additive function that is independent of the choice of N ,
the induced map α : G0(A[1/f ])→ 0 is a left inverse of 0 → G0(A[1/f ]).

To see α(M) does not depend on the choice of N , suppose N ′ is another such

lift. Then there exists an isomorphism g : N[1/f ]
∼=−→ N ′[1/f ] of A[1/f ]-modules.

Multiplying though by a sufficiently high power of f , we may assume g lifts to a
homomorphism g̃ : N → N ′. Since ker(g̃) and coker(g̃) are annihilated by a power
of f , both [ker(g̃)] and [coker(g̃)] lie in the image of G0(A/f ) → G0(A). We see
that α(M) is a well-defined function, independent of the choice of N .

Given a short exact sequence of finitely generated A[1/f ]-modules 0 → M ′ →
M → M ′′ → 0, we may find finitely generated A-modules N,N ′ and maps N ′ →
N , N → N ′′ that lift these. The composition of N ′ → N → N ′′ is not a priori 0,
but by multiplying through by a power of f , this can be arranged. So, we have a
complex 0→ N ′ → N → N ′′ → 0, and its homology is annihilated by a power of
f . As before, it follows that

[N] = [N ′] + [N ′′]

holds in 0. $%
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4.2.7 Adams Operations

In order to better understand the groupsKZ
0 (R), we decompose them into so-called

“weight pieces” that have certain desirable properties. These weight pieces are
obtained by taking eigenspaces for operators that satisfy certain properties, and we
call any such operator an “Adams operator”. In the special case whenZ = Spec(R),
such a decomposition is given by Grothendieck’s Theorem 4.1 using the classical
Adams operator defined in Sect. 4.1.3. In the general case, we start by axiomatizing
the needed properties:

Definition 4.4 (Gillet-Soulé) Let C be a collection of commutative noetherian
rings and let k be a positive integer. An Adams operation of degree k defined on
C is a collection of functions

ψk = ψk
R,Z : KZ

0 (R)→ KZ
0 (R)

for all R ∈ C and all closed subsets Z ⊆ Spec(R) such that four axioms hold:

1. (Additivity) Each ψk
R,Z is an endomorphism of abelian groups.

2. (Multiplicativity) For any R ∈ C and closed subsets Z,W of Spec(R), the
diagram

KZ
0 (R) × KW

0 (R)
∪

ψk
R,Z×ψk

R,W

KZ∩W
0 (R)

ψk
R,Z∩W

KZ
0 (R) × KW

0 (R)
∪

KZ∩W
0 (R)

commutes.
3. (Naturality) Given a ring homomorphism φ : R → S, with R, S ∈ C, and closed

subsets Z ⊆ Spec(R), andW ⊆ Spec(S) such that (φ#)−1(Z) ⊆ W , the diagram

KZ
0 (R)

φZ,W
∗

ψk
R,Z

KW
0 (S)

ψk
S,W

KZ
0 (R)

φZ,W
∗

KW
0 (S)

commutes.
4. (Normalization) For all R ∈ C and a ∈ R

ψk
R,V (a)([KosR(a)]) = k · [KosR(a)] ∈ K

V (a)
0 (R),
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where KosR(a) =
(
· · ·→ 0→ R

a−→ R → 0→ · · ·
)
, the Koszul complex

on a.

Example 4.12 Given an Adams operation on C of degree k, suppose a1, . . . , ac ∈ R

and R ∈ C, and let

KosR(a1, . . . , ac) =
⊗

i

KosR(ai).

The multiplicative and normalization axioms give

ψk([KosR(a1, . . . , ac)]) = kc[KosR(a1, . . . , ac)] ∈ K
V (a1,...,ac)
0 (R).

4.2.8 Frobenius

One example of an Adams operation comes from the Frobenius:
Let p be a prime and Cp the collection of all commutative noetherian rings

of characteristic p. For each R ∈ Cp, let F : R → R denote the Frobenius
endomorphism. Since F > : Spec(R) → Spec(R) is the identity map of topological
spaces, for each closed subset Z we have an induced map

F∗ : KZ
0 (R)→ KZ

0 (R)

that sends [P ] to [P ⊗R
FR].

Proposition 4.2 F∗ is an Adams operation of degree p defined on Cp.

Proof Axioms 1 and 2 hold since F∗ is the homomorphism induced by extension
of scalars. Axiom 3 holds by the naturality of Frobenius. For Axiom 4, we have

KosR(a)⊗R
FR ∼= KosR(ap)

and so it suffices to prove [KosR(ap)] = p[KosR(a)] ∈ K
V (a)
0 (R) — this actually

holds for any ring R, element a ∈ R and integer p:
Let α : KosR(ap−1) → KosR(ap) be the chain map given as the identity in

degree 1 and multiplication by a in degree 0. Then cone(α) ∼ KosR(a) and hence

[KosR(ap)] = [KosR(ap−1)] + [KosR(a)].

The result follows by induction on p. $%



4 Adams Operations in Commutative Algebra 101

4.3 Existence of Adams Operations, Weight Decompositions

4.3.1 The Adams Operations of Gillet-Soulé

Theorem 4.3 (Gillet-Soulé) For each k ≥ 1, there exists an Adams operationψk
GS

of degree k defined on the collection of all commutative noetherian rings. Moreover,

ψk
GS ◦ ψ

j
GS = ψ

jk
GS .

for all j, k ≥ 1. In particular, any two such operations commute.

Some comments:

• They first establish λ operations onKZ
0 (R) and define ψ

k
GS via the same formula

used for classical K0.
• These λ operations are defined by replacing complexes with simplicial modules

(Dold-Kan correspondence) and taking exterior powers. This idea originatedwith
Dold and Puppe.

• A difficult argument is needed to verify the axioms of a λ ring.

I will not prove the theorem of Gillet-Soulé.

4.3.2 Cyclic Adams Operations

I present another way to create Adams operations, called “cyclic Adams operations”.
The details may be found in [4].

An overview:

• The construction requires fixing a prime p and it yields just a single Adams
operation, of degree p, which is defined only on the category of Z[1/p, ζp]-
algebras, where ζp is a primitive p-th root of unity.

• These limitations are minor, at least if one is working locally: Starting with an
arbitrary local ring R, one may pick any prime p /∈ m and pass to a finite étale
extension R ⊆ R′ with ζp ∈ R′. For most applications, no important information
is lost by this process and so these operations are usually good enough.

• One advantage of the cyclic Adams operations, as compared with those defined
by Gillet and Soulé, is that ψp

cy can be defined in other contexts too; e.g., on the
Grothendieck group of matrix factorizations.

Given a bounded complex P of finitely generated, projective R-modules and an
integer n ≥ 0, define

T n(P ) :=
n︷ ︸︸ ︷

P ⊗R · · ·⊗R P
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The symmetric group 8n acts on T n(P ) by permuting the tensor factors and
adhering to the Koszul sign convention:

τ · (x1 ⊗ · · ·⊗ xn) = ±xτ (1) ⊗ · · ·⊗ xτ (n)

where the xi’s are elements belonging to the various graded components of the
complex P . The sign is uniquely determined by the following rule: When τ is the
adjacent transposition τ = (i i + 1) for some 1 ≤ i ≤ n− 1, we have

τ · (x1 ⊗ · · ·⊗ xn) = (−1)|xi ||xi+1|x1 ⊗ · · ·⊗ xi−1 ⊗ xi+1 ⊗ xi ⊗ xi+2 ⊗ · · ·⊗ xn,

where if x ∈ Pm we set |x| = m. For a general τ , the sign is (−1)e where e =∑
i<j,τ−1(i)>τ−1(j) |xi||xj |.
This sign rule gives that the action of 8n commutes with the differential on

T n(P ); that is, we may regard T n(P ) as a complex of left modules over the group
ring R[8n].

Let Cn = 〈σ 〉 be the cyclic subgroup of 8n of order n generated by the cyclic
permutation σ = (1 2 · · · n). Then Cn acts on T n(P ) by

σ · (x1 ⊗ · · ·⊗ xn) = (−1)|x1|(|x2|+···+|xn|)x2 ⊗ · · ·⊗ xn ⊗ x1

Now assume n = p, for a prime p, and that R contains 1
p and a primitive p-th

root of unity ζp. These assumptions give that the group ringR[Cp] ∼= R[x]/(xp−1)
decomposes as a product of copies ofR, indexed by the primitivep-th roots of unity,
and hence that there is an internal direct sum decomposition

T p(P ) =
p−1⊕

j=0

T p(P )(ζ
j
p )

of complexes of R-modules, where we set

T p(P )(ζ
j
p ) = ker(T p(P )

σ−ζ
j
p−−−→ T p(P )).

I will be primarily interested in the case p = 2. Note that ζ2 = −1 and for P ∈
PZ(R) the group 82 = C2 = 〈σ 〉 acts on T 2(P ) by σ · (x ⊗ y) = (−1)|x||y|y ⊗ x.
So,

T 2(P )(1) = S2(P ) :={α ∈ P ⊗R P | σ · α = α}

and

T 2(P )(−1) = <2(P ) :={α ∈ P ⊗R P | σ · α = −α}.



4 Adams Operations in Commutative Algebra 103

Since we assume 1
2 ∈ R, we have an internal direct sum decomposition

T 2(P ) = S2(P )⊕<2(P )

of chain complexes. In particular, we have

supp(S2(P )) ⊆ supp(P ) and supp(<2(P )) ⊆ supp(P ). (4.8)

For example, if P is a projective module viewed as a complex with trivial
differential concentrated in even degree d , then we may identify S2(P ) and <2(P )

with the classical second symmetric and exterior powers of P , viewed as a complex
in degree 2d . In the same situation but with d odd, the roles are flipped. In general,
the graded module underlying S2(P ) for an arbitrary P is the tensor product of the
classical second symmetric power of the even part of P with the classical second
exterior power of the odd part, and vice versa for <2(P ).

Proposition 4.3 (Brown-Miller-Thompson-Walker) Assume p is a prime and
that 1

p , ζp ∈ R. For any Z, there is a well-defined endomorphism of abelian groups

ψ
p
cy : KZ

0 (R)→ KZ
0 (R)

given on generators by the formula

ψ
p
cy([P ]) = [T p(P )(1)]− [T p(P )(ζp)].

In particular, for p = 2, we have the operator

ψ2
cy([P ]) = [S2(P )]− [<2(P )].

Definition 4.5 The function ψ
p
cy described in the Proposition is called the p-th

cyclic Adams operation.

Proof (When p = 2) For P ∈ PZ(R) set ψ2
cy(P ) = [S2(P )]− [<2(P )] ∈ KZ

0 (R).
Note that ψ2

cy(P ) does indeed belong to KZ
0 (R) by (4.8). We must show this

function respects the two defining relations of KZ
0 (R).

Given a quasi-isomorphism P
∼−→ P ′, we have a quasi-isomorphism P ⊗R P

∼−→
P ′ ⊗R P ′. Since 1

2 ∈ R, this map decomposes as a direct sum of maps of the form
S2(P ) → S2(P ′) and <2(P ) → <2(P ′), and each of these must also be quasi-
isomorphisms. This proves ψ2

cy(P ) = ψ2
cy(P

′).

Suppose 0 → P ′ i−→ P → P ′′ → 0 is a short exact sequence in PZ(R). We
consider the filtration of complexes

0 = F0 ⊆ F1 ⊆ F2 ⊆ F3 = P ⊗R P
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where F1 = P ′ ⊗R P ′ and F2 = P ′ ⊗R P + P ⊗R P ′. (Here, we interpret i as an
inclusion of a subcomplex P ′ into P .) This filtration respects the action of C2, and
we have a C2-equivariant isomorphism of complexes

F2/F1 ∼= P ′ ⊗R P ′′ ⊕ P ′′ ⊗R P ′

where the C2 action on the right is given by

σ (x ′ ⊗ x ′′ + y ′′ ⊗ y ′) = (−1)|y ′||y ′′|y ′ ⊗ y ′′ + (−1)|x ′||x ′′|x ′′ ⊗ x ′.

Taking invariants yields the isomorphisms

(F2/F1)
(1) ∼= P ′ ⊗R P ′′

(F2/F1)
(−1) ∼= P ′ ⊗R P ′′.

Likewise, we have C2-equivariant isomorphisms F3/F2 ∼= P ′′ ⊗R P ′′ and F1/F0 ∼=
P ′ ⊗R P ′ and hence isomorphisms

(F1/F0)
(1) ∼= S2(P ′)

(F1/F0)
(−1) ∼= <2(P ′)

(F3/F2)
(1) ∼= S2(P ′′)

(F3/F2)
(−1) ∼= <2(P ′′).

These isomorphisms give the equations

[S2(P )] = [S2(P ′)] + [P ′ ⊗R P ′′] + [S2(P ′′)]

and

[<2(P )] = [<2(P ′)] + [P ′ ⊗R P ′′] + [<2(P ′′)]

in KZ
0 (R). Taking their difference yields ψ

2
cy(P ) = ψ2

cy(P
′)+ ψ2

cy(P
′′). $%

Theorem 4.4 (Brown-Miller-Thompson-Walker) ψ
p
cy satisfies the four Gillet-

Soulé axioms on the category Cp.

Proof (Sketch When p = 2) The first axiom, additivity, is given by Proposition 4.3.
I omit a proof of the second axiom, multiplicativity, although it is not too hard.
The third axiom, naturality, is a consequence of the naturality of the functors S2

and <2.
Let a ∈ R and set K = KosR(a). Then T 2(K) = KosR(a, a) ∼= KosR(a, 0).

Explicitly, if K has R-basis α,β with |α| = 1, |β| = 0 and d(α) = aβ, then
KosR(a, 0) has basis x = α ⊗ α, y = α ⊗ β + β ⊗ α, z = β ⊗ α − α ⊗ β,
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and w = β ⊗ β, of degrees 2, 1, 1, and 0, respectively. Relative to this basis, we
compute the action of the differential and the transposition operators: d(x) = az,
d(y) = 2aw, d(z) = 0, and d(w) = 0, and σ · x = −x, σ · y = y, σ · z = −z, and
σ · w = w. It follows that

S2(K) ∼= KosR(2a)

and

<2(K) ∼= 8KosR(−a).

Hence

ψ2
cy(K) = [KosR(2a)] + [KosR(−a)] = [KosR(a)] + [KosR(a)] = 2[K].

This establishes the final axiom. $%
It is not known (at least to me) if the cyclic Adams operations coincide with those

defined by Gillet and Soulé in all situations in which the former are defined. But the
following is proven in [4]:

Proposition 4.4 (Brown-Miller-Thompson-Walker) Let R be a noetherian ring
and p a prime. If p! is invertible in R, then ψ

p
cy and ψ

p
GS coincide as operators

on KZ
0 (R) for all Z. In particular, ψ2

cy = ψ2
GS for local rings (R,m) with

char(R/m) /= 2.

4.3.3 The Weight Decomposition

As mentioned, the essential feature of Adams operations is that they decompose
rationalized Grothendieck groups of regular rings into “weight pieces”. The precise
statement is:

Theorem 4.5 (Gillet-Soulé) Assume ψk is an Adams operation of degree k, for
any k ≥ 2, defined on some collection of commutative rings C that is closed under
localization. If R ∈ C is regular and Z = V (I) ⊆ R is any closed subset, then there
exists an internal direct sum decomposition

KZ
0 (R)⊗Z Q =

dim(R)⊕

j=height(I )

KZ
0 (R)

(j)
Q

where we define

KZ
0 (R)

(j)
Q := ker(KZ

0 (R)⊗Z Q ψk⊗Q−kj−−−−−−→ KZ
0 (R)⊗Z Q).
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In other words, the theorem says that the operator ψk ⊗Z Q is diagonalizable
with eigenvalues contained in the set {kj | height(I ) ≤ j ≤ dim(R)}. In yet other
words,KZ

0 (R)Q is annihilated by
∏

height(I )≤j≤dim(R)(ψ
k − kj ).

Definition 4.6 The subspace KZ
0 (R)

(j)
Q is the j -th weight space for the operator

ψk . To indicate the (possible) dependence on the choice of operator, we sometimes

write this KZ
0 (R)

(j)
ψk

Q .

Remark 4.8 Before proving this Theorem, I make an observation that is simple but
important in applications: The weight decomposition is multiplicative. That is, for
all R,Z,W, i, j , for a given Adams operation the cup product pairing induces a
pairing on the associate weight pieces of the form

KZ
0 (R)

(i)
Q ×KW

0 (R)
(j)
Q → KZ∩W

0 (R)
(i+j)
Q .

This is immediate from Axiom 2 and the definitions.

Proof (Sketch of Proof) Let us regardKV (I)
0 (R)Q as aQ[t]-module with t acting as

ψk . We need to prove it is annihilated by the polynomial
∏

height(I )≤j≤dim(R)(t−kj ).
If this is false for some regular noetherian ring R, then we may find an ideal I

that is maximal among those ideals for which it fails to hold. Let p1, . . . , pn be the
minimal primes that contain I and are of the same height as I . Set S = R \ (p1 ∪
· · · ∪ pn). By taking colimits over all g ∈ S in Theorem 4.2, we obtain the right
exact sequence

⊕

g∈S
K

V (I,g)
0 (R)Q → K

V (I)
0 (R)Q → K

Spec(S−1R)∩V (I)
0 (S−1R)Q → 0 (4.9)

of Q[t]-modules (i.e., the maps commute with the action of ψk by Axiom 3).
By choice of I , the summand indexed by g in the left-most term is annihilated

by
∏

height(I,g)≤j≤dim(R)(t
k − kj ), and so, since height(I, g) > height(I ) for each

g ∈ S, the left-most term is annihilated by
∏

height(I )+1≤j≤dim(R)(t
k − kj ).

By choice of S, S−1R is semi-local, Spec(S−1R) ∩ V (I) = mSpec(S−1R), and
each prime in mSpec(S−1R) has height equal to height(I ). By Remark 4.5 we have
an isomorphism

K
mSpec(S−1R)
0 (S−1R)Q ∼=

n⊕

i=1

K
piRpi
0 (Rpi )

and it is compatible with the action of ψk by Axiom 3. Since Rpi is regular local

of dimension height(I ) for each i, by Lemma 4.3 K
piRpi
0 (Rpi ) is generated by the

class of a Koszul complex on height(I ) elements and thus, by Example 4.12, it is
annihilated by tk − kheight(I ).
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We have proven that the right-most term of (4.9) is annihilated by tk − kheight(I )

and its left-most term is annihilated by
∏

height(I )+1≤j≤dim(R)(t
k − kj ). Since these

polynomials are relatively prime elements of Q[t], it follows that the middle term
K

V (I)
0 (R)Q is annihilated by their product, namely

∏
height(I )≤j≤dim(R)(t − kj ). We

have reached a contradiction. $%
Remark 4.9 This proof does not show that KZ

0 (R)Q admits such a weight decom-
position for an arbitrary noetherian ring R. The most important things that fails in

the proof is that the groupsK
piRpi
0 (Rpi ) are not necessarily of “pure weight”—i.e.,

ψk need not act as multiplication by kh on these groups.

Remark 4.10 Assume ψk , φj are degree k, j Adams operation with k, j ≥ 2. If ψk

and φj commute, then

KZ
0 (R)

(j)
ψk

Q = KZ
0 (R)

(j)
φj

Q .

In particular if j = k and ψk and φk commute, then the operators themselves
coincide at least rationally: ψk

Q = φk
Q.

It is not known (at least to me) if the assumption that ψk,φj commute is needed
for these facts to hold. That is, it is unknown if, for a fixed k ≥ 2, the Gillet-Soulé
axioms uniquely specify the rational degree k Adams operator for a regular ring.

However, if p is a prime and C is the category of commutative noetherian rings
of characteristic p, then for any Adams operation ψk of degree k defined on C, we
have

KZ
0 (R)

(j)
ψk

Q = KZ
0 (R)

(j)F
Q

whereF is the degreep Adams operation induced by Frobenius. In particular,ψp
Q =

FQ on C.

4.4 Applications to Some Conjectures in Commutative
Algebra

In this section I derive theorems in local algebra using the properties of Adams
operations established above.

4.4.1 Serre Vanishing Conjecture

In this subsection I present the proof of the Serre Vanishing Conjecture (for regular
rings) due to Gillet and Soulé. The proof I give is actually a slight modification of
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their original proof, in that it uses the cyclic Adams operations instead of the ones
they used.

Let us recall the definition of the intersection pairing:

Definition 4.7 Let (R,m) be a local ring, and letM andN be finitely generatedR-
modules such that supp(M)∩supp(N) ⊆ {m} (or, equivalently, lengthR(M⊗RN) <

∞). Assume also that either pdR(M) < ∞ or pdR(N) < ∞. Then the intersection
multiplicity ofM and N is the integer

χ(M,N) =
∑

j

(−1)j length TorRj (M,N).

Conjecture 4.1 (Serre) Suppose R is a regular local ring and M and N are finitely
generatedR-modules such that supp(M)∩supp(N) ⊆ {m}. If dim(M)+dim(N) <

dim(R), then χ(M,N) = 0.

Heuristically, the conjecture predicts that if the supports ofM andN “ought not”
meet, then their intersection multiplicity is 0.

Example 4.13 Two curves in three space meeting at the origin should have inter-
section multiplicity 0. That is, for the ring R = k[[x, y, z]], given prime ideals
p, q such that dim(R/p) = 1, dim(R/q) = 1 and p + q is m-primary, then
we expect χ(R/p, R/q) = 0. Let’s check this holds for a pair of “axes”: Let
p = (x, y), q = (y, z). We may resolve each by Koszul complexes and so their
derived tensor product is KosR(x, y, y, z) ∼= KosR(x, y, z, 0), which is quasi-

isomorphic to the complex · · ·→ 0→ k
0−→ k → 0→ · · · , and hence χ = 0.

Remark 4.11 The Vanishing Conjecture was proven by Serre himself when R

contains a field.

The conjecture admits an evident generalization to the case when R is local, but
not necessarily regular, provided either pdR(M) <∞ or pdR(N) <∞. It is known
to be false at that level of generality; see the famous example constructed by Dutta,
Hochster, and McLaughlin [7]. It remains an open conjecture for an arbitrary local
ring R if it is assumed that both M and N have finite projective dimension. This
has been proven to hold when R is a complete intersection ring by Roberts [14]
and, independently, by Gillet and Soulé [9]. Roberts [op. cit.] has also proven it for
isolated singularities.

Proof (The Gillet-Soulé Proof of SVC for All Regular Local Rings) Let R be a
regular local ring, M,N finitely generated R-modules such that length(M ⊗R

N) < ∞ and dim(M) + dim(N) < d = dim(R). We show χ(M,N) = 0 by
following Gillet and Soulé’s proof closely, except that we will use the cyclic Adams
operations. This requires the addition of one preliminary step:

Pick a prime integer p such that p /= char(R/m), so that 1
p ∈ R. There exists a

finite étale extension R ⊆ R′ of regular local rings such that R′ contains a primitive
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p-th root of unity ζp. For such an extension we have

χR′(M ⊗R R′, N ⊗R R′) = dimR/m(R′/m′) · χR(M,N).

We may thus assume without loss of generality thatR contains ζp, so that the cyclic
Adams operator ψp

cy is defined.
Choose projective resolutions PM and PN ofM and N . Then

[PM ] ∈ K
supp(M)
0 (R)⊗Z Q =

d⊕

j=d−dim(M)

K
supp(M)
0 (R)

(j)
Q

by Theorem 4.5, and similarly for [PN ]. Since the cup product respects the weight
decomposition (see Remark 4.8), we have

[PM ] ∪ [PN ] = [PM ⊗R PN ] ∈
⊕

i≥d−dim(M),j≥d−dim(N)

Km
0 (R)

(i+j)
Q .

The assumption dim(M) + dim(N) < d implies i + j > d for all such pairs, but
we also know that Km

0 (R)⊗Z Q = Km
0 (R)

(d)
Q and hence

[PM ] ∪ [PN ] = 0 ∈ Km
0 (R)Q.

Recall Km
0 (R)Q ∼= Q and under this isomorphism [PM ] ∪ [PN ] corresponds to

χ(M,N) ∈ Z ⊆ Q. We have thus shown that χ(M,N) = 0. $%

4.4.2 The Total Rank Conjecture

Let (R,m) be a local ring with residue field k = R/m, and assume M is an R-
module of finite length such thatM /= 0 and pdR(M) < ∞. Let βR

i (M) denote the
i-th Betti number of M , defined as βR

i (M) = dimk TorRi (M, k) or, equivalently,
as the rank of the i-th free module in the minimal free resolution of M over
R. A famous conjecture attributed to Buchsbaum-Eisenbud [6] and Horrocks [11,
Problem 24] predicts that βR

i (M) ≥ (d
i

)
where d = dim(R). It remains open even

for regular local rings and for polynomial rings in the graded setting.
Since

∑
i

(d
i

) = 2d , an evident consequence of the BEH conjecture is:

Conjecture 4.2 (Avramov’s Total Rank Conjecture) For a local ring R and a non-
zero R-moduleM of finite length and finite projective dimension, we have

∑

i

βR
i (M) ≥ 2dim(R).

The following theorem is from [18]:
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Theorem 4.6 (Walker) Let (R,m) be a regular local ring such that char(R/m) /=
2. If P belongs to Pm(R) and P is not exact, then

rankR(P ) ≥ 2dim(R) |χ(P )|
h(P )

,

where rankR(P ) = ∑
i rankR(Pi), χ(P ) = ∑

i (−1)i lengthR Hi(P ), and h(P ) =∑
i lengthR Hi(P ).
In particular, the Total Rank Conjecture holds for R.

Proof We easily deduce the second assertion from the first: Given a non-zero R-
module M of finite length, let P be its minimal free resolution. Then we have
rankR(P ) = ∑

i β
R
i (M) and χ(P ) = h(P ) = lengthR(M), and thus the first

assertion gives
∑

i β
R
i (M) ≥ 2dim(R) |χ(P )|

h(P ) = 2dim(R).

Since char(R/m) /= 2, R contains 1
2 (and, obviously, ζ2 = −1), and thus the

cyclic Adams operation ψ2
cy is defined for R and all of its localizations. Since R is

regular, ψ2
cy acts as 2dim(R) onKm

0 (R) and thus

χ(ψ2
cy(P )) = 2dim(R) · χ(P ).

Recall that ψ2
cy(P ) = [S2(P )]− [<2(P )] so that

χ(ψ2
cy(P )) = χ(S2(P ))− χ(<2(P ))

≤
∑

i even

lengthR Hi(S
2P) +

∑

i odd

lengthR Hi(<
2P)

≤ h(S2(P ))+ h(<2(P )).

Since P ⊗R P = S2(P ) ⊕<2(P ), we have h(P ⊗R P) = h(S2(P )) + h(<2(P ))

and hence

χ(ψ2
cy(P )) ≤ h(P ⊗R P).

I claim that

h(P ⊗R P) ≤ rank(P )h(P ). (4.10)

To see this, consider the convergent spectral sequence

E2
i,j = Hi(P ⊗R Hj (P )) >⇒ Hi+j (P ⊗R P)

that arises from regarding P ⊗R P as the totalization of a bicomplex. Since
lengthR E∞

i,j ≤ lengthR Hi(P ⊗R Hj (P )) for all i, j and lengthR Hn(P ⊗R P) =
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∑
i+j=n lengthR E∞

i,j , we deduce

lengthR Hn(P ⊗R P) ≤
∑

i,j ;i+j=n

lengthR Hi(P ⊗R Hj (P ))

for each n. Now, Hi(P ⊗R Hj (P )) is a subquotient of the finite length module
Pi ⊗R Hj (P ), and hence

lengthR Hi(P ⊗R Hj (P )) ≤ rankR(Pi) length(Hj (P )). (4.11)

We conclude

h(P ⊗R P) ≤
∑

n

∑

i+j=n

rankR(Pi) length(Hj(P ))

=
∑

i,j

rankR(Pi) lengthR(Hj (P ))

= rank(P )h(P ).

To conclude the proof, we just put the above inequalities together to get

rank(P )h(P ) ≥ 2dim(R)χ(P ),

and since h(P ) > 0 we conclude

rankR(P ) ≥ 2dim(R)
χ(P )

h(P )
.

Applying this inequality to 8P in place P , and using that rankR(8P) =
rankR(P ), h(8P) = h(P ), and χ(8P) = −χ(P ), we also get rankR(P ) ≥
−2dim(R) χ(P )

h(P ) . $%
Remark 4.12 The inequality (4.10) can also be proven without using spectral
sequences. More generally, if M is any bounded complex of R-modules having
finite length homology, I claim h(P ⊗R M) ≤ rank(P )h(M). Both sides are
unaffected by replacing M with any complex that is quasi-isomorphic to it. In
particular, it holds when M is acyclic. If M is not acyclic, proceed by induction
on w = w(M) :=max{n | Hn(M) /= 0}− min{n | Hn(M) /= 0}. When w = 0, M
is quasi-isomorphic to a module viewed as a complex concentrated in one degree.
In this case the inequality holds for the same reason (4.11) holds. For w > 0, by
using a “soft truncation”, we may find a short exact sequence

0→ M ′ → M → M ′′ → 0 (4.12)



112 M. E. Walker

of non-acyclic, bounded complexes with finite length homology such that the map
induced map on homology H(M) → H(M ′′) is surjective, w(M ′) < w(M), and
w(M ′′) < w(M). These conditions imply that h(M) = h(M ′)+ h(M ′′). Moreover,
the long exact sequence in homology associated to the short exact sequence obtained
by applying P ⊗R − to (4.12) yields the inequality

h(P ⊗R M) ≤ h(P ⊗R M ′)+ h(P ⊗R M ′′).

By induction and the equation h(M) = h(M ′)+ h(M ′′) we get

h(P ⊗R M) ≤ β(P )h(M ′)+ β(P )h(M ′′) = β(P )h(M).

Remark 4.13 In [18] I also prove the Total Rank Conjecture in the following
cases:

1. R is a “Roberts ring” (for example, a complete intersection ring) and
char(R/m) /= 2 or

2. R is any local ring such that char(R) = p for an odd prime p.

4.4.3 Matrix Factorizations

I provide no details, but would like to mention that in [5], Brown, Miller, Thompson
and myself use cyclic Adams operations to prove a conjecture due to Hailong
Dao concerning the vanishing of the theta invariant for isolated hypersurface
singularities. Our proof requires developing a good notion of Adams operations
for matrix factorizations. Since this involves Z/2-graded complexes, the Adams
operations of Gillet-Soulé cannot be used in this context.

4.4.4 A Generalization of the Total Rank Conjecture

Fix a local ring (R,m) and assume there exists a surjection π : Q ! R with Q

regular local, and let I = ker(π). Such a surjection exists if, for example, R is
complete. For each finitely generated R-module M , choose a projective resolution
PM ∼−→ M ofM as a Q-module, obtaining a class

[PM ] ∈ K
V (I)
0 (Q).

The assignmentM 7→ [PM ] induces isomorphism

ρ : G0(R) ∼= K
V (I)
0 (Q), (4.13)
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whereG0(R) is the Grothendieck group of finitely generated R-modules.
We have a bi-linear pairing

∩ : Km
0 (R)×G0(R)→ Z,

called cap product, given on generators by

[P ] ∩ [M] = χ([P ], [M]) =
∑

i

(−1)i lengthR Hi(P ⊗R M).

Using (4.13) this pairing induces the equivalent pairing

∩̃ : Km
0 (R)×K

V (I)
0 (Q)→ Z.

An evident question is how this pairing relates to the two Adams operations on its
source.

Lemma 4.5 With the notation above, given an Adams operation ψk defined on the
collection of all quasi-projectiveQ-schemes, we have

ψk(α)∩̃ψk(β) = kdim(Q)(α∩̃β).

The proof of this Lemma is similar to the proof of [17, Theorem 7]. The basic
idea is to reduce to the case where α lies in the image of the mapKZ

0 (Q)→ Km
0 (R)

induced by π , for some closed subset Z such that Z ∩ Spec(R) = {m}. In this case,
the equation holds from the projection formula. I omit the (complicated) details.

The following definition is a slight variation of a concept due to Kurano [13, §4].

Definition 4.8 (Kurano) With the notation above, an R-module M is called a test
module (relative to π and ψk) if

1. M is a (f.g.) MCM R-module and
2. the class [PM ] ∈ K

V(I)
0 (Q) has weight c := dim(Q) − dim(R) for ψk ; that is,

[PM ] ∈ K
V (I)
0 (Q)

(c)
Q or equivalently

ψk([PM ]) = kc[PM ] modulo torsion.

Example 4.14 Suppose R = Q/(f1, . . . , fc) for some regular local ring Q and
regular sequence of elements f1, . . . , fc in the maximal ideal of Q. Then R is a
test module over itself (relative to the canonical surjection Q ! R) for any Adams
operation. Indeed, it is MCM since R is Cohen-Macaulay, and the class of R in
K

V (I)
0 (Q) is [KosQ(f1, . . . , fc)], which, as we have seen, has weight c. (Note that

c = dim(Q)− dim(R).)

The following is equivalent to the (very strong) conjecture that every complete
local domain has a (small) MCM module. See Kurano [13, §4].
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Conjecture 4.3 Every complete, local domain has a test module.

Using these notions, I prove the following generalization of the Total Rank
Conjecture.

Theorem 4.7 Suppose (R,m) is a local ring of dimension d and char(R/m) /= 2.
Assume F ∈ Pm(R) is a non-acyclic complex of the form

F = (· · ·→ 0→ Fd → · · ·→ F0 → 0→ · · · ).

If R admits a test module relative to ψ2
cy (for some surjection Q ! R), then

rankR(F ) ≥ 2d . In particular, the Total Rank Conjecture holds for such a ring
R.

Remark 4.14 Let me make some comments about the complexesF appearing in the
statement of this theorem: By the New Intersection Theorem [15], such complexes
are the “narrowest” possible complexes of projective modules having non-zero,
finite length homology. Moreover, when R is Cohen-Macaulay, any such complex
is necessarily the resolution of a module of finite length and finite projective
dimension, and thus the statement of this theorem is equivalent to the assertion of
the Total Rank Conjecture in this case. Finally, I mention that the theorem would
become false if F were allowed to be any “wider”; see [12].

Proof The second assertion follows from first since by the Auslander-Buchsbaum
formula [3], the minimal free resolution of a non-zeroR-module of finite length and
finite projective dimension has the form of F .

Suppose π : Q ! R is a surjection with kernel I such that Q is regular and that
M is a test module for R relative to π and ψ2

cy . As usual, let P
M ∼−→ M be the

minimalQ-free resolution ofM .
As discussed above, we have a pairing

−∩̃− : Km
0 (R)×K

V (I)
0 (Q)→ Z,

with the following two properties:

1. For any R-module N , if PN ∼−→ N is a Q-free resolution of N , then

[E]∩̃[PN ] = χ(E ⊗R N) =
∑

i

(−1)i lengthR Hi(E ⊗R N),

for any E ∈ Pm(R).
2. For E ∈ Pm(R) and P ∈ PV (I)(Q) we have ψ2

cy([E])∩̃ψ2
cy([P ]) =

2dim(Q)[E]∩̃[P ].
Since, by assumption, we haveψ2

cy([PM ]) = 2c[PM ], the second property yields

2dim(Q)[F ]∩̃[PM ] = ψ2
cy([F ])∩̃ψ2

cy([PM ]) = 2cψ2
cy([F ])∩̃[PM ].
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Using the first property, we deduce that

ψ2
cy([F ])∩̃[PM ] = 2dim(Q)−c[F ]∩̃[PM ] = 2dim(R)χ(F ⊗R M).

The next part of the proof is very similar to the proof of Theorem 4.6 given above.
In detail, we have

ψ2
cy([F ])∩̃[PM ] = [S2(F )]∩̃[PM ]− [<2(F )]∩̃[PM ] = χ(S2(F )⊗R M)−χ(<2(F )⊗RM)

and the argument in that proof applies verbatim to show

ψ2
cy([F ])∩̃[PM ] ≤ rankR(F )h(F ⊗R M).

Combining these facts gives

2dim(R)χ(F ⊗R M) ≤ rankR(F )h(F ⊗R M). (4.14)

So far we have used neither thatM is an MCM R-module nor that F is “narrow”.
These facts together imply that the homology of F⊗RM is concentrated in degree 0:

Hi(F ⊗R M) ∼=
{
0, if i /= 0 and

H0(F )⊗R M, if i = 0.

In particular, χ(F ⊗R M) = h(F ⊗R M), and the Theorem follows from (4.14) by
dividing by the positive integer h(F ⊗R M). $%
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