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Abstract. We prove a shape theorem and derive a variational formula for the limiting quenched Lyapunov exponent and the Green’s
function of random walk in a random potential on a square lattice of arbitrary dimension and with an arbitrary finite set of steps. The
potential is a function of a stationary environment and the step of the walk. This potential is subject to a moment assumption which
has strictness tied to the mixing rate of the environment. Our setting includes directed and undirected polymers, random walk in static
and dynamic random environment, and, in the zero-temperature case, our results also give a shape theorem and a variational formula
for the time constant of both site and edge directed last-passage percolation and standard first-passage percolation.

Résumé. Nous prouvons un théoréme de forme et déduisons une formule variationnelle pour I’exposant de Lyapunov et la fonction de
Green de la marche aléatoire dans un potentiel aléatoire sur un réseau carré de dimension arbitraire et avec un ensemble fini arbitraire
des pas possibles. Le potentiel est une fonction d’un environnement stationnaire et du pas de la marche. Ce potentiel est soumis a une
hypotheése sur les moments qui est liée a la vitesse de mélange du milieu. Notre cadre comprend les modeles de polymeres dirigés
et non dirigés, les marche aléatoire dans un environnement aléatoire statique et dynamique, et, dans le cas de température nulle, nos
résultats donnent également un théoreme de forme et une formule variationnelle pour la constante de temps de la percolation du dernier
passage dirigée par site et par aréte et de la percolation du premier passage standard.
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1. Introduction

The model of a random walk in a random potential (RWRP) on the lattice contains as special cases a large number of
other models frequently studied in the probability literature, including directed polymers in random environments, random
walks in both static and dynamic random environments, and directed and undirected first-passage percolation. In each of
these models, substantial attention has been paid to a quantity which serves as the leading-order asymptotic of the model.
This quantity goes by various names in different models, including the time constant, the limit shape, the asymptotic free
energy density, the Green’s function, and the quenched Lyapunov exponent.

In the present paper, we consider the quenched Lyapunov exponent and the exponential rate of decay of the Green’s
function of a general lattice random walk, with finitely many possible steps, in a stationary random potential. The potential
is allowed to depend both on the position and on the step of the walk, subject to certain moment conditions.

Throughout this paper, the Lyapunov exponent gives the leading-order exponential decay rate of the partition function
for the model where the walk is killed on first reaching a set (see (2.1) and (2.2)), while the Green’s function (see (2.10))
corresponds to an unrestricted path length model without killing. We consider these models both in positive temperature
and at zero temperature and so our results hold for all of the models listed in the previous paragraph. These connections
are discussed near the beginning of Section 2.

The main contributions of this paper are twofold. First, we show a locally-uniform version of the limits defining the
Lyapunov exponent and Green’s function exponential decay rate. Such results are sometimes known as shape theorems in
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the literature and play a key role in relating the structure of the Lyapunov exponents or Green’s function decay rate to the
pre-limit behavior of the model. The uniformity is needed because one frequently needs to apply the limit along random
sequences of lattice paths (for example, along a geodesic).

Our second main contribution is to obtain a variational representation for the Lyapunov exponent and Green’s function
decay rate in terms of random cocycles, which generalizes the variational formulas that were previously obtained for
some specializations of the model we consider. In addition to offering a tool that allows us to study the structure of
the Lyapunov exponent or Green’s function decay rate generally, the random fields which appear in these variational
problems are intimately connected to the prelimit structure of the model. We will mention some of these connections
when we review the previous work on the problems we consider.

There are two main technical novelties in this paper. First, the admissible steps of our reference walk are allowed to
be any finite subset of Z?. Most of the previous work focused on nearest-neighbor steps or on restricted-length paths and
the previous arguments often rely on these assumptions in essential ways. Second, in most of our results, our reference
measure is only required to be shift-stationary rather than shift-ergodic or, as is typical in much of the literature, even
ii.d. This introduces a few technical difficulties which can mostly be addressed with standard tricks, but some care
is required. Measure-theoretic issues make it non-trivial to rely on the ergodic decomposition to obtain the stationary
case from the ergodic case in many of our results and, in fact, we avoid arguments of this type for this reason. This
extension is an important generalization because, as in [6] and [20] for example, one frequently works on extensions of
the original probability space which are a priori only shift stationary. The fact that previous variational formulas have
assumed ergodicity needed to be worked around for example in the proof of the key Theorem 4.8 of [20]. Our long-term
goal is to generalize and give a unified treatment of a number of recent advances made in the study of random polymers
and percolation models to as wide a class as possible. The present work is a necessary first step toward extending these
connections to the general RWRP setting.

Previous work

First-passage percolation (FPP) was introduced in 1965 by Hammersley and Welsh [15] to model the flow of water
through a porous medium. It was the first in a long line of growth models which have been central to the development of
modern probability. One of the main questions considered in the early work on such processes was whether the rescaled
cluster has a limit shape and, if so, how strong of a limit can be expected to hold. Richardson proved the first major result
of this type in 1973 in [37], essentially corresponding to the case of i.i.d. geometric edge weights and showed that the
cluster converges as a set or, equivalently, in the local-uniform sense which is of interest to us in the present paper.

Such results are known as shape theorems. Around the same time, Kingman [23] first proved the subadditive ergodic
theorem, in part motivated by the problem of showing the existence of the limiting time constant (or limit shape) in
percolation. In 1981, Cox and Durrett [46] gave necessary and sufficient conditions for the existence of the limit shape
in several modes of convergence when the weights are i.i.d., including pointwise in probability, pointwise almost surely,
and locally-uniformly. Durrett and Liggett [8] subsequently proved regularity properties and the existence of a flat edge
in the limit shape of Richardson’s model when the probability that an edge is open is sufficiently close to 1.

The directed polymer model, a precursor of the random walk in a random potential (RWRP), was introduced in the
physics literature in 1985 by Huse and Henley [17] to model the domain wall in the ferromagnetic Ising model with
random energy impurities. The polymer model was subsequently taken up in the mathematics literature in [18]. This
model is a measure on random paths interacting with a random environment and it can be viewed as a noisy version of
percolation. Through the Feynman—Kac representation, the partition function in these models can frequently be viewed
as the solution to a random Schrodinger equation. In this setting, the limiting free energy density, or quenched Lyapunov
exponent, is the leading-order quantity analogous to the limit shape. This quenched Lyapunov exponent, viewed as a
function of the direction, also serves as the convex dual of the large deviation rate function for the endpoint of the path
under the quenched path measure.

In 1988, Schroeder [42] obtained the leading-order exponential decay rate of the Green’s function for the Schrodinger
operator —A + V with V (x) a periodic continuous function on R? using large deviation techniques for diffusions origi-
nally developed by Donsker and Varadhan. Subsequently, in 1994, Sznitman [44] considered the model of a d-dimensional
Brownian motion in a smoothed Poissonian potential, a continuum random walk in a random potential. He proved a
quenched large deviation principle as well as a locally-uniform shape theorem for the Green’s function corresponding to
the operator (1/2)A — (A + V), where V (x) is the random potential and A is a non-negative constant.

In [52] and [53] Zerner, motivated by ideas in [44], showed the existence of the quenched Lyapunov exponent and a
corresponding locally-uniform shape theorem for two models of a random walk in a random potential on Z¢: a random
walk in a random environment (RWRE) with nearest-neighbor steps on Z¢, where the logarithm of the i.i.d. transitions
have at least d finite absolute moments and the simple symmetric random walk in a non-negative i.i.d. site potential with
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the same moment condition. In the latter model, which describes a simple symmetric random walk on Z¢ in an i.i.d.
potential V (x), the quantity of interest is again the Green’s function for the operator A — V on Z?. In [53], Zerner also
proved a quenched large deviation principle for the RWRE model, but under the additional assumption of the nestling
condition. This is the condition that zero lies in the convex hull of the support of the law of the drift of the walk.

The duality between velocity and shifts of the potential, familiar from large deviation theory, plays an important role
in the present work. This duality was first observed in the context of random polymer measures by Zerner in his works
[52-54].

The problem of proving the quenched large deviation principle in the non-nestling case remained open until Varadhan
[48] proved the result in the case where the walk has finitely many possible steps and the transition probabilities of all
nearest-neighbor steps are uniformly bounded away from zero. A few years later, Flury [10] proved the quenched large
deviation principle for nearest-neighbor random walk in an i.i.d. random potential with d finite absolute moments.

In [31], Mourrat studied the same model as was previously considered by [10,52] and, using a modification of the
arguments in [46] along with a renormalization scheme, proved necessary and sufficient conditions for the existence of
the Lyapunov exponent in several modes of convergence when the weights are i.i.d., including in L!, in probability, and
almost surely. This work and [46] are notable for allowing V (x) = oo and so include walks on percolation clusters. See
also [5].

The first papers to study RWRP at the level of generality considered in the present paper were [33] and [35], which
showed the existence of the Lyapunov exponent in the point-to-point and point-to-hyperplane geometries for fairly general
restricted path length RWRP models on the lattice. In these works, the reference walk is allowed to take a given number
of steps from a finite subset of the lattice and the potential is allowed to depend both on the location of the walk and the
increment of the walk. In order to work at this level of generality, the potential is required to satisfy certain mixing and
moment conditions, the strictness of which varies. For example, if the weights are bounded, then the mixing condition
reduces to ergodicity, while if the potential is only known to have d 4+ ¢ moments, the mixing condition essentially reduces
to independence. In the current work, we consider a similar general setting but with different path geometries. Here we
either run the walk until the first time it reaches a site or level, otherwise known as running a random walk with killing, or
else consider all paths which reach a given site or level. The connection between restricted and unrestricted path length
models was recently exploited in [28] to derive information about the asymptotic length of the geodesic path in FPP.

A common issue encountered in the study of models of this type is that while we can show the limit shape exists and
satisfies certain soft properties like homogeneity and convexity, it is difficult to go further than that. For this reason, among
others, it is valuable to have a variational characterization of the limit shape in terms of (typically infinite-dimensional)
observables of the model. The main ideas which led to the development of such variational formulas for RWRP first arose
in the context of homogenization of Hamilton—Jacobi equations in [25] and [26]. These ideas were adapted in [38] to
give two variational formulas for the level-1 quenched large deviation rate function for undirected RWRE. One of the
formulas is through the familiar convex duality with relative entropy and the other formula is in terms of objects called
cocycles. These formulas were extended to the (two-step) level-2 large deviation rate function in [50], to the level-3 rate
function in [32], and then to the case of directed and undirected restricted path length RWRP and percolation models in
[11,33,35]. In the case of the standard FPP model, a related variational formula in terms of cocycles was derived in [27]
and the (level 1) entropy formula was recently proved in [3], where the formula was utilized to answer some questions
about asymptotic properties of geodesics. The entropy variational formula was also proved for the Green’s function decay
rate for the Schrodinger operator with a periodic potential in the aforementioned work [42] and this was extended to the
case of a more general random ergodic potential in [40]. In [41], this variational expression was used to prove regularity
properties of the Lyapunov exponent, as a function of the potential and of the law of the environment. Another variational
formula for the limiting free energy in directed polymer models appeared in [2,4] and was used to study localization
properties.

In the current paper, we prove a cocycle variational formula for the Lyapunov exponent and the decay rate of the
Green’s function. When specialized to the case of the nearest-neighbor FPP model, the variational formula that we prove
will appear in [29].

The extremizing objects in the cocycle variational formula are known as correctors, by way of analogy to the Hamilton—
Jacobi setting in which they originally arose. Correctors were initially defined as first-order terms in the small-& expansion
in the homogenization of a Hamilton—Jacobi equation. More generally, they are cocycles satisfying certain conditions of
compatibility with the random environment. See the survey article [24]. These extremizing correctors encode much of
the large-scale information in the model. For example, it was observed in [36] that they can be used to characterize the
weak, strong, and very strong disorder regimes of directed polymer models. In the same vein, cocycles satisfying the
compatibility condition arise naturally in the context of RWRE, RWRP, and percolation as the (analogues of) Doob /-
transforms that one obtains by conditioning the random path on having an atypical asymptotic velocity. This connection
first appears in [49] and [51]. Through this connection one can use these correctors to construct infinite path length limits
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(Gibbs measures and infinite geodesics) and study their properties. See the recent papers [1,6,7,9,12-14,16,20-22]. As
mentioned above, in Theorem 4.8 of [20] it was noticed that variational problems of the type we produce here can be used
to resolve a key technical obstruction in the construction of the cocycles which are needed in order to build these infinite
volume objects. In some special (solvable) cases of two-dimensional directed RWRE and RWRP models it was shown in
[1,14] that these h-transforms manifest Kardar—Parisi—Zhang (KPZ) fluctuation behavior.

2. Setting, notation, and main results

Throughout the paper, (2, &) will denote a Polish space endowed with its Borel o -algebra. A sample point w in 2 is
called an environment. We assume this measurable space is equipped with a group of measurable commuting bijections
T =(T,:Q— Q:zeZ%,ie., T is the identity map and T}, o Ty =Ty 0Ty = Txyy. We are given a probability measure
P on (2, &) that is invariant under 7, for all z € Z?. Expectation with respect to IP is denoted by E. For a subset R’ C Z¢,
we say P is ergodic under the shifts {7 : z € R’} if P(A) € {0, 1} for every event A such that Tz_lA =AforallzeR.

We will denote the set of real numbers by R, the rational numbers by Q, and the set of whole numbers by Z. A +
subscript indicates nonnegative numbers.

Let R be a finite subset of Z¢ with at least two points in it. We are given a measurable function V : @ x R — R, which
we call a potential.

Let p: R — (0,1) be a probability kernel, i.e., ZzER p(z) = 1. For x € 74, let P, denote the distribution of the
time-homogeneous random walk with transition kernel p and starting point x. E denotes the corresponding expectation.
The random walk itself is denoted by {X, : n € Z,}. A sequence (a;)7_,, is denoted by a;,.,. Expressions like @00,
d_ocon», and a_o:0 are defined similarly. A sequence xy,.; Or Xp,:00 With x,,, = x and x;;1| — x; € R for all i is called an
admissible path. For such a path, we use z; = x; — x;_1 to denote the increments. When the sequence is the random walk
itself, we use the notation X,,.,, with the increments denoted by Z,,,11..

For y € Z4, let 7y be the time of first return of the walk to site y:

Ty = lnf{n Z 1 N Xn - y}s

with the convention that inf @ = oco.
Throughout, for x € R4, |x|; denotes the £!-norm on R4 and, for A, B C RY,

dist(x, A) =inf{|y —x|;: y € A} and dist(A, B) =inf{|y —z|;: y € A,z € B}.

For R/ C Z4, let

G(R) = { > bizib: ez}, G+ (R)= { > biz:b: ez+},

zeR/ zeR/
C+(R’)={Zb1z:bzeR+}, and c;(R’)z{szz:bze@}
z€R/ zeR/

be respectively the additive group, additive semigroup, cone, and rational cone, generated by R’. We write G, G, Cy and
C\ when R' =R.
For x, y € Z¢ with y — x € G, \ {0}, let

Ty—1
a(w,x,y)=—log Ex [exp[— Z V(Tx, o, Zk+1)}]l{ry<oo}:| 2.0

k=0

and set a(w, x, x) = 0. As is customary, we typically omit the w and write a(x, y). Describing the asymptotic growth of
a(0, x) as |x|; — oo is the main goal of this paper.
The following is a list of examples covered by our general setting.

Example 2.1 (Product environment). A natural choice of 2 is a product space 2 = FZd, where T is a Polish space,
equipped with the product topology, Borel o -algebra &, generic points w = (wy) 74, and translations (Txw)y = Wy y.
Here, P is an i.i.d. or product measure if the coordinates {wy : x € Zd} are independent and identically distributed (i.i.d.)
random variables under P. We say that PP has a finite range of dependence if there exists an M > 0 such that for any
subsets A, B C Z% with |x — y|; > M, forall x € A and y € B, {w, : x € A} and {w, : x € B} are independent under P.
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The potential V is said to be local if it depends on only finitely many coordinates wy, i.e., if there exists an L > 0 such
that for all z € R, V(w, z) is measurable with respect to o ({wy : |x]|1 < L}).

Example 2.2 (Edge and vertex weights). Random weights assigned to the vertices of Z¢ can be modeled by Q = RZ!
and V(w) = wyp. In fact, it is sufficient to take Q = RY since the coordinates outside G are not needed as long as paths
begin at points in G.

To represent directed edge weights, we can take Q = I'Y with I' = RR, where an element s € I represents the weights
of the admissible edges out of the origin: s = (w(p,) : 2 € R). In this setting, w, = (w(x,x+7) : 2 € R) is the vector of edge
weights out of vertex x. Shifts act by (T, @) (x,y) = @(x+u,y+u) for u € G. The potential is V (w, z) = w(o, ;) = the weight
of the edge (0, 7).

To have weights on undirected nearest-neighbor edges, take 2 = R where £ = {{x,y} c Z% : |y — x| = 1} is the set of
undirected nearest-neighbor edges on Z4. Now R = {Fei:i=1,...,d}, V(w,2) = wjo,z and (T, ®)(x,y} = O(x+u,y+u)
for u € Z9.

Example 2.3 (Strictly directed walk). This is the case where 0 lies outside the convex hull / of R. It is equivalent to the
existence of @ € Z? such that for all z € R, i - z > 0. A familiar special case is the one where R = {eq, ..., e;}. Another
familiar directed polymer is the one with R ={ej £ ea,...,e; £ e4}.

Example 2.4 (Stretched polymer). A stretched polymer has an external field & € R? that biases the walk, so the potential
is of the form V (w, z) = ¥ (w) + h - z. The two cases most studied in the literature are the ones with R = {ey, ..., eq}
and R = {=£ey, ..., xeq}.

Example 2.5 (Random walk in random environment). To cover RWRE, take V (w, z) = — log 7, (w) + log p(z), where
(7;),eR 1s a measurable mapping from 2 into P = {(p;),<r € [0, ne: Y. Pz = 1}, the space of probability distributions
on R. The quenched path measure QY of RWRE started at x is the probability measure on the path space (Z4)2+
defined by the initial condition Q¢ (Xo = x) = 1 and the transition probability Q¢ (X,41 =y +z|X, = y) =7, (Tyw),
z € R. With these definitions, e~*(©*¥) is the quenched probability the random walk started at x will ever reach y,
0% (ty < 00). Important cases of RWRE are the space-time case, where R = {ey, ..., eq}, and the nearest-neighbor case,
where R = {#%eq, ..., *e4}.

Example 2.6 (Random growth). In (2.1), replace V by 8V and a by a /8, then send 8 to co or —oo. These limits result
in, respectively, the models known as first- and last-passage percolation. In the first case, a(w, x, y) degenerates to

n—1
aso(@, X, y) =minmin{2 V<Tka,Zk+1)}, (2.2)
k=0

neN Xo:n

where the minimum is taken over all admissible paths xq., from xo = x to x,, = y that reach y for the first time at step
n. In last-passage percolation, the minimum is replaced by a maximum. In the polymer literature, the parameter g € R is
called the inverse temperature. Hence, these percolation models are said to be zero-temperature models.

Standard first-passage percolation with edge weights is the case where R = {xey, ..., +eys}, 2 = RE, E={x,y}C
74y —x|=1},and V(w, 2) = @0,

Standard directed last-passage percolation with vertex weights is the case where R = {ey,...,eq}, Q = RZd, and
V(w, z) = wp.

For p>1 and f: Q x R — R measurable, we write f € L” as shorthand for the statement that for all z € R,
E[| f (w, 2)|?] < oco. This includes the case where f is only a function of w.

Definition 2.7. For R’ C R and z € R’ \ {0}, a nonnegative measurable function g : @ — R is said to be in class £, - if

— 1
lim lim max -— g(Tyyp;,0) =0 forP-ae. w. (2.3)
[xl1=n =r=

Membership in £,z can come from a balance between moments of g and the amount of mixing of PP. See Lemma
A.4 of [35]. For example, bounded g guarantees g € £, i for any IP and z € R \ {0}. On the other hand, in the setting
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of Example 2.1, if g is local, P has a finite range of dependence, and g € L? for some p > d, then for any z € R \ {0},
gL, Rr.

We now recall a few definitions and facts from convex analysis. A convex subset A of a convex set K C R is called a
faceifforallé e Aand ¢, n e K, & =1t¢ + (1 —t)n with ¢ € (0, 1) implies ¢, n € A. The intersection of faces is clearly
a face. K itself is a face. By [47, Corollary 18.1.3], any other face of K is entirely contained in the relative boundary of
K. Extreme points of K are the zero-dimensional faces. By [47, Theorem 18.2], each point £ € K has a unique face K¢
such that & € riK¢, where for a set A C RY, riA denotes its relative interior. By [47, Theorem 18.1], if £ € K belongs
to a face A, then any representation of £ as a convex combination of elements of K involves only elements of A. [47,
Theorem 18.3] says that if K is the convex set, respectively the convex cone, generated by a set R, then a face A of K is
the convex hull, respectively the convex cone, generated by R N A. (The convex cone generated by the empty set is the
singleton {0}.)

Let R¢ = R N Ce and let U be the convex hull of R. Then U =U NCe and R = R NUg. For &€ ¢ U, let U = 2.
Note that in this case, i/ N Cg¢ and Re may not be empty. However, for £ =0, if 0 ¢ U, then Cy = {0} and Uy =R = @.
By [35, Corollary A.2], 0 € U is equivalent to the existence of loops, i.e., the existence of z; € R, 1 <i <k, such that
Zf: 12i = 0. By [35, Corollary A.3], 0 € ril{ is equivalent to the existence of an admissible path between any two points
x,y€q.

Given a face A of C; and § > 0, let

Agz{seA\{O}:dist<§,A\riA>zs}. (2.4)
1

Note that & € A5 \ {0} implies £/|&|; € Ajs. Recall that Rg = R N Uy, where Uy is the unique face of I that contains 0 in
its relative interior. If 0 ¢ I/, then Uy = Ro = &. Let VT = max(V, 0).
The following is our first main result. Recall the definitions (2.1) and (2.2).

Theorem 2.8. Assume V* € L. Assume also that one of the following two holds:
(i) We have

P{V(w,2) >0} =1 forall z € Ro(with possibly Ry = @) (2.5)

and there exists ¢ € R such that P{V (w,z) > c} =1 forall z € R\ Ro.
(ii) The setting of Example 2.1 is in force and 0 ¢ U, V is local, P has a finite range of dependence, and V* € L? for
some p >d.

Fix a face A # {0} of C+ (possibly Cy itself ). Let R' = R N A. Assume that V* (w, z) € L, r for each z € R' \ {0} and
that V¥ (w,0) € L; rs for some z € R'\ {0}. There exist two stochastic processes {a(§) : & e riA} and {00 (§) : & € 1iA}
such that the following hold P-almost surely.

(a) There is a positive random variable C with E[C] < oo which satisfies |a(§)| < C|&|; for all £ €1iA.
(b) Foralls e Ry and &, €r1iA,

a(s§) =sa(§) and af)+a(@) =alE+0).

Consequently, o is convex and thus continuous on riA.
(c) Forall § >0,
im 140.0) —a@)|
im ——=

|x|1—00 |x|1

xeGiNA;s

0. (2.6)

(d) Claims (a)—(c) also hold for a, and a in place of, respectively, a and «.
If, furthermore, P is ergodic under {T, : 7 € R N A}, then o and oo are deterministic on 1iA, and so is the random

variable C in part ().

Remark 2.9. If P is not ergodic under the shifts {7 : z € R N A"} for some face A’ of A, then & and o can be genuinely
random on A’.

Remark 2.10. If 0 € rii/, then C is the same as the linear span of R and the only face of C is C itself. In this case,
the above shape theorem holds on all of C..
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Remark 2.11. In fact, we prove a slightly stronger version of the above theorem. See Theorem 3.10 below. Inspection of
the proof of that theorem shows that the only reason we have A; instead of A in (2.6) is because o and o, are guaranteed
to be continuous there. Given the continuity of « on all of A \ {0}, (2.6) would hold with 45 replaced by .A. The same is
true of awo. Following the ideas in the proof of Theorem 3.2 in [33] one should be able to prove the continuity of o and
Qo on A in the setting of Example 2.1, when {(V (T w, 2));cR : x € G} are i.i.d. under P, V € L? for some p > d, and 0
is an extreme point of \A.

As a corollary of the above theorem, we have the following point-to-point limit.

Corollary 2.12. Assume the setting of Theorem 2.8. The following holds P-almost surely: for any & € riA and any
sequence x, € G4 N A such that x,,/n — & as n — 00

lim
n—oo

(0, xn) =a(§) and lim 7%0(0’)6") =ax (). 2.7)
n n—oo n

Let A # {0} be a face of C;.. Let R’ = AN R. Recall that G(R) is the additive subgroup of Z¢ generated by R’.

Definition 2.13. A measurable function B : Q x G(R/)? — R is said to be a cocycle if
B(w,x,y) + B(w,y,2) = B(w,x,z) forP-ae.wandallx,y, zeG(R).

B is said to be covariant if
Bw,x+z,y+z2)=B(T,w,x,y) forP-ae.wandallx,y,ze Q(R/).

B is said to be L1 if E[|B(w, x, y)|] < oo forall x, y € G(R').

Let K 4 denote the space of L' covariant cocycles as defined above. Let Z 4 denote the o-algebra of events A € &
such that Tx_lA = A for all x € G(R'). For B € K 4, E[B(0, x)|Z 4] is an additive function of x € G(R'). Furthermore,
by [43, Proposition P1 on page 65] the additive group G(R’) is linearly isomorphic to a Z* for some k < d. It follows that
there exists a random vector m(B) € R? such that P-almost surely,

E[B(0,x)|Z4]=m(B)-x forallx € G(R').

Note that m(B) is not necessarily unique unless R’ linearly spans R?, but the inner products m(B) - x for x € G(R)
are uniquely defined. Set h(B) = —m(B). Define

Ile(V) = {B ek4: Z p(2)e”V@I=B@.0.9 <1 for P-almost every a)}
zeR/

and

K o(V)= {B eKy: m%l{V(a), 2) + B(®,0,z)} > 0 for P-almost every a)]
) z€E ’
Our second main result gives the cocycle variational formula mentioned in the Introduction.

Theorem 2.14. Assume the setting of Theorem 2.8. For any face A # {0} of C+ and any B € IC;(V), we have P-almost
surely, for any & € A,

a(§) = h(B)-§. (2.8)
Assume further that P is ergodic under {T, : z € R N A}. Then for any & €r1iA,

a()= sup h(B)-§ (2.9)
BeKH (V)

and there exists a B € IC:Z(V) such that a(§) = h(B) - &.
The same results hold if o and ICZ are replaced, respectively, by a« and IC:Z, oo
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Remark 2.15. When R = {%ey, ..., ey}, a variational formula in terms of cocycles was proved in [27]. That formula
is different from (2.9). Our variational formula (2.9), when specialized to the FPP model with R = {=ey, ..., £ey}, will
also appear in the forthcoming work [29], where the connection to the formula in [27] is also worked out.

Remark 2.16. The proofs of Theorem 2.8, Corollary 2.12, and Theorem 2.14 for the case of a, defined in (2.1), are
almost identical to those of the case of a,, defined in (2.2). We therefore only present the proofs in the former case, while
highlighting where significant changes need to be made if there are any.

Another quantity of interest is the Green’s function: for x, y with y — x € G, define

00 m—1
glx,y)=1{y=x}+ Z E, [exp{— Z V(Tx,, Zk+1)}ﬂ{xm:y}:|. (2.10)

m=1 k=0

For ¢ > 0, let
R. = min{|x|; : x € G4(Ro), V(T w, z) > ¢ for some z € Ry}. (2.11)

The following shape theorem for g follows from Theorem 2.8.

Theorem 2.17. Assume the setting of Theorem 2.8. Assume also that either Py is transient or there exists an & > 0 such
that E[Rg] < 00. Then for all § > 0,

T [log g(0, x) + ar(x)]
m =
|x|1—00 |x|1

xeGiNAs

0. (2.12)

Remark 2.18. Under the hypotheses of Theorem 2.8, the zero-temperature analogue of —logg is aso, for which we
previously derived a shape theorem in that result.

Remark 2.19. If there exists an ¢ > 0 such that P{V (w, z) > ¢} = 1 for all z € Ry, then R, = 0, P-almost surely. If P
has a finite range of dependence and V is local and satisfies (2.5) and P{V (w, z) =0 Vz € R} = 0, then there exists an
& > 0 and zg € Ry such that P{V (w, zg) < ¢} < 1. In this case,

rd
P(R. >r) <P{V(Txw, 20) <eVx € G (Ro) : Ix|1 <r} <P{V(w,20) < s}c
Hence, R, has moments of all positive orders.

Next, we give the proofs of the above claims. In what follows, C will denote a chameleon constant that may change
value from term to term. Some technical results are deferred to the Appendix.

3. The quenched Lyapunov exponent and the proofs of Theorem 2.8 and Corollary 2.12

The shape theorem for the Lyapunov exponent is proved following a by-now standard route: an application of the subad-
ditive ergodic theorem gives a law of large numbers in rational directions, then the moment assumption on the potential
is used along with subadditivity to control the error arising from passing to irrational directions. There are two main
technical difficulties. First, we do not assume ergodicity and hence we need to handle the measurability and regularity
issues that come with having to define the Lyapunov exponent as a stochastic process. Second, having an arbitrary set of
steps makes it nontrivial to construct paths between the various points of the lattice, which is needed when controlling the
error coming from passing from rational directions to irrational ones.

Recall that we will work with the case of a, defined in (2.1). The reader can check along the way that, with the
appropriate definitions, the analogous results for the case of a.., defined (2.2), go through without much change.

Throughout this section, we will assume that condition (2.5) holds. However, note that this condition is vacuous when
0¢U.

We start with the subadditivity and finiteness of a. For this, we need the following preliminary lemma.

Lemma 3.1. Suppose ZLI zi = 0 for some z; € R. Then z; € Ro for all i. Furthermore, if x = Z{:l z; for some
Jell,... k=1 andx ="} Z¢ or —x =Yy, Z¢ for some Zg € R, then Zy € Ry for all €.
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Proof. Zle %zi = 0 € Uy implies z; € Uy for all i. See Theorem 18.1 in [47]. Next, we write —x = Zi‘: j+12i and
hence ) ;L Z¢ + Zf: j+12i = 0. By the part we proved already, Z¢ € Ry for all £. The other case is similar. (]

Lemma 3.2. For P-almost every w and any x,y, z € Z¢ such that y —x,z — y € G4,
a(w,x,z) <a(w,x,y)+alw,y,z). (3.D

Proof. If y € {x, z}, then (3.1) is trivial. Assume y ¢ {x, z}. Let 7, ; =inf{n > 7, : X;, = z}. Then

Ty—1
e_a(w’x’y) . e_a(w’y’z) =F, |:6Xp{— Z V(TX,(CU, Ziy1) }]l{ry<oo}:|
k=0

T,—1
X Ey |:6Xp{— Z V(Txka), Zk+1)}]l{fz<oo)}i|

k=0

.—1
=Ey |:€XP{— Z V(Txka), Zk+l)}]]-{ry<rz<oo}i|

k=0

Ty —1
+ Ex [CXP{— Z V(Tka»Zk+1)}:ﬂ-{rz<ry§ry,z<oo}:|-

k=0

If there are no admissible loops from 0 to O that go through y — z, then ]l{rz<ry5r).,z<oo} =0, and the term in the last
line will be 0. If such loops exist, then Lemma 3.1 implies that any such loop can only take steps in %¢. Thus, (2.5) and
T, < Ty ; imply that

Ty~ 1 1
expi— Y V(Tka,ZkH)} sexp[—ZWTka,zkm}.

k=0 k=0

In either case, we have

T,—1
e—a(w,x,y) . g—a(w,y,z) <E, |:exp{— Z V(Txka), Zk+l)}]l{rz<oo}j| — e—a(w,x,z).
k=0

(3.1) follows. U
The next lemma provides an upper bound on a.
Lemma 3.3. V* e L' implies at(x,y) isin L' forall x,y € Z¢ withy —x € G,.

Proof. Fix an admissible path xp.,, from x to y reaching y for the first time at time n. Such a path exists because
y—x € Gy. Then

Ty—1
a(x,y) = —log Ey [exp{— > V(Tyo, zkH)}n{,ym}}

k=0
n—1
= Z V(Txka% Zk4+1) — log Py (Xo:n = X0:n).

k=0 O

To proceed, we need the following lemma which is proved in Appendix A. Recall that C is the cone generated by R
and that for & € C, C¢ is the unique face of C. such that £ e riC¢. Also, Re = R NCs.
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Lemma 3.4. There exist functions v, : Cy — Ry, 7z € R, and a finite positive constant C such that

Y v®z=§ and y.(&)<ClEL forall§ €Cy.
zeR

If, furthermore, & € G, then y,(§) € Z4 forall z € R.

Fix £ e C1 and take y; = y;(§), z € R, as in Lemma 3.4. Then y, =0 for z ¢ R¢. Let Rg_ ={z € Re : y; > 0}. Define
G to be the o-algebra of measurable sets A € & such that 7,"'A = A for all z € R¢. Define

2E) =) lrdz= Y ltr:lz (32)
z€Re zeRé
and
_ 1 .
@)= inf ;E[a(O, £(©) 1 S¢]. (3.3)

If Ve L' then E[@(£)] < oo, but a priori E[@(&)] could be —oo. Set @(0) = 0.

Theorem 3.5. Assume VT € L'. Fix &£ € C;.. Then P-almost surely, for all k € N,

34

S5t—00 t neN nk

() Zth E[a(0, % (§)) | 6¢] —inf E[a(0, £.x(8)) | 65].

Proof. For a rational ¢ > 0, let a(t) = E[a(0, X;(§)) | G¢]. Then for rational 7,5 > 0, X;45(§) — %:(§) — X,(§) € G1
because [(t + 5)y,] > [ty.] + Lsy;] for each z € R. By the subadditivity of a, we have, P-almost surely,
a() +a(s) +E[a® (%(8) + £,€), %115 (8)) | S¢]

>a(t) +als) +E[a(® (€) + £(§), X145 (©)) | &¢]

=E[a(0, %)) | S¢] +E[a(0, %)) | S| + E[a (% (&) + £:(&), X145 (&) | S¢]

=E[a(0, %(©)) | 6] + E[a(%(€), % (&) + £:(5)) | S¢]

+ E[a((§) 4 £5(8), %145(8)) | &¢]

=E[a(0, %(©)) +a (% (§), #(€) + X5(§)) + a (% () + X5 (€), %115 (8)) | S¢]
> E[a(0, £45&)) | &¢] =a(t +5).
The second equality comes because for any A € G¢, we have ng@
Hence, |X45(8) — X1 (§) — X,(5)]1 < ZzER’S Izt = c1. Also,

A = A.Next,note that | (t 4+ s)y,| — ty.] —Lsy:] < 1.

o (w) = max E[a+(0, x) | 6;] € [0, 00),

x€Gy.|x|1<cy

because V1 e L. It follows that c; +a(r) + a(s) > a(t + s). Note that for each ¢ > 0, @ is bounded on [0, t]N Q because
Elat(0,x) | GS¢] < oo and there are finitely many x € {*;(§) : s < r}. Fekete’s lemma now gives

G Ak —
a0 inf 200 _ inp A9 s,
t Qst—oco neN nk Q3s>0 s

which proves (3.4). O

For now, @ (&) is a random variable, defined up to a null set that may depend on £ and on the particular choice of
(¥2)zer- We next show that the limit in (3.4) holds more generally and does not depend on the specific choice of the
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coefficients (y;),cwr. First we handle the case of £ € G. For x € G \ {0}, let Z, be the o-algebra generated by A € &
such that TX_IA = A. Setw(0) =0 and for x € G \ {0}, let

F(x) = inf El[a(0, nx) |Ix].

n>1 n

Theorem 3.6. Assume V'™ € L'. Fix x € G, Then

a(0, nx)
lim =
n—o00 n

o(x), P-almost surely. 3.5)

The limit also holds in L if E[ae(x)] > —o0 and in this case a(x) = &(x), P-almost surely.

Proof. Fix x € G and, for nonnegative integers m < n, let X,,, , = a(mx, nx). The subadditivity of a, the invariance of
PP under the action of the shift 7, and the fact that a* (0, x) € L' ensure that the assumptions of Liggett’s subadditive
ergodic theorem in [30] are satisfied.

It follows that, P-almost surely,

. aO,nx) . _El[a(0,nx)|Zy]
lim = inf —

n—o0 n neN n

a(x).

The same theorem says that the limit also holds in L' if E[@(x)] > —oo. Since £, (x) =nx if x € G4, this and (3.4) imply
that o(x) = a(x), P-almost surely. O

Next, we handle the case of & € C/,, where C/, is the rational cone generated by R.

Lemma 3.7. Assume V* € L'. Fix a face A of C;. and assume that E[a(x)] > —oo for all x € G N A. The following
holds P-almost surely: for any (y.).cRnA € QEOA,

. a0, ZZGROA Lf)/Z/JZ) ~ /
i D] 5
z€RNA

Proof. Define @(§) for all £ € C', N A via (3.3), using the representation (y;(§)).er from Lemma 3.4. Applying Theo-
rem 3.6, let Q¢ be the full P-measure event on which the limit in (3.5) holds and @(x) = @(x), for all x € G+ N A\ {0}. Fix
an integer L > 1 and take a representation (y/).crn.A as in the claim, but with max,erna ) < L.Let§ =) _pn 4 Viz-

Abbreviate %/(§) = ) __.r [#v/]z. Take k € N such that ky/ € Z for all z € R. Thus, %, (§) = nké& for all n € N. By
the limit in (3.5) withx =k € GL N A,

lim M = lim

n— 00 nk n—00 n

a(0, nk&) — ).

For t > k, let n € N be such that nk <t < (n + 1)k. Then for z € R N A with y/ > 0, we have ky, > 1 and hence
(n — Dky! <nky! —1=<ty/ —1<|ty] <ty < (n+ Dky,.

When y/ =0, we still have
(n — Dky! < |ty]] < (n+ Dky,.

Thus X/ (&) is accessible from (n — 1)k& by an admissible path and (n + 1)k& is accessible from X/ (&) by an admissible
path. The endpoints in both cases are at most 2k ) .o 4 Y/|zl1 <2kL|R|max,cr |z|1 = C away from each other.
By subadditivity, if we set

A=max{a®(0,y) va*(=y,0:yeGy, Iyl =C}elLl,
then

a(0, (n+ k&) — Ao Tiiie <a(0, (n+ DkE) —a(£/(8), (n + DkE)
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<a(0,%/(&))
<a(0, (n — Dk&) +a((n — DkE, £/(&))
< a(O, (n— l)k%’) + Ao Ty 1yke.

By stationarity, A o T,,¢¢ /n — 0 almost surely.

Let © be the full measure event on which A o T,,p¢ /n — 0 for any £ € N such that ££ € G . Divide the above by ¢
and take 1 — oo to get (3.6) for any rational representation (y.),crn.A4 With y/ < L for all z € R N A. The claim of the
lemma holds on (1, ¢z, QL. O

Now that we know that the limit in (3.6) is independent of the choice of the rational representation, we can prove some
some basic properties of @ when restricted to rational arguments.

Theorem 3.8. Assume V* € L. Fix a face A of Cy and assume that E[a(x)] > —oo for all x € G4 N A. There exists a
constant C < oo (only depending on R) such that for P-almost every w, for all s € Q, and for all §,¢ € C', N A,

a(s§) =sa(é), a§)+a@)=alE +¢), and (3.7
&) < € max (E[V* (.2) | &] ~ log p(2)) £ 1. (3.8)
ZeRg

Proof. If £ =) 1 4 v.2 with rational coefficients y., then s& = )~ 4 5¥:2, with rational coefficients sy,. Apply-
ing Lemma 3.7 twice gives

a0. Yocpltsv:)a) _

t —00 t

4O Teepltrdo _ o

a(sé) = lim
—00
This proves the homogeneity. Next, take &, ¢ € C|, N A and let m € N be such that m& and m¢ are in G N A. Then
E[a(0,nm§) | S¢] +E[a(0,nmQ) | ¢ ] =E[a(0,nm&) + a(nmé, nm(§ +¢) | S¢|
> E[a(0,nm(& +¢)) | &¢].

The equality comes because for A € &g, Tn;lgA = A. Divide by nm, take n — oo, and use either Theorem 3.5 or
Theorem 3.6 to get

a@)+a@@)=al +9).

For (3.8) write £ using the coefficients y, = y,(£) given by Lemma 3.4 and recall that then y, < C|&|; for all z € R. Let
n=7}__|ty.] and pick any admissible path xo., from O to X, (&) that takes |y, ] z-steps for each z € R. Then

n—1

E[a(0,%(5)) | S¢] < E[Z V(T o, zl-+1)|65} — log Po(X0:n = X0:n)
i=0

|
—_

n

(E[V*(@.zi41) | S¢] —log p(zit1))

i=0
< max (E[VF(w,2) | 6] —logp(2)) - Y _ Lty:].
ZET\’,g R
But
1
-2 Lyl =2 > v <CIRI- [ED.
ZeR €R
Bound (3.8) follows and the theorem is proved. U

We can now define the limiting quenched Lyapunov exponent « using the function .
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Theorem 3.9. Fix a face A C Cy. Assume V' € L' and E[a(x)] > —oo for all x € G N A. Then P-almost surely, there
exists a unique finite locally Lipschitz convex homogeneous function o on 1iA such that & = o on C!, N1iA.

Proof. The homogeneity and subadditivity imply that & is convex on C, N A. Since E[a(x)] > —oo for x € G4 N A,
Theorem 3.6 implies that P-almost surely @(x) = a(x) for all x € G N A and hence &(x) > —oo for all x € G4 N A.
Homogeneity implies then that & (&) > —oo for all £ € C/_ N .A. By putting this together with the properties established in
Theorem 3.8, we will now prove that & is locally bounded below on C', NriA. To this end, take ¢ > 0 and ¢ € C, NriA.
We will give a lower bound on &(&), uniformly in £ € C), NriA with [§ — |1 <e.

Take an integer k > ¢! |R| - max.cR |z|; and let n = ¢ + k! > cerna? €Cy NriA. We can write n =) 4 Vi
with rational y, > k~! for all z € R N A. Take a rational 0 < ¢ < 1 such that

fe— 1
Clnh +2o)k

where C is the constant in Lemma 3.4. Now consider & € C/. NriA with |§ — ¢|; < &. Then |§ — n|; < 2¢. Take any
integer m € N such that mé € G and let y,(mé) € Z, z € R N A, be the coefficients given by Lemma 3.4. The choice
of ¢ implies that for all z € R N A,

my; zm/k = Ctm|E|; = ty.(m§).
Hence, mn — tmé& € C', N A. By the inequalities in (3.7) and (3.8), we have
a(mn) < a(tmé) +a(mn —tm&) <a(tmé) + C(w)m|n — 1§y
<a(tmé) + C(@m((1+10)|nli + 2te).

Note that in the first inequality above, in the application of (3.8), there is a dependence on mn — tmé through the con-
ditional expectation given G,,,—,¢ and so it may appear that the constant C(w) may not be uniform. This presents no
issue, however, as there are only finitely many o-algebras which can appear in the conditional expectation. Using the
homogeneity in (3.7) and rearranging, we see that

a@) =t'am) — C@)((t" +1)Inli +2¢).

This proves that & is locally bounded below on C/_ Nri.A. The bound in (3.8) implies that & is also locally bounded above.
Now that we have shown the local boundedness of &, we will show that it is Lipschitz on any small enough ball in
C NriA.
Take & € C), NriA. Take ¢ > 0 such that if £ is in the linear span of A and |§ — &y < 3¢, then £ € riA. Take
&, ¢ e C; NriA with |€ — & <€, and |¢ — & < &. Note that | + 71 (¢ — &) — &|; is continuous in 7, converges to
| —&ol1 < € as t increases to 1, and converges to co as ¢ decreases to 0. Hence, one can pick a rational 7 € (0, 1) such
that

2e < [§+171 (6 — &) — &l <3e.

In particular, & +t~!(¢ — &) e ri.A. Lemma A.2 says then this is also in C', . Furthermore, the fact that
g+t ¢ -8 —&|, <e+t7M e -]

and the first inequality in the above display imply that r < ¢~!|¢ — &|;. Now, write
a@)=a(t(E+17' ¢ —8)) + (1 =0E) <1a( +17' (¢ —§) + (1 = nNa(®).

from which it follows that
a(¢) —a() e~ CEo, ©)l¢ — €1,

with C (&, &) = 2sup{|la(n)| : |[n — &o|1 < 3e}. The other bound comes by switching the roles of £ and ¢.

By a standard finite subcover argument, the above Lipschitz continuity shows that if K C ri.4 is compact, then & is
uniformly continuous on K NC/, . This allows us to extend & uniquely to a continuous function on ri.A and then (3.7) and
(3.8) and consequently convexity also hold for «. (|
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Now that the process « has been defined, we prove a stronger version of Theorem 2.8. Recall Definition 2.7 and the
definition of Ajs in (2.4).

Theorem 3.10. Assume that V* € L'. Fix a face A # {0} of C4 (possibly Cy itself). Let R' = R N A. Assume that
Vi(w,z) e L, R foreach z € R'\{0} and that VH(w,0) e Ls R for some Z € R\ {0}. Assume also that E[a(x)] > —o0
for all x € G. Then P-almost surely, for all § > 0,

i a0 —a@l _
m —_— =

|x[1—o00 |x]1
ng+ﬂA5

0. 3.9)

If, furthermore, P is ergodic under {T; : z € R N A}, then « is deterministic on riA.

Proof. The proof comes by way of contradiction. Assume that with positive probability there exists an ¢ > 0 and a
sequence x¢ € G4 N A such that |x;|; — oo and

|a(0, x¢) — a(xe)] >
[x¢lq

Let  be the intersection of the event in the previous paragraph with the full-measure event on which Lemma 3.2
holds and the full-measure event on which the limit (2.3) is satisfied with g(Ty ;@) = V (Ty11;w, z) for each z € R\ {0},
and with g(Ty js0) = V(Ty1x:0, 0).

Apply Lemma 3.4 to write xg = ) _ g/ be .2 With by ; € Z such that by ; < Clx,|; forall z € R'. By compactness, we
can find a subsequence ¢, and y; € [0, C] such that by, ;/|x¢,|1 — y; forall z € R'. Then xy, /|x¢, 11 — & =D cps V22

Abbreviate £,, by writing just n. Since x,,/|x,|1 € As, we have a(x,)/|x,|1 = a(x,/|xn11) = «(&). Therefore, for n large
enough,
05
40.%) _ )| > e/2. (3.10)
|xn|l

Fix &) € (0,1). For m € N let 7y, = ) __p/[m(y; +e1)] and Ky = [m(y; +1)1/Tm, for z € R'. Let p =
Y .er' V- <CIR|. Then 7, /m — p +&1|R'| and

_ Y, + €1

Kmg—> —————— asm —> 0.
p+ellR|

There exists an mg such that for any integer m > mg and any z € R/,

2 2
yetey2 o o Yeh2 3.11)
p+eilR] p+eilR|

Take m > mg. Let
= _ - +e1IR'DIxnl1 _ T
Em = Z Km,z22 kn = \‘(’Ol—ﬂ , and sgn) =TmknKm,z — bn,z.
zeR/ "
Then, for any z € R/,
E(”)

z
|2 11

— (p+e1|R'|)em:—v:>€1/2>0 asn— oc. (3.12)

Thus, Eg") > 0 for large enough n and s0 Fiuknl,, — Xn = > .cr/ FmknKm.z — bp,2)z € G+. By the subadditivity of a,
a(0, 7mEnEm) —a(xy, 7mEnEm) <a(0, x,). (3.13)
Similarly, let r,, = > .gr/lmy;] and k,, . = |my;]/r,, <1 for all z € R'. We have r,,/m — p and k,, , — y;/p as

m— oco. Let R” ={ze€R':y, >0} and & = min,cr~ y;/p > 0. There exists an m; > mg such that for any integer
m >m; and any z € R” we have Ko € [6’/2,1] and |k, — Vel < €1. Fixm > my.
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Now, suppose &1 < &' p/4 and let

—4e1/8)|x
¢ = Z Koy 225 k, = {MJ and s =b, . —r, kK, ..

-
zeR/ —m

Then for z € R” we have as n — oo,

— v, — (p—4e1/8 )k, . = v: — pK,, . +261 = &1 > 0.

When z e R'\ R", y; =«,, , = 0. Thus, for n large, x, — rmkng, = > cer bz — 1,k K, )z € G1. By subadditivity,

a(Os xn) E a(ov Lmkngm) + a(zmkngma xn)‘ (314)
Note also that

Tk, k

rm_”_>p+|7€/|gl and Enn — p—4e1/8 asn— oo. (3.15)

% |1 % |1

In particular, we have for n large,
Ik, > |)C,,|1(,0 - 481/5/ - 81).

Next, observe that if z € R” and &1 € (0, 1) is small enough to have 4¢1/8’ + & < p, then both 7, kK., — by, and

bp.; —r,k,k,, . are bounded above by

kanEm,z _Kmknﬁm,z =< |xn|1(,0 + |R/|81)Em,z - |xn|1()0 - 481/6/ - gl)ﬁm’z
< xnl1(vz +2e1) — [xuli(p —4e1/8" —e1)(v: — 1) /p

(v: —e1) n Yz — €1
&p p
<4(1+1/8)|xal161 = c1lxalier.

4
= |xph1e1{ 3+

On the other hand, for z € R\ R", y; =k, , =0 and

0 SFmEnEm,z _Kmknﬁm,z <2|xpl181 54(1 + 1/6/)|xn|151 =cil|xnl1€1-

We next develop an upper bound for a(x,, 7nk,,,). Fix a path from x, to 7,,k, ¢, that takes Eén) z-steps for each

z € R'. Recall that z € R’ \ {0} and that b, o/|x,|1 = 0. This, (3.11), and (3.12) imply that for large n,

ﬁ < W+ IRle)kmo—ro+eDbh _2e1+e1

E;") B lxnl161/4 T oe/4 '
This tells us the ratio of zero steps to Z steps is at most 12. Rearrange the path as follows. Start the path with blocks of a
Z steps followed by at most 12 zero steps, until the Z-steps and zero steps have been exhausted. Next, fix an ordering of
R\ {0, 2} ={z1, 22, ...} and arrange the rest of the path to take first all its z; steps then all the z, steps and so on. Also
note that any point y on the path satisfies y € G, (R') and

Iy < lxali + (men - b) max (21 < x|y (1+ [R'|(C + 1) max 211 ) = ezl
2R/ ZeR zeR/

Thus,

a(xn, FmknC,p) < |R/| max  max VT (Tytizw, 2)
ns’'m né—m | | y€g+(7—\’,/) ZeRN\ (0} Z y+iz

0<i<cierlxal1

[yl1=c2lxn 1
+12 max VI(T,.i:0,0) — c1e1]x,|1 min log p(z).
yeG4(R)) 2 yHE R

[yl <calxnli O=i=zcierbanh
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Divide through by |x,|; and take n — oo to obtain

— a(x,, rmk — 1
lim @, Fmkntm) < |R’} lim max  max Z VI (Ty4yiz0,2)
n—00 1Xn |1 n=>00 yeG (R)) 2RO} [Xnl1 ) _.
yI=eally si=aethol
_ 1
+12 lim  max > VH(Tyi:0.0) — cie) min log p(2).
n—=>00 yeG (R)) |Xnl1 0<i< ’ zeR’
VIsealaly si=aerbh

Fix any &, > 0. Since w € €}, we can find &; small enough so that the right-hand side in the above display is smaller than
€.

Similarly,
_ a(r,k,g ., xn)
lim _mEn2 gy < &.
n—00 | %0 |1

With equations (3.13), (3.14), and (3.15), we conclude that

—ert (o + [Rlen)a@,) < tim 2050 o i 2Out) = (p—4e1/8)a(t,) +e2.

nooo |Xnlt T n—oo |x,|

Since « is continuous on riA, £ € riA, and £m and Zm are both in 4, we have for ¢; > 0 small enough

S‘f‘gl ZzeR’Z

a(f ) —> a(§) and a(Em)—>ot( ot elR

) as m — OQ.

Take m — oo then £ — 0, use the continuity of « on ri.4 again, and finally take &, — 0 to get that

a(0, x,) — ()

lim
n—oo  |xu|1

which contradicts (3.10). This finishes the proof of (3.9).
If P is ergodic under {7 : z € R'}, then for any & € riA, &¢ is trivial. Hence & is deterministic on C/, NriA. Its
continuous extension ¢ is then deterministic on ri.A. All the claims of the theorem have been proved. |

Next, we show that the conditions (i) and (ii) in the statement of Theorem 2.8 each imply the condition E[e(x)] > —o0
appearing in Theorem 3.10.

Lemma 3.11. Assume (2.5) and that P{V (w, z) > ¢} =1 for some c € R and all z € R \ Rg. Then there exists a finite
positive constant C such that

a(x,y)>—Cly —x|1 P-almost surely and forall x, y € 74 with y—x€gy.

Proof. Fix x,y € Z¢ with y — x € G,. Let N(n) be the number of steps z € R \ Ro the random walk starting at x took
in its first n steps, i.e., N(n) = 37—y 1{Zk+1 € R\ Ro}. Then

a(x,y) > —log Ex[e N ™1{z, < o0}]. (3.16)

By Lemma A.l we can find § > 0 and &7 € R? such that z - @ > 8 for all z € R\ Ro and z - w =0 for z € Ry. If
y—X=) V.2 forsomey, €Zy,then (y —x)-u>83 g\, Y: This implies N(zy) < (y — x) -#/5. Then (3.16)
implies a(x, y) > —8!|c|(y — x) - &, which implies the claim. |

Lemma 3.12. Assume the setting of Example 2.1. Assume also that 0 ¢ U, V is local, P has a finite range of dependence,
and V= € LP for some p > d. Then there exists a deterministic finite positive constant C such that P-almost surely and
forall x € Gy,

lim n_la(O,nx) > —C|x]|1-
n— oo
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Proof. Let § > 0 and u be such that z - > § for all z € R. Such a u exists by the separating hyperplane theorem. As was
argued in the proof of Lemma 3.11, if x € G+ and xg.; is an admissible path from 0 to nx, then m < nx -u/§ < C|x|1n.
Let h(w) = max,cg V™ (w, z) and write

m—1
a(0,nx) > —max{Zh(Txia)) x0=0,xp, =nx,xi41 —xi € R,m < Czlxlln}
i=0

Colx|in—1
> —max{ Z h(Ty,w) :x0=0,xi41 — x; ER}.
i=0

By [33, Lemma 3.1], we see that P-almost surely,

Colx|in—1
lim n_la(O,nx) > — lim n~ ! max Z h(Tyw):x0=0,xi41 —x; €R
n—00 n—00 im0

0o 1/d 1/d © Js 1
> —Cslx|y P(h>s)""ds > —Cs|x|1( E[|h|7] ——=+ | ds),
0 posPid T Jy
as desired. O

Now we can prove our first main theorem.

Proof of Theorem 2.8. Lemmas 3.11 and 3.12 show that conditions (i) and (ii) in the statement of the theorem each
imply that P-almost surely and for all x € G, a(x) > —C|x|;. The theorem then follows directly from Theorem 3.10.
The only claim that needs a comment is the bound in part (a). Note that there are only finitely many possible o -algebras
that appear in the conditional expectation in (3.8) as we vary & over C,.. First, we appeal to (3.8) and sum over the finitely
many possible o -algebras S¢ and sets R in that expression to obtain an upper bound that is uniform over £ € C/. N A.
Note that the random constant in this upper bound is integrable. The reverse inequality for & € Gy N A comes from the
lower bounds in Lemmas 3.11 and 3.12. We then extend to § € C4+ N A using the limit in (3.6), homogeneity, and the fact
that « is a continuous extension of &.

The proofs of the claims for a, are essentially identical once one substitutes in the appropriate definitions and thus
are omitted. 0

We close the section with the proof of the point-to-point limit.

Proof of Corollary 2.12. We work with the case of a, the case of a., being identical.

If &€ #0, then x,,/|x, |1 — &/|&]1 as n — oo and since & € riA, so is £/|&1]|. Therefore, there exists a § > 0 such that
Xn/|xn11 € As for n large enough.

If, on the other hand, & = 0 and is in riA, then there exists an & > 0 such that {¢ € A: |¢|; < &} CriA. But then
for any n € A with || = 1, en € riA and hence 7 € ri.A. By compactness of the unit £;-ball in R?, we have that
{ne A:|n|; <1} Crids for some § > 0. Thus, x,,/|x,|1 € As for all n.

Now, whether £ = 0 or not, if |x,|; — 00, the shape theorem (Theorem 2.8) implies that |x,, |1_l (a0, x,) —a(x,)) —>0
as n — oo. Since |x,|1/n — |&|1, we see that

. a0, x,) —a(x,)
im —— % —

n— 00 n

0. (3.17)

In the case where |x, |1 is bounded, we have that for any subsequence along which x, # 0, |x,|~'(a(0, x,,) — a(x,)) is
bounded and |x,|;/n — 0, as n — oo. This and the fact that a(0, 0) = «(0) = 0 imply that (3.17) still holds. (2.7) follows
from (3.17) by writing «(x,)/n = a(x,/n) and using the continuity of «. U

4. The restricted-length polymer

Before we can prove Theorem 2.14, we need a detour into restricted-length random polymers. For n € N, let

D, = {x €Gy:3b,eZy,z€R, with Y b, =nandx = szz}. (4.1)
Z€R Z€R
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Fory —x € D,, let

n—1 n—1
Gr.tn).y =log E, [exp{— > v(Ixo. zkﬂ)}]l{x,,:y}} and G, = max {— > V(T zk+1)}.

X0:n *XO=X,
k=0 Xn=Yy k=0

The following theorem follows from [33, Theorem 2.2] and [11, Theorem 2.4].
Theorem 4.1. Assume that V¥ (w,7) € L, = forall z € R\ {0} and that VH(w,0) e Lz R for some z € R\ {0}. Assume
P is ergodic under the group of shifts {Ty : x € G}. Then the following hold.
(1) For P-almost every w, simultaneously for all £ € U, the limits

Go.(n) % Gomy
App(a), ;;__) — nli)ngo 0,(n:l,xn &) and Ag; (w’ %_) — ngngo 0,(n:l,xn &) (42)

exist in (—oo, 00). Here, x,(§) € D, is defined in [33, Equation (2.1)]. It satisfies x,,(§)/n — & as n — oo.
(ii) Fix h € R, For P-almost every w, the limits

.1 ‘ o1
Api(w, h) anglolo - log Z G0ty ypg Ay (@, h) anggo ;){fé%’i{Gg?(n),x +h-x} 4.3)
xeD,

exist in (—o0, o0] and satisfy

Api(h) = sup{App(€) +h - &} and Ay (h) = sup{Agf)(S) +h-&}.
seld seld

Remark 4.2. [33, Theorem 2.2] requires that max e |V (w, z)| € L; g for each z € R \ {0}, but examining the proof
shows that it is in fact enough to assume that V*(w, z) € L, for all ze€ R\ {0} and that VT(w,0) e L; r for some
z2e R\ {0}.

Remark 4.3. Under the conditions of Theorem 2.8, Ap, and Agg are finite. See [33, Remark 2.3] and [11, Remarks 2.5
and 2.6].

In fact, a shape theorem similar to the one in Theorem 2.8 holds for Go,»),x and G, .- Given § > 0 and a face u
of U let,

Uy =& el dist(6, U/ \1itd) =8} and R'=UNR.

Theorem 4.4. Fix a face U' of U that is not a singleton. Assume that V' (w, z) € L, g/ for each z € R\ {0} and that
VT(w,0) e L: rs for some Z € R'\ {0}. Assume that P is ergodic under {T, : x € G(R')}. Then, for any § > 0, we have
P-almost surely,

— G —nAy, (X L |G —nAR()
lim  max [Go..x pp(”)|=O and lim  max 0.().x L AL

=00 xenlsND, n =00 xenliND, n

0. 4.4)

Consequently, Theorem 4.1(i) holds with X, (§) replaced by any sequence x,, € D, satisfying x,/n — &, on a single event
of full probability.

Remark 4.5. The point of using the sets I is to stay uniformly away from the places where A, may not be continuous.
Theorem 3.2 in [33] gives conditions under which Ap,, is continuous up to the boundary. The same result should hold for
Ag;’. In these cases, one can strengthen the above shape theorem and include some or all of the boundary. For example,
if Pisi.id., Vislocal, V € L? with p > d, and O ¢ U/ then the shape theorem holds on all of /. The same holds if V
is bounded above and O € rid. When 0 is on the relative boundary of I/ the shape theorem holds if one stays uniformly
away from U, the unique face of U that contains O in its relative interior.

We do not need Theorem 4.4 for our proofs of Theorems 2.8 and 2.14. However, this shape theorem is of independent
interest to the field. Hence, we give a proof of it in Appendix B.
The next lemma connects restricted-length and unrestricted-length quantities.
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Lemma 4.6. Assume the setting of Theorem 2.8. Assume also that P is ergodic under {Ty : x € G}. Then P-almost surely,
foreach & € Cy and each s > 0 suchthat&/s eU, sApp(§/5) < —a(§) and sAgg(E/s) < —axo(§).

Proof. We work with the case of Ap, and «, the case of ASB and oo being identical.

Consider £ and s as in the claim. Then on the event {X ;5] = X[4s)(§/5)}, we have T sy (E/5) = lns| < oo and
Lemma 3.1 tells us that Zy € Ro for 73, ¢/s) < k < |ns] if this set is non-empty. If 0 ¢ ¢/, then there is no such k.
If 0 € U, then condition (2.5) implies that V (Tx,w, Zi41) > 0 for all such k. Consequently,

lns]—1
Eo[exp{— Z V(Tka7Zk+1)}]l{XLnxJ=i[nxj(§/s)}:|

k=0

i) €/9) 1
<Ep |:exp{— Z V(Tx,w, Zk+1)}]l{rm” &/s) < m}].

k=0
Take a log, divide by n, send n — 00, and apply Theorems 4.1 and 2.8 to conclude s App(§/5) < —a(§). (]

Remark 4.7. The above shows that a(£§) < —sup,_{sApp(£/s)}. We believe that in fact

(&) = —sup{sApp(§/9)}

and that the supremum is attained. A similar statement should hold for a and Ag5. We leave this to future work, as we
do not need this for our results in this paper.

We will need the following consequence of (4.3).

Theorem 4.8. Let V' (w,z) € L, ) for each z € R\ {0} and VT (w,0) € L; i for some Z € R\ {0}. Assume that P is
ergodic under the group of shifts {Ty : x € G}. Fix h € R%. Then for P-almost every w,

. 1 n—1 k—1 s
nll)rgo;logZEo[exp!—ZV(Txiw,Z,'H)—Fh‘Xk = sup {sApp<;>+h-$} and

— - 0<s<l
k=0 i=0 £:£/sell

n—>00 n 0<k<n—1xp.x:x0=0 0<s<l

k—1
1
lim — max max {—E V(Txia),z[+1)+h~xk}: sup {SASS<§>+h-S}.
, s
i=0
&£ /seld

Proof. We prove the first limit, the second being similar. Observe that

sup {SAPP<§) +h -E} = sup ssup{App(&) +h-&}=max(0, Ap(h)). (4.5)
O<s<l1 N O<s<l &eU
&:&/seld
Next, write
1 n—1 k—1 1 n—1
—1 E ) VI, Z h-Xet|=-1 Go.b.athex
~logy o[eXp{ Z (Tx, @, Ziy1) + k” Slogy ) e
k=0 i=0 k=0 xeDy

1 1
< -logn+ - max log Z eGo.tathx,
n n 0<k<n-—1
xeDy

Together with (4.3), this gives

_ 1 n—1 k—1
nlggozlogZEO[eXP{—ZV(TX,W,Zi+1)+h'Xk < Api(h).

k=0 i=0
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This and (4.5) imply the upper bound

1 n—1 k—1
lim —logZEo[expi—ZV(Txia),Z,-H)—I-h-Xk < sup {SAPP<§>+h-E}.
n—oon X O<s<l s

k=0 i=0 Er el

For the other bound, observe that replacing the sum by the k =n — 1 term gives

1 n—1 k—1
lim —logZEo |:exp:— Z V(Tx,w,Ziy1) +h - X

n
n—00 k=0 i=0

1 n—2
> lim log Eo| expy = > " V(Tx,w. Ziy1) +h- Xi t | = Api(h)
noool —1 i—o

and similarly, replacing the sum by the k£ = 0 term gives

1 n—1 k—1
lim —1 E — Y V(Tx,0,Ziy1) +h-Xi{ | >0.
lim ogz o[eXpi Z (Tx;w, Zi+1) k

k=0 i=0

Together with (4.5), these two lower bounds give the desired lower bound that completes the proof of the theorem. (]

5. Proof of Theorem 2.14

The lower bound comes by an application of the limits (2.7) and a perturbation of the potential by the cocycle. The upper
bound comes by constructing an approximately optimal cocycle and then extracting an optimal cocycle from a converging
subsequence.

We again work with the case of « and leave it to the reader to check that the case of o, works similarly.

Fix a face A # {0} of C;, B € K 4, and rationals y, € Q4, where z € R’ = R N A. Take £ € N such that £y, € Z for
allzeR'. Write £ =) _ ./ vzz and x,0 =) nly,z = nt§, for n € N. Then

n—1

B(@,0,x,0) =Y _ B(Tix,,0, x)
i=0

and the ergodic theorem implies that with P-probability one,

lim (n€)~' B(O, x¢n) = € "E[B(0, x0)|Zy, ],
n—o0

where we recall that for x € G, Z, is the o-algebra of Ty -invariant events. By [19, Lemma B.4], we have P-almost surely
E[B(0, x¢)|Zy,]1 = —h(B) - x; and hence the above limit equals —h(B) - . By (2.7), P-almost surely,

r Ty, ,—1
) _1 nt
a(§) = lim —log Eo| exp} - kZO V(Txka),Zk+1)}]l{,xnz<oo}:|
1 r rxn[—l
= lim — log Eo| exp{ — Z V(TXka),ZkH)—B(w,O,xng)}ﬂ{,”@o}]+h(B).é§
n—oo nt paar nt
| - rxn{—l
= lim —log Eo| expy — Y (V(Tx,@, Zit1) + B(Tx,®,0, Zi41)) {1, , <o0) | +h(B) - €.
n—>o00 nf Pt n

If Be IC;(V), then the expected value on the last line of the above display is bounded above by 1. To see this consider
the Markov chain that moves from x € G(R/) to x + z, z € R/, with probability e~V Tx@.0=B(Ix®.0.2) j, (7y and moves
from x to a cemetery state A with the remaining probability 1 — Y"__p, e~V Tx@9=B(T:2.0.2) () Once at A the chain
remains there forever. Then the expectation in question is the same as the probability this Markov chain ever reaches x;.
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We have thus shown that for each fixed B € IC;(V) and & € A, (2.8) holds with probability one. This inequality also
holds with probability one, simultaneously for a countable dense set of & € A. Since h(B) - £ is continuous in & and « is
continuous in & on the interior of each face of C, we conclude that for each fixed B € IC;(V), we have that P-almost
surely (2.8) holds for all £ € A.

Next, we prove (2.9). It is enough to work with A = C. The proof for the case of a different face is the same, after
replacing C; by A everywhere. We therefore now assume P is ergodic under {7} : z € R}.

First, observe that since P is ergodic under the shifts {7} : x € G}, « is deterministic on riC4.. Extend « to all of R4 by
setting ar (&) = oo for & ¢ C,.. For h € R¥, let

a*(h) =sup{h-& —a(&): & eR?}

be the convex conjugate of «. Note that «(0) = 0 implies «* (k) > 0. Furthermore, for any s > 0,
o*(h) =ssup{h-&/s —a(E/s) : £ e R} = sa*(h).

Consequently,

« 0 ifVEely,h-§=<a),
o (h) = ,
oo otherwise.
Since « is convex, [34, Theorem 4.17] says that the bi-conjugate
o3 (&) =sup{h & —a*(h): h e R}

is the same as the lower semicontinuous regularization of «, which matches o« on ri C. Therefore, for each & e riC; and
each j € N, there exists an /1 € R9 such that o* (h j)=0and

hj-&=a(®) —1/j. (5.1)
By Theorem 4.8 and Lemma 4.6, P-almost surely,

n—1 k—1

T -1

nll)néon logkX(:)Eo |:exp{— 2(; V(ITx;w, Ziy1) +hj .Xk}i| < Oilslgl{hj e +sApp(§/s)}
= i= <

¢/sed
< sup {hj-¢—a())}

¢eCy
=a*(h;)=0.
Define
'n—l k—1
gj(w) = log(l + Ze*"/f Z E(‘)"|:exp{— Z V(Tx,w,Zit1)+hj - XkH). (5.2)
n>1 k=0 i=0

We just showed that the inner sum in (5.2) grows subexponentially in n and hence g; > 0 is finite P-almost surely.
Furthermore,

n—1
€% (@ =1 4 Ze*"/f <1 + Z Z p(z)er(w,z)+hj~zEgzw[e—Zf-‘;g V(Tx, T-0.Zis1)+hj-Xi-1 ]>

n>1 k=1zeR
1

— 7 —i—e_]/j Zp(Z)e_V(w’Z)"'h-f'”'g/(Tzw).
1—e=

zZ€R

Remark 5.1. In zero temperature, i.e., for the case of o, the analogous definition would be

k—1
8j.co(®) =max max  max !—ZV(Txiw,ziH)—i—hj.xk—n/j}

n>1 0<k<n—1 xg:x:x0=0 ‘0
=

=max{—V(0,2) +hj 2+ gj0c(T:®)} — 1/].

zZ€R
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Setting Bj(w, x,y) = gj(Tiw) — gj(Tyw) — hj - (y — x), we have P-almost surely

Zp(z)ef‘/(w,z)fBj(w,O,z) Sel/j. (53)
zeR

This implies that for each z € R,
Bj(w,0,2) > log p(z) — V(w,2) — 1/j.
Because V1 e L!, we see that Bj_ (0, z) is uniformly integrable. Since E[B;(0,z)] = —h; - z, we have E[Bf ©0,2)]=

]E[B; (0,2)] —hj-z.Since £ eriCy, we can find y; >0,z € R, suchthat =) _x y.z. Then for any z € R,

E[Bf(0.2)] <> v:E[BJ(0.2)] =Y v:E[B; (0.2)] —h;-& <> y:E[B;(0.2)] — (&) + 1/].

ZeR ZeR ZeR

Therefore, IE[Bj+ (0, z)] is uniformly bounded for each z € R. By [26, Lemma 4.3], we can write
B} (0,2) =B} (0,2) + R;(2),

where, along a subsequence, 37 (0, z) is uniformly integrable and R;(z) > O converges to 0 in P-probability. Extract

a further subsequence éZ(O, z) of EJ“L (0, z) such that sz 0,2) = EZ(O, z) — Bj; (0, z) is weakly convergent in L!(IP)
to some B(0, z), and Rj,(z) converges P-almost surely to 0, for all z € R. Abbreviate j; as j. By [39, Theorem 3.12],
B(0, 7) is in the strong L' (P)-closure of the convex hull of {[?j (0,z) : j = k} for any k > 1. This means that there exists
a sequence of finite convex combinations G j0,2) = Z,foz j 8k Bk (0, z) that converges to B(0, z) strongly in LY(P). Up
to a further subsequence, G (0, z) converges P-almost surely to B(0, z), for all z € R. Consequently,

o0 oo
Gj(0.2)=) 8xBt(0.2)=G;(0.2)+ Y 8 xRe(2)
k=j k=j

also converges P-almost surely to B(0, z).
Since B; is a covariant cocycle, we have P-almost surely and for any z,z2 € R,

Bj(w,0,z1) + Bj(T;,w,0,22) = Bj(»,0,22) + Bj (T},w, 0, z1).
This one cell cocycle property transfers to G ; and thus to the limit B. Define
Bw,x,x+7)=—-B(w,x+2z,x) =B(T0,0,z)
for x € G and z € R. Enumerate R = {z1,...,zy}. Forx,y € G, write y — x = Zf‘il b;z; with b; € Z and define
i1
B(w,x,y)= ZZB(a) x +Zb,z, +G = Dzi,x+) bz +jz,->.
i=1 j=1 r=1

Due to the one cell cocycle property, this definition does not depend on the choice of the coefficients b;. It is also
immediate that now B is an L! covariant cocycle. Furthermore, by (5.3) and Jensen’s inequality,

oo oo
Z p(Z)e—V(w,Z)—Gj(w,O,Z) < Z6jsk Z p(z)e—V(w,Z)—Bk(w,O,z) < ZSj,kel/k < El/j.

z€R k=j z€R k=j

Taking j — oo shows that B € IC&:(V). Also,

hj-z=—E[B;(0,2)] = —E[B;(0,2) + R; ()] < —E[B;(0,2)].
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This and (5.1) imply that if we write £ = ) __g v,z with y; > 0, then

— > VE[Gj0.2)] =) 8jkhi £ = a(®) — 217 >a(E) - 1/j.

Z€R k=j

Taking j — oo, we find that

h(B)-&=) y:h(B)-z=—) y.E[B(0.2)] > a(®).

ZeR ZeR

This implies (2.9). Together with (2.8), it also shows that in fact «(§) = h(B) - £. Theorem 2.14 is proved for the case of
o. The case of a is almost identical after the appropriate definitions are substituted.

6. Proof of Theorem 2.17
First, we relate the Green’s function g to a.
Lemma 6.1. For x,y withy —x € G4,
a(x,y) +logg(x, y) =logg(y,y). (6.1)

Proof. Since a(x, x) =0, the identity is clear if y = x. Assume y # x. Applying the Markov property in the first equality,
we have

m—_{—1

oo m )
g(x,y) = Z ZEX[‘; 2o V(Tka‘ZkJrl)]l{Ty:e}] x Ey[e” Xi0 VTxp0 ZisD g —

m=1{=1
00 —1 00 m—_—1

=Y E, [exp{— V(Ty,o, zkm}ﬂm_e } Z y {exp{— > VTyo, zk+1>}n{xmg:y}}
=1 k=0 m=~_ k=0
00 —1 oo m—1

=Y E, [GXP! > VIxo, Zk+1)}ﬂ{r‘—l}:| Z v[exp{— > V(Tka,Zk+1)}]l{Xm=y}:|
=1 k=0 n=0 k=0
e Y X g(y. y).

The claim follows. O

Let oy be the time of k-th return of the reference random walk to its starting point.

Lemma 6.2. Assume (2.5). Then P-almost surely, for all y € 7,

1
1<gly,y)= <1/Py(01 =00). (6.2)
1 — Eylexpi— Y07 V(Tx, @, Zis 1) io, <o0)]

Proof. The bound g(y, y) > 1 is clear. For the other bound, without loss of generality, we consider y = 0. By decompos-
ing into the number of returns by time m, we can write

00 m—1
20,00=1+) Ey [eXp{— > ViTxo, Zk+1)}1{xm=0}}

m=1 k=0

oo m op—1 oi—1
=1+E0|:ZZexp{—ZV(Txka),ZkH)}---exp:— > V(Txka),Zk+1)}]l{o,~:m}i|

m=1i=1 k=0 k=0;_1

0’]—1 0’,‘—1 o
= 1+E0|:Zexp{ Z V(TkaaZk—H)} ~~-expi— Z V(Txka),Zk_H)} Z]l{gi_m}:|.
i=I

k=0 k=0i_1 m=i
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Since Y o Ligi=m} = Lio;<o0} = Lio; <00} Lioy—o1 <00} * * * Lior—oy_; <oo}» the Markov property implies that

o 0’1—1
80,00 =1+Ep [ZGXP{— Z V(Tx, o, Zk+1)}]l{(r] <0}

i=1 k=0

oi—1
. .exp[ - Y V(Ixo. zkH)}n{m_mm}}

k=0;_1

00 o1—1 k
=1 +ZE0[6XP{— > v(Ixo, Zk+1)}]l{m <oo}} :

i=1 k=0

If Py(o1 = 00) = 1, which includes the case 0 ¢ U, then g(0, 0) = 1 and the claim of the lemma holds. If, on the other
hand, Py(01 = o0) < 1, then it must be the case that 0 € /. On the event {o] < 0o}, we have X;, = 0 and Lemma 3.1
tells us that Z; € Ro for k < o1. Condition (2.5) then implies that V (Tx,w, Z¢4+1) > 0 for all such k. Consequently,

o1—1
Eole™ Zito VI Zieng, ] < Py(o1 < 00) < 1 and (6.2) follows. O
The next lemma follows the idea in [52, Lemma 5].

Lemma 6.3. Assume (2.5) and that P{V (w, z) > 0} > 0 for some z € Rg. Then P-almost surely,

o 1logs, V)|
m — =

|x|1—00 |x|1

0. (6.3)

Proof. The previous lemma shows that if Py is transient, then log g(y, y) is bounded. (6.3) holds in this case. Assume
therefore that Py is recurrent. In particular, 0 € U.

Let zg € Ro and ¢ > 0 be such that P{V (w, z¢9) > ¢} > 0. Note that if x € G, (Rp) \ {0}, then Lemma 3.4 says that
we can write x = Zze'Ro y.z with y; € Z, and y, < C|x|; for all z € Rg. This produces an admissible path x¢., from 0
to x of length n = Zze'Ro v, < C|Ro| - |x|1. Let xp4+1 = x + zo. Similarly, we can get an admissible path x4 ., from
x+z9to0oflengthm —n—1<C'|Ryg|-|x|;. Let C; = (C + C")|Ro| + 1. Then the path xq.,, is an admissible loop
that starts at 0, goes to x, then takes a step to x + zg, and then goes back to 0. The path does all this in m < Cp|x|; steps.
The probability Po(Xo.m = X0.) is bounded below by «k€1*11, where « = min e, p(2).

Suppose x € G is such that V(T w, zg) > ¢. Since V (Tyw, z) > 0 for all y € G (Ro) and all z € Rg, we see that for
any admissible loop x¢., from O to 0, exp{— Zl";é V(Ty,w, zi+1)} < 1. However, for the particular path x., constructed

in the previous paragraph, we have exp{— Z:‘l:_o] V(Ty,w,zi+1)} < e ° since V(T w, zo) > ¢. Hence,

o1—1
Eo [CXP[— Y VTyo. zk+1)}ﬂ{al<oo}} < Po(Xoum # Xom) + € Po(Xom = X0.m)
k=0

=1- (1 — eiE)Po(Xo;m = X0:m)-
With the equality in (6.2), we see that
2(0,0) <k Crhli(1 — =) 7", (6.4)
Recall the definition of R, in (2.11). We can take x in (6.4) with |x|; = R, and hence we have for r > 0,

r+log(1—e 1) }

P{loge(0.0)>r} <P{R, >
{logg(0.0) = r} = { ©= 7 Cillogx|

Since we assume that R, has d finite moments, for any s > 0,

> P{llogg(y. | =slyli} <€) r* 'P{logg(0,0) > 57}
yeg+(72) "ZO

|
SCE rd-1p Rgzsr—i—log(l &) < 00.
Cllogk]|

r>0
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The claim of the lemma follows from an application of Borel-Cantelli’s lemma. |

(2.12) now follows from (6.3), (2.6), and (6.1). Theorem 2.17 is proved.

Appendix A: Convex analysis lemmas

Lemma A.1. Let R be a finite subset of R? and let U be its convex hull. If 0 € U, then let Uy be the unique face of U
such that 0 € rildy. If 0 ¢ U, let Uy = . Let Ro = R NUy. Then there exist § > 0 and i € R? such that i - z = 0 for all
z€Rpandu-z> 8 forall z€ R\ Ro.

Proof. When 0 e riid, Uy = U, Ro = R, and we can take 7 = 0 and any § > 0. The claim also holds when 0 ¢ I/ by
applying the separating hyperplane theorem.

Assume now that 0 € U \ rild. Let A be the convex hull of R \ Ry. Let Ag be a face of A. It is in particular a
convex subset of U. Since U is a face of U, if Uy intersects the relative interior of Ag, then Ay C Uy and consequently
AoNR C Ryp. Since AgN'R C R\ Ry, we have a contradiction and hence the relative interior of Ay cannot intersect L.
Since A is the union of the relative interiors of all its finitely many faces, we see that A cannot intersect Uy. This implies
that span(Rg) N A = span(Rg) NU N A =Uy N A= &, where span(R) is the vector space generated by Ry.

The separating hyperplane theorem says that there exist §,8 € R and # € R? such that 7 -z <8’ <8 < - 7’ for all
z € span(Rp) and 7' € A. Since w - z < &' holds for all z € span(Rp), we have A« - z < §’ for any A € R. Dividing both
sides by A and sending it to 0o and —oo, we get i - 7 = 0. In particular, § > 0. We have shown that - z = 0 for all z € Ry
and i - z > § for all z € R \ Ry. The lemma is proved. O

Lemma A.2. Let R be a finite subset of Q. Let &€ € Q¢ N C(R). Then there exist rational coefficients y, >0, z € R,
suchthat& =3 . v.2.

Proof. There exist 7, > O suchthat& =) 7,z. Let R ={z1,...,2,}. If 21, ..., 2, are not linearly independent, then
we can write Z?:l a;z; = 0 such that not all g; are zero. Then for any ¢ € R,

E=) (7 —tapzi.

i=1

Let
t= max(min{ﬁ Ta; > O}, max{& ra; < O})
a; a;

If t <O, then it must equal max{y;; /a; : a; <0} and hence foralli € {1, ...,n}, eithera; =0ora; <Oand ¢t >y, /a;.
In either case, y;; — ta; > 0. Furthermore, equality is achieved for at least one i.

If, on the other hand, ¢t > 0, then t = min{y;, /a; : a; > 0}. In this case, for each i € {1, ..., n}, eithera; <0 ora; >0
and t <y, /a;. In both cases, y;, — ta; > 0. Again, equality is achieved for some i.

In either case, with our choice of ¢, we have y,;, —ta; > Oforalli € {1, ..., n} and there exists an i such that y,;, —ta; =

0. After discarding all z; for which equality holds and reindexing, we find that

k
E=) (7, —tadzi,

i=1

with £k <n — 1. We can assume that {z1,...,zx} are linearly independent because otherwise we can again write
Zf;l b;z; = 0 and repeat the above procedure, every time reducing the number of z’s by at least one. Define y;, =
Vz; — ta;. Let x be the column vector with entries y;, i € {1,...,k}, and let A = [z]---z«] be the d x k matrix with
column vectors z;. Then A has full rank and rational entries and Ax = £ implies that x = (AT A)~' AT £. This tells us that
xeQ?, O

Proof of Lemma 3.4. Recall that U{j is the unique face of U/ such that 0 € rildyp and Ro = R N Uy, with the convention
that Uy = Ro = @ if 0 ¢ 4. By Lemma A.1, there exist # € R? and § > O such that 7 - w > § fore R\ Rpand z - 7 =0
for z € Ro.
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Denote the dimension of the linear span of Rg by m. By the fundamental theorem of lattices [45, Lemma 3.4], there
exist linearly independent vectors {z1, ..., zm} C Ry that at the same time form a basis of span(Rg) and also generate the

group G(Ry).
For& € CL(R), wecanwrite§ =) ¥, (§)z withy (£§) > 0.1f & € G, (R), we can assume that Y (§) € Z for all
z€R. Lety,(§) =y (&) for z € R\ Ro. Then

0<y.@® <" Y w®z-ua=6") vz -0=5"¢-0<6"@ultl (A.1)
ZeR\Ro zZeR
forall z € R\ Ro and
if &£ € Gy (R), then y,(§) € Z4 for all z € R\ Ryp. (A2)

Let&' =3 g, 7.(&)z € span(Ro). Then there exist unique 7, (§') € R,i € {1,...,m}, such that&’ = Y VL EDzi.
If§ € GL(R), then &' € G (Ro) and 7, (§') € Z. These functions are linear in £’ and hence there exists a constant C such
that

|fz,-(s’)|sC|s/|lsC<|s|1+ > yz<s)|z|1)sc<1+81|ﬁ|oo > |z|1)|s|1.

z€R\Ro zeR\Ro

By Corollary A.3 of [35], for each i € {1, ..., m}, there exist b;(z) € Z4, 7 € Ry, such that —z; = ZzeRo b;(2)z. For
z € Ry, set

v =Y [(7: () te =2} + (7, (6) b @)]. (A3)

i=1

Then

0=y.(8) = {1 +D b (z)} max |7, (§)[ = C'glr forall z € Ro. (A4)

i=1
Also (A.3) shows that
if £ € G+ (R), then y, (&) € Z for all z € Ry. (A5)

Lastly,
E'=) 7.8z
i=1
= (7)) Tz + Y (7 () (=)
i=1 i=1

= i Y (7€) =)z + i > (7. (8)) bi2)z

i=12zeRy i=12zeRy
=) r@:x
ZE’R()
and thus
E=) 7.®z=E+ )Y y®i=) @z
ze€R zeR\Ryo Z€R

Together with (A.1), (A.2), (A.4), and (A.S), this shows that the coefficients y,(§) satisfy all the claims of the
lemma. =
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Appendix B: The proof of Theorem 4.4

We prove the shape theorem for Gg,(;),,. This can be repeated almost word-for-word to produce the proof of the shape
theorem for G~ ) .

Form,neNandx,y,z € 74 such that y—x € Dy, and z — y € D,,, decomposing into the values of X,,,, we can write

Grneme=log 3 eOrme . Oume,
viv—xeDy,

z—veD,

This implies the superadditivity

Gx,(m+n),z > Gx,(m),y + Gy,(n),z‘ (B.1)

The proof of Theorem 4.4 proceeds by contradiction. Fix § > 0. Assume the shape theorem does not hold. Thus, with
positive probability there exists an ¢ > 0 and a sequence x; € £l N Dy such that £ — oo and

1Go,0)xe — LApp(FF)] -
7 >

(B.2)

Let Q) be the intersection of the above event with the full-measure events on which (4.2) is satisfied and (2.3) holds
with g(Ty4k;@) = V (Ty4k: @, 2), for each z € R'\ {0}, and with g(T, ;@) = V(Ty iz, 0) for Z as in the statement.
We now work with a fixed w from €.

We have x; = ) /by .z with by, € Zy and ) _ s be ; = £. By compactness, we can find a subsequence ¢, and
¥z € [0, 1] such that by, . /€, — y; for all z € R'. Then xy, /€, — & € Uy, where £ =) _p/y;zand ) oy =1
Abbreviate ¢,, by writing just n. Choose some large N such that |[x,/n — &|; < ¢ and

App(x”) ~ Ap®

n

<eg/2
for n > N. Here we used the continuity of Ap, on L{(g. Then, for n > N, we have

— App(®)| 2 £/2. (B.3)

GO,(n),xn
n

Lete; > 0. Letky, ; = [m(y; +&1)1/Tm, where 7y = ) .o/ [m(y; + €1)] with m large, to be chosen further down. Note
that 7,,,/m — 1+ &1|R’| as m — oo. Note also that

Y; + &1

— ——— asm — oo.
1+ |R'|e1

Km,z

Fix m large enough so that for all z € R/,

2 2

v. t+e1/ <Toms (v:+ 81). (B.4)

1+ R |er 1+ R e
Let

_ _ - (1+|R'|len)n _ o

Em= Z Km,zZ, kn = \‘77 , and Sgn) = rmkn’(m,z - bn,z-

zeR’ "

Then for any z € R/,

E(”)

Z / —

— - (L+|R|e1)km,z— v >€1/2>0 asn— oo. (B.5)

Thus, 5" > 0 for large enough n and then 7, knZ,, — Xn = > cer Fmknkm,z — bp,2)z € D ¢ _,.Byusing (B.1), we
get

GO,(n),x,, = GO,(FmEn)menEm o Gxn,(FmEn—n),?mEnEm : (B6)
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Similarly, let «,, . = |my.|/r,, wherer, = > .cr/lmy;]. Note that if y, = 0, then K, =0.Also, r,/m—1and
K., = Yz asm— 00. Let 8 = min_crs y; > 0. Fix m large enough such that k,, . € [§'/2, 1] and |k, . — ;| < & for
all z € R’. Now, suppose 1 < 8'/(2|R’|) and let

(1 —2[R/|e1/8")n

i

Cn= 2 Km:% k, = { J and s =by ;. —r,kK, ..

Thus

AQ)
L2 — Y — (1 — 2|R/|61/8/)£m,z YKyt |'R/|81 >—e1+ \R/|81 >e1>0.

n n—oo

Then for n large, x, — rnk,g, = Y cer (bnz — )z € Dy—r k- By using (B.1), we get

L.
G0,k kg, T Orpkat, =k = G000, (B.7)
Since
ks — 1+|R'|e1 and % — 1=2|R|e1/8' asn— oo, (B.8)
we have that for large n, if z € R’, then both 7,k K., — by and by, , — kK, , are bounded above by

FimknKm z — ki, . < n((l + |R |81) + 81)Km 7 — n((l — 2|R/|81/3 ) — 81)

v, + 261

5”((1+|R/|81)+81)m

—n((1- 2|R’|81/5’) —e1)(y: — 1)

v, +2¢1
14+ |R ey

< (6+2|R'|/8)ne1 = ciney.

=n81(3+ +2|R/|(Vz_51)/8/+(yz_81)>

Forz e R\ R, y; =0, «,, , =0, and we have

_ 2
0 < Fmknim,z — rpkyic,, . <n((14|R|e1) —i—el)ﬁ;/'gl <3ney < ciney.

We next develop a lower bound for G FFon—1)FoeFnon . Fix a path from x, to 7,,k,¢,, that takes s( n) z-steps for each

z € R’. Since U’ is not a singleton, there exists a nonzero zZ € R'. If 0 € R/, then we have by (B.4), (B.5), and (B.38), that
for a large enough n,

So) _ (14 [Rle)®mo =yt e1) _yo+2e —ypoter _
gg") - ney/2 - £1/2 '

This tells us the ratio of zero steps to Z steps is at most 6. Rearrange the path as follows. Start the path with blocks of
Z-steps followed by at most 6 zero steps, until zZ-steps and zero-steps exhausted. After that, fix an ordering of R'\ {0, z} =
{z1, z2, ...} and arrange the rest of the path to take first all its z;-steps, then all z>-steps, and so on. Also note that any
point y on the path is such that y € G (R’) and

1Yl < |xnl1 + Fmkn —n) max |z]; < n(1+|R'|e1) max |z]; = con.
ze€R/ zeR/

Thus
— = >R .
xnv("mkn_n)armknfm - |R |yergna();?,/) ZEI:;%,?\)EO} Z |V(T)/+lzw, Z)|
|y\1+502n O=i=ciemn

—6 max V(Tyi;:w,0)| + cre1n min log p(z).
Gy (R Z ’ y+iz ‘ R gp

)
0<i<ciein
lyli<con “=1=C181
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Now, by dividing both sides by »n and taking n — oo we get that

G, Fon—n) FmkinE, S 1
lim X, Fonkn—1),Fmkn ¢y, 2—‘R/| im  max max — Z |V(Ty+iza),z)|
n—00 n =00 yeGy (R') z€R\{0} 1

0<i<ciein
Iyli<con =t=ae

o 1
—6 lim max — Z |V (Ty 41z, 0)] + cre1 min log p(2).
n—)OOylev(_‘;;rc(‘Zi) n Ofifclgln ZER

Fix any & > 0. Since w € ), we can find ] small enough so that the right-hand side in the above display is bounded
below by —e&,. Similarly, we see that

G, k ¢ (n—r,k,),x
. —m= ”’ -m sn
llm i " > 81.
n— 00 n

These two bounds, together with (B.6), (B.7), (B.8), and (4.2) give

Go,(n),x,

G —
< Tim 229 < (1 4 1R [e1) App (@) + 2.

n— 00 n

—e2+ (1 =2|R'|e1/8") App(¢, ) < lim

n—00 n

Since & is on the face U’, z € U’ for all z € R’ and both ¢, and ¢,y are in U’. Since App is continuous on rif’ and
& erild’, we have for £; > 0 small enough,

App(¢, ) = App(§) and App(C ) = App((l + |R/|81)_1 <$ + &1 Z z>> as m — oo.
zeR/

Take m — oo then g1 — 0, use again the continuity of Ay, on rildp, and finally take £, — 0 to get that

G
lim —2-Xn
n—00

= App(g),

which contradicts (B.3). Theorem 4.4 is proved.
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