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Abstract
We present a phonon dynamics-based finite-temperature coarse-grained (FT-CG) atomistic approach for characterizing the kink-controlled disloca-
tion dynamics in high-Peierls-barrier materials. The applicability of it is demonstrated through simulating the motion of a ~ 3 µm-long dislocation in a 
bcc iron sample containing ~ 230 million atoms. Cross-kink and debris are found on a µm-long dislocation at a lower stress than that on a nm-long 
dislocation. They are largely promoted by high-frequency/short-wavelength phonons. FT-CG is shown to be a first model of its kind that can predict 
the mobility of a µm-long dislocation without smearing out the atomic-level kink dynamics on it.

Introduction
Due to their outstanding mechanical properties, body center 
cubic (bcc) metals such as iron (Fe) are widely used in engi-
neering infrastructures. However, the fundamental mecha-
nisms controlling their performance when subjected to plastic 
deformation at finite temperature is not fully understood yet 
because: (a) the plasticity in bcc metals at finite temperature 
(< 0.2 Tm, where Tm is the melting temperature) is mainly car-
ried by the motion of μm-long ½ < 111 > screw  dislocations[1]; 
(b) the Peierls stress for ½ < 111 > screw dislocations is high 
and their motion occurs with the aid of the thermally activated 
atomic-scale kink nucleation and  migration[2] for surpassing the 
high-Peierls barriers of the lattice; (c) the population/activities 
of kinks vary upon the change of the dislocation line length. 
As a consequence, the mobility of dislocations in bcc metals 
is a function of not only the stress and temperature as that in 
many low-Peierls-barrier materials, but also the line length. 
Clearly, understanding the dislocation-mediated plastic flow 
in bcc transition metals demands the formulation and calibra-
tion of a dislocation mobility law that incorporates the stress-, 
temperature-, as well as length dependence all in one analytical 
form. This is not trivial, especially when we desire to resolve 
the motion of a μm-long dislocation line while explicitly track-
ing the kinks along the dislocation line.

Existing approaches used for simulating the motion of screw 
dislocations in bcc metals mainly fall into two categories. One 
can be considered as “single-scale” conducted at sub-atomic 
or atomic-scale resolution, such as density function theory 
(DFT)[3,4] or molecular dynamics (MD)[5,6] calculations. The 
other is the fine-scale simulation-informed continuum models, 

including the DFT-informed line tension (LT)[7] and the atom-
istic-informed kinetic Monte Carlo (kMC) method.[8] The 
mobility rules/laws extracted from these approaches are then 
tested in models at even higher length scales, such as dislo-
cation dynamics (DD)[9–11] or crystal plasticity finite element 
(CPFE),[12] for simulating the plastic flow in bcc metals at the 
meso- or macroscopic level. Despite their great success in 
advancing our understanding about how the kink-controlled 
dislocation dynamics dictates the plastic flow in bcc metals at 
finite temperature, the knowledge that has been gained from 
these approaches should be taken with a certain degree of cau-
tion because:

 (i) Each single-scale approach was developed at a particu-
lar length scale and has its own domain of applicabil-
ity. For example, although the physics of bonding is 
reliably reflected in DFT, it is usually only used for a 
system at zero temperature with a simulation cell being 
constrained at or below a few nanometers.[3,4] Without 
accounting for finite-temperature effects, the thermal-
induced lattice vibrations which largely reduce the Pei-
erls  barrier[13] are missing in DFT. Moreover, by con-
sidering tens of or several hundred atoms in the sample 
with a dimension of only a few nanometers, DFT alone 
is incapable of describing the kink-pair formation, the 
occurrence of which spans a length scale of tens of 
nanometer and even above. Instead, using the intera-
tomic potential, although not as accurate as DFT, MD 
requires a significantly less computational cost than that 
of DFT. It can be used for simulating the kink-pair for-
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mation on a relatively longer dislocation line at finite 
temperature.[5,6] The length of the dislocation line that 
can be considered in MD is, however, still limited to a 
level of several hundred nanometers. The dynamics of 
dislocations in such nanoscale MD simulations may be 
easily affected by the inappropriate boundary/loading 
 conditions[6] and interatomic potentials.[14] The results 
from MD may not be directly used for interpreting the 
experimental observations, where only the dynamics of 
µm-long dislocations can be resolved;[1]

 (ii) By contrast, a very long dislocation line can be consid-
ered in DFT- or MD-informed  LT[7] or  kMC[8] models 
which smear out the atomistic details. For instance, in 
the DFT-informed LT model,[7] the dislocation is rep-
resented by a one-dimensional (1D) elastic line on a 
substrate carrying a potential, also referred as the Pei-
erls potential (to be extracted from DFT). In this way, 
it does go beyond the reach of direct DFT calculations 
when used for characterizing the kink-pair activation 
enthalpy and kink-pair profile.[7] Similarly, in atomistic-
informed kMC models,[8] the dislocations are simplified 
as a collection of many line segments without consid-
ering its atomistic structure. Each segment responds 
to the stresses according to certain rules, in which a 
length-/temperature-/stress-dependent kink-pair nuclea-
tion probability function is introduced. In this way, the 
mobility of very long dislocation lines and its depend-
ence on the overall length, stress, and temperature can 
be then characterized through simulating the collective 
behavior of many such segments. Such simulations 
are promising but have a limited predictive capability 
because they rely strongly on how to implement the 
information to be averaged from fine-scale simulations. 
This is challenging especially when the atomic-level 
kink-pair dynamics and its stress-, length-, and tem-
perature dependence need to be retained.

The development of more realistic dislocation mobility 
laws for bcc metals necessitates a multiscale model that can 
accommodate the motion of a µm-long dislocation and the 
atomic-scale kink dynamics on it within one framework. This 
model should abandon any assumed rules for describing kink 
dynamics. It should require the DFT calculation-based data or 
interatomic potential as the only inputs, while requiring signifi-
cantly less computation resources than DFT or MD to achieve 
a seamless length scale-bridging. In this communication, we 
outline a finite-temperature coarse-grained (FT-CG) approach 
to simulate the motion of μm-long high-Peierls stress disloca-
tions without sacrificing the physical richness of the atomisti-
cally resolved kinks on the dislocation line. This approach is 
an expansion of our previous model, which we have labeled 
as Concurrent Atomistic Continuum (CAC)[15–17] through 
furnishing it with a phonon dynamics-based finite-tempera-
ture algorithm. The CAC model was built upon an atomistic 
field  formulation[18] that unifies the atomistic and continuum 

description of materials starting from the Irving-Kirkwood 
 procedure[19] in statistical mechanics. With the interatomic 
potential being the only constitutive rule, at a much lower 
computational cost than that of full MD, our CAC model was 
shown to have a unique capability of predicting the dynamics 
of µm-long dislocation lines without smearing out the atomistic 
core structure on the  lines[15–17,20–23]. This paper is structured as 
follows: the theoretical foundation and numerical implementa-
tion of FT-CG are briefly introduced in the Supplemental Mate-
rial and also “ A phonon dynamics-based FT-CG approach” sec-
tion. To demonstrate its applicability, the FT-CG model set-up 
and simulation results are presented in “The computer model 
set-up and simulation results” section. We then conclude this 
communication with a summary and outlook of this work in 
“Summary and discussion” section.

A Phonon dynamics‑based FT‑CG 
approach
A formulation of Eqs. (1)–(15) (see details in Supplemen-
tal Material) and its numerical implementations leads to our 
FT-CG atomistic model. According to the derivation in the Sup-
plemental Material, a desired temperature of T in our FT-CG 
simulations is realized through matching the phonon density 
of states (PDoS) with that from full MD. A first step prior to 
FT-CG is thus an atomic-level calculation of the material’s 
phonon dispersion relation (also noted as the k-ω relation) or 
PDoS. Fortunately, for a given material system with a certain 
crystal structure at a chosen interatomic potential, the k-ω 
relation and PDoS at certain temperature is always unique and 
only needs to be calculated once.[24,25] For bcc iron, using the 
Proville-EAM potential,[14] we first perform a full MD simula-
tion of the dynamic relaxation of a 1,024,000-atom sample for 
a duration of 200 ps under zero stress at T = 300 K. An auto-
correlation of the atomic velocities from such simulation and 
its Fourier transformation are then performed. The blue curve 
in Fig. 1(a) presents the PDoS, noted as, g (ω), resulting from 
such a process. Obviously, it has two signatures of the PDoS of 
a bcc crystal: (a) near the long-wavelength/low-frequency limit, 
no well-pronounced peaks appears in the vibrational spectra, 
and g (ω) is proportional to ω2; (b) in the short-wavelength/
high-frequency domain of ω > 2 THz, g (ω) exhibits three main 
peaks, which are contributed by the two transverse and one 
longitudinal phonon modes, respectively. This agrees well with 
the results from the nuclear resonant inelastic scattering of syn-
chrotron radiation experiments.[26]

These three peaks cannot be readily captured by our previ-
ous CAC model.[15–17] The reason is that the coarse-graining 
procedure in those CAC models cuts off the phonons with 
wavelengths shorter than λc or frequency higher than ωc. Specif-
ically, λc = 4 h if the size of the element chosen for discretization 
is h. Therefore, it is necessary to include the high-frequency/
short-wavelength phonons into CG. These high-frequency pho-
nons can significantly contribute to the kinetic energy of the 
system and strongly affect the dislocation dynamics in it. In 
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the current FT-CG approach, we correlate the phonon wave 
dynamics, temperature, the kinetic stress, as well as the internal 
forces with each other using Eq. (10), Eq. (14), and Eq. (15) in 
Supplemental Material. This enables the FT-CG to capture the 
effects of the phonon wave dynamics on the dislocation mobil-
ity in an average sense, although not mode specific.

The results obtained from FT-CG simulations are pre-
sented in Fig. 1. The orange curve in Fig. 1(a) shows that 
the PDoS from such a FT-CG (2,000 elements, 512 atoms 
per element) approach agrees well with the MD simulation-
based PDoS. The three peaks which were absent in our previ-
ous CG using linear element functions are now captured in 
this FT-CG. To further validate the predictive capability of 
such an FT-CG approach, we then introduce a screw disloca-
tion line into the above FT-CG model, but do not change the 

frequencies and magnitude of the short-wavelength phonons 
that we have imposed through Eq. (15) (see Supplemental 
Material). Figure 1(b) reveals that the FT-CG simulation-
predicted PDoS of a local domain around the dislocation core 
is comparable with that from full MD. It uncovers several 
changes of the PDoS caused by the presence of the dislo-
cation: (i) comparing with the sharp peaks in the PDoS of 
a pristine crystal [Fig. 1(a)], the peaks in the PDoS for a 
defected sample [Fig. 1(b)] are seen to be broader due to the 
occurrence of a dislocation-phonon scattering; and (ii) after 
the dislocation is introduced, additional peaks (also referred 
as defect modes) appear in the PDoS as a result of the local-
ized vibration and its interaction with the local stress/strain 
around the dislocation. Most importantly, comparing with 
the PDoS of a sample containing no dislocations, the peak 

Figure 1.  (a) The normalized PDoS, g (ω), extracted from FT-CG simulations and its comparison with that from full MD simulations of 
a pristine single crystalline bcc Fe at T = 300 K; (b) the PDoS of a single crystalline bcc Fe sample containing a screw dislocation at 
T = 300 K; (c) a prediction of the thermal expansion coefficient of a pristine bcc iron sample through a series of FT-CG as well as full MD 
simulations showing the change of the sample volume (noted as V) at finite temperature with respect to the sample volume (noted as V0) 
at 0 K.
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reduction in the PDoS of a bcc iron sample containing a dis-
location is negligible. Our recent simulation, however, shows 
that such a dislocation-induced PDoS peak reduction is nota-
ble in bcc tungsten. Accordingly, we believe the dislocation-
induced changes in the PDoS in different materials will differ 
from each other. Overall, the FT-CG provides us with a reli-
able estimate of the effects of the dislocation on the PDoS. It 
goes beyond the traditional continuum theories because those 
theories usually do not have or only have limited resolution 
near a dislocation core, where the localized lattice vibrations 
appear and need to be appropriately considered. This will be 
elaborated in future publications.

In addition to PDoS, the thermal expansion coefficient of 
bcc iron is also computed from FT-CG and compared with 
that from full MD simulations. As previously suggested,[27] 
the thermal expansion coefficient, α, may be used as a metric 
to assess the entropy loss induced by coarse-graining because 
phonons with all different wavelengths/frequencies contrib-
ute to thermal expansion. For a bcc iron sample exposed to 
zero stress but different temperatures ranging from 0 K up 
to 600 K, Fig. 1(c) shows our computer model set-up and 
the simulation-predicted volume change (noted at V / V0). 
The results from the corresponding full MD simulations 
are also included here for comparison. The sample under 
consideration here is in a cubic shape with a dimension of 
36 nm × 34 nm × 30 nm and contains 3 million atoms. It has 
free surfaces along z direction. Periodic boundary conditions 
(PBCs) are imposed along x and y directions [Fig. 1(c)]. In 
our FT-CG simulations, it is discretized into 5832 coarse FEs 
(512 atoms per FE). Then the volume change (V/V0 in Fig. 1) 
with the increase of the temperatures is measured through 
a series of FT-CG simulations. Our several major findings 
from Fig. 1(c) are: (a) the sample volume linearly increases 
when the temperature increases from 0 to 600 K regardless of 
whether the FT-CG is enriched with short-wavelength/high-
frequency phonons [red curve in Fig. 1(d)] or not [blue curve 
in Fig. 1(d)]; (b) the slopes of those curves can be estimated 
as the thermal expansion coefficients, α; (c) comparing with 
the full MD simulations, if only a linear FE shape function 
is used without any short-wavelength enrichment, α will be 

largely overestimated using FT-CG; and (d) with the short 
wavelength being enriched through Eq. (15) in the Supple-
mental Material, the FT-CG simulation-predicted α [the slope 
of the red curve in Fig. 1(d)] gets close to that [the slope of 
the green curve in Fig. 1(d)] from full MD simulations. This 
implies that the entropy loss, which is unavoidable in the 
quasicontinuum (QC),[27] has been largely mitigated and can 
be even eliminated in our FT-CG simulations because all the 
short-wavelength/high-frequency phonons can be appropri-
ately accommodated.

This is not surprising because several key approximations 
have been deployed in  QC[27] by: (1) choosing a reduced set 
of representative atoms as an ensemble of nodes suspended 
in a solvent with all the atomistic DOF in the solvent being 
neglected; (2) including the effects of the thermal motions 
of the solvent atoms on the dynamics of the representative 
atoms into the simulation through introducing a frictional 
drag; (3) calculating the phonon frequency, ω, the thermal 
expansion, α, and then the entropy loss within a harmonic 
framework (See Eqs. (31–49)  of[27]); and (4) cutting off the 
short-wavelength modes, which are present in the underly-
ing atomistics at finite temperature but making no explicit 
effort to correct the missing entropy induced by an ignore 
of the short-wavelength vibrations. Distinct from QC, the 
present FT-CG model is the FE implementation of a full-set 
governing equations in an atomistic field  formulation[18] that 
unifies the atomistic and continuum descriptions of materi-
als in one framework. It connects the instantaneous atomic 
forces, displacements, and velocities with the evolution of 
the field quantities, such as stress and heat flux, at the con-
tinuum level. FT-CG considers the thermal effect through 
Eqs. (13–15) (see Supplemental Material), i.e., a connection 
between temperature and the kinetic stress. It also does not 
need any assumed constitutive rules because a link between 
the divergence of the potential part of the stress and the inter-
atomic forces has been established through Eq. (4) (see Sup-
plemental Material). In this way, FT-CG is fully anharmonic 
and can produce a thermal expansion coefficient comparable 
to that from full MD simulations without a notable entropy 
loss as observed in QC.

Figure 2.  (a) A sketch of the FT-CG model set-up; (b) the FE used for discretizing a bcc crystal.



Computational Approaches for Materials Discovery and Development Research Letter

MRS COMMUNICATIONS · VOLUME XX · ISSUE xx · www.mrs.org/mrc                5

The computer model set‑up 
and simulation results
FT‑CG computer model set‑up
The above FT-CG model then provides us with an opportu-
nity to simulate the motion of a dislocation line subjected 
to both thermal and mechanical stimuli. Figure 2(a) shows 
the schematic sketch of a FT-CG simulation cell contain-
ing a single screw dislocation line. This dislocation line is 
introduced into the FT-CG models through initially displac-
ing the FE nodes according to the displacement field of a 
dislocation derived from the theory of elasticity. This dis-
location line is oriented along y direction with a slip plane 
perpendicular to z direction. The PBC is applied along y 
axis with a dimension of Ly, which is the dislocation line 
direction. Along x and z direction, the simulation cell is in a 
dimension of Lx and Lz, respectively, without imposing any 
PBCs there. With an aim of characterizing the line length 
dependence of the dislocation motion mechanism, a series 
of different Ly ranging from 60 to ~ 3 μm have been con-
sidered in this work. In particular, in the FT-CG simulation 
of the motion of a ~ 3 μm-long dislocation line, the sample 
is in a dimension of 65 nm × 2968 nm × 16 nm [Fig. 2(a)]. 
It contains 230 million atoms but has been discretized into 
only 450,000 FEs. Here, a specific FE [Fig. 2(b)] with its 
six surfaces being aligned with the (110) slip planes has 
been designed for modeling the migration of ½ < 111 > dis-
locations in bcc metals. Each FE is embedded with 512 
atoms. Similar to the strategy used in our previous CAC 
models,[15–17,20–23,28] the displacement of these 512 atoms 
within each FE is not explicitly solved and will be inter-
polated from the FE nodal displacements. Such a set-up 
brings a two-fold benefit: (i) it requires a significantly 
less computational resource than that by full MD and thus 
enables us to study the dynamics of very long dislocation 
lines; and (ii) it can still retain the atomistic nature of the 

kink dynamics along the dislocation line when we map the 
FT-CG simulation-predicted FE mesh configuration into the 
fully atomic arrangements, from which we can then extract 
the atomistic details of dislocation line morphology. This 
is a postprocessing procedure and has been effectively used 
in our previous CAC  simulations[15–17] for elucidating the 
atomistic details of dislocation activities.

Simulation results
When the sample is subjected to a constant shear, we can track 
the position of a dislocation line as a function of time, t, in 
FT-CG simulations. When kink occurs, the dislocation lines 
in bcc metals can be very rough [Fig. 3(a)]. For measuring the 
velocity of a rough dislocation line, we can track points along 
the dislocation front to identify its current position. Figure 3(a) 
shows a sketch on how the front of a dislocation is selected 
from the instantaneous configuration of it. Here, the disloca-
tion line is extracted from FT-CG simulations and propagates 
along x direction. At each time step of the dislocation motion, 
multiple points along the front of the dislocation line will 
appear [see the dash blue line in Fig. 3(a)]. Once the positions 
(noted as x1, x2, …, xn) of these points are identified, there are 
two strategies to calculate the instantaneous velocities. One is 
[(x1 + x2 + … + xn)/n−x0]/t, the other is [ max (x1, x2, …, xn)-x0]/t, 
where x0 is the initial position of the dislocation line and t is the 
simulation time when the snapshot is taken. The data based on 
both of these two strategies are provided in Fig. 3, where solid 
markers show the data from [(x1 + x2 + … + xn)/n−x0]/t and the 
open markers show the data from [ max (x1, x2, …, xn)−x0]/t. 
Quantitatively, Fig. 3(b, c) present the results on relating the 
dislocation velocity, v, with the applied stresses, σap, obtained 
from FT-CG simulations of the motion of a dislocation line 
with different lengths (L = 60 nm and L = 1000 nm) when 
exposed to a temperature of 0.06 Tm and 0.33  Tm. In Fig. 3(b), 
the horizontal axis is normalized by the Peierls stress, σPeierls. 
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Figure 3.  (a) Snapshot of the configuration of a µm-long rough dislocation line extracted from FT-CG simulation and an indication of the 
“front” of the position (x1, x2, …, xn) of the dislocation line along its migration direction; (b) the length-; and (c) temperature dependence of 
dislocation mobility, i.e., the velocity-stress relation, predicted from the FT-CG and MD.
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Several main findings in Fig. 3 are: (1) the FT-CG simulation 
predicts a velocity-stress relation comparable to that from full 
MD simulations at L = 60 nm [Fig. 3(b)]; (2) it captures the 
three-regime velocity-stress relation for describing the mobil-
ity of screw dislocations in bcc metals. That is, an exponential 
regime (also known as the thermal activation regime) at low 
stresses, a linear regime (also known as the viscous or pho-
non drag regime) at high stresses, and a transition regime in 
between; (3) the results from the two different velocity meas-
urement strategies don’t differ much in both MD and FT-CG 
simulations [Fig. 3(b)], especially when the dislocation line is 
not long (L = 60 nm); (4) when the dislocation line length is 
increased up to L = 1000 nm, the data from these two different 
strategies start to diverge from each other [see the open trian-
gles and solid triangles in Fig. 3(b)]. This is reasonable because 
more cross-kink and self-pinning occur on a longer dislocation 
line; (5) when exposed to the same temperature [Fig. 3(b)], the 
longer dislocation always moves faster than the short one in 
both the thermal activation and phonon drag regimes; (6) when 
subjected to the same stress, the dislocation line with a length 
of 40 nm moves faster in the thermal activation regime at a 
higher temperature than it does at lower temperature. This trend 
is reversed in the phonon drag regime [Fig. 3(c)]; (7) the criti-
cal stress (noted as τc) at which the dislocation starts to move 
reduces upon the increase of the temperature, i.e., τc ≈ 720 MPa 
at 0.06 Tm and τc ≈ 560 MPa at 0.33 Tm [Fig. 3(c)]; and (8) the 
exponential-to-linear transition stress, noted as τt, decreases 
from ~ 1.2 to 1.0 GPa when temperature is increased from 0.06 
to 0.33 Tm [Fig. 3(c)]. These findings are consistent with that 
from full MD simulations.[6] The capability of the FT-CG simu-
lation in characterizing the stress-, length-, and temperature 
dependence of a screw dislocation mobility in bcc metals is 
thus demonstrated.

The FT-CG simulation results in Fig. 3 in turn, provide us 
with an opportunity of calibrating the phenomenological dis-
location mobility laws, such as the one proposed by Gilbert 
et al.[6] In this mobility law, the v—τ relation in the low-stress 
regime is expressed as:

Here, p and q are fitting parameters and s = τ/τT (T ) , τ is th 
external loading and τT (T ) is the exponential-to-linear transi-
tion stress and τT (T )=1370 MPa. In contrast, according to this 
mobility law, the v—τ relation in the high-stress regime is:

where τ is the applied shear stress, b is the Burgers vector of the 
dislocation, B is the drag coefficient, and va is a fitting param-
eter. When fitting the FT-CG simulation data into Eqs. (1) 
and (2) for a ~ 3 µm-long dislocation line, the parameters of the 
mobility laws can be calibrated as: q = 858.4 m/s, p = − 5.977, 
and va = 682.3 m/s, respectively. In contrast, when fitting the 
MD simulation data into Eqs. (1) and (2), for a 60 nm-long 
dislocation line, the parameters of the mobility laws are: 

(1)ν = q

√
sexp

[

p(1−
√
s)
]

(2)v =
τb

B

+ va

q = 441.8 m/s, p = 5.281, and va = 184.3 m/s, respectively. Fur-
thermore, the drag coefficient, B, can be also fit as the inverse 
of the slope of the velocity-stress relations as shown in Fig. 3. 
Since the velocity-stress relation is composed of an exponen-
tial regime, a linear regime, and a transition regime, the slope 
of it is obviously not a constant. It exhibits a complex stress-, 
length-, and temperature dependence. The drag coefficient 
obtained from our FT-CG simulations by fitting Eq. (2) into 
the data in the phonon drag regime are 9.54 ×  10–3 [Pa s] for 
L = 60 nm and 17.391 ×  10–3 [Pa s] for L = 3 µm, respectively. 
Instead, a fitting of Eq. (2) into the data in the transition regime 
will lead to a drag coefficient as low as  10–4 [Pa s], which will 
be comparable with that from full MD simulations in.[6] Over-
all, the drag coefficient, B, in Eq. (2) is not simply a constant. 
It should be formulated as an appropriate  function[11] of stress, 
temperature, and dislocation line length.

Figure 4.  Snapshots of the time sequences of FE configurations 
during the motion of μm-long dislocation lines together with the 
atomic-level kink dynamics on the dislocation lines mapped from 
the FE configurations at τ = 1.51 GPa: (a) L = 1 μm by FT-CG with 
the short-wavelength enrichment; (b) L = 3 μm by FT-CG with the 
short-wavelength enrichment; and (c) L = 3 μm by FT-CG without 
the short-wavelength vibrations being included in the simulation.
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Moreover, to demonstrate the capability of the FT-CG simu-
lation in retaining the atomic-sized kink dynamics on a disloca-
tion line, Fig. 4 shows the snapshots of time sequences of FE 
mesh configurations as well as the dislocation line morphol-
ogy evolution mapped from the FE mesh configuration during 
the process of dislocation motion. The results for a 1 μm-long 
[Fig. 4(a)] and also a ~ 3 μm-long [Fig. 4(b)] dislocation line 
are displayed here. During the motion of such μm-long disloca-
tion lines, two dislocation line roughening mechanisms, noted 
as self-pinning and debris loop formation, are observed. Self-
pinning and the subsequent debris loop formation are found to 
be triggered by the occurrence of cross-kink on a dislocation 
line as noted before.[1,5,6] In details, they are induced by the 
screw dislocation line cross-slip to a different plane. The kinks 
on those two different slip planes may lock with each other 
and then form a pinning junction for the dislocation motion 
without the need of any extrinsic obstacles. A detailed analy-
sis of the inset pictures, see (i)-(v) in Fig. 4(a) and (i)–(vi) in 
Fig. 4(b), confirms that our FT-CG model successfully captures 
such atomistic details associated with cross-kink, self-pinning, 
and then debris loop formation. Similar debris loop formation 
mechanisms in the form of vacancy and interstitial clusters 
were reported in many previous full MD simulations, although 
only at the nanoscale. Here, when the dislocation line length 
is increased up to the ~ 3 µm level, as shown in Fig. 4(c), the 
population of kinks and the probability of cross-slip largely 
increases, which in turn, promotes the cross-kink activities. 
The interaction among kinks on different planes under such 
frequent cross-kinks leads to more collisions of kinks. Such 
collisions lead to the formation of more self-pinning sites. In 
this scenario, two dislocation line segments may kink further 
onto the same plane, annihilate with each other, and then leave 
a small debris loop behind. Interestingly, for Fe at T = 300 K, 
we only observe the debris loop formation during the motion 
of a ~ 3 μm-long dislocation lines [Fig. 4(b)] and do not see 
the debris loop formation during the motion of the 1 μm-long 
dislocation line [Fig. 4(a)], even though the applied stress is 
as high as ~ 1.51 GPa. It suggests that the probability of self-
pinning and debris loop formation is significantly higher when 
the dislocation line is longer.

In other words, the µm-long dislocation lines in bcc metals 
will be more easily self-pinned than the nm-long dislocation 
lines. This observation implies: (i) one may not directly inform 
nanoscale MD simulation-based mobility laws into the mes-
oscale DD models for describing the collective behavior of 
µm-long dislocations in bcc metals because the kink-induced 
self-pinning has been largely suppressed in nanoscale MD sim-
ulations; and (ii) the present FT-CG approach can be used as an 
alternative vehicle of calibrating the mobility laws for describ-
ing the kink-controlled dislocation dynamics from the atomistic 
up to the micrometer level and even above. We also believe 
that, other than the dislocation line length, another factor which 
may also contribute to cross-kinking and debris formation is 
the atomic-level thermal fluctuation near the dislocation core. 
Such fluctuations give rise to the localized short-wavelength 

vibration and largely promotes the cross-kinking. To confirm 
this assertion, Fig. 4(c) presents the results from FT-CG simula-
tions without short-wavelength vibrations being included. For 
the sample containing a dislocation line under a constant shear 
of 1.51 GPa, Fig. 4(c) shows that the cross-kinking and debris 
formation are largely suppressed if the high-frequency/short-
wavelength vibration has not been introduced into the FT-CG 
simulations.

In addition to dislocation line length and high-frequency/
short-wavelength phonons, the overdriven dynamics in the 
computer simulations is of course another important factor 
contributing to cross-kinking and debris formation. Similar 
to existing MD simulations, the system in the present FT-CG 
simulation is still overdriven because: (i) it employs the intera-
tomic potential as the constitutive relation to describe how the 
materials respond to an imposed stress. For bcc iron, all the 
existing interatomic potentials, including the one that has been 
used in this work, estimate a Peierls stress at a level of ~ 1GPa 
and above. Thus, the stress imposed on the FT-CG simulation 
cell has to be at a level of several GPa, which will, of course, 
strongly drive the dislocation motion as compared to lower 
experimentally measured values of Peierls stress (tens of MPa) 
in experiments; (ii) it captures the high-frequency vibrations at 
THz level through a time integration of the equation of motion. 
Thus, the time step in the present FT-CG simulations is on the 
order of fs. Accordingly, the duration of the simulation run can 
be only up to hundreds of nanoseconds if only modest computa-
tional resources are used. Consequently, the strain rates applied 
in the present FT-CG are still as high as that  (107–109/s) in MD, 
although the length of a dislocation line in FT-CG can be up to 
several micrometers. The high strain rate deformation imposed 
on the sample at a high stress of course will overdrive the sys-
tem. To suppress or eliminate the effects of such overdriven 
dynamics, we are working on several strategic directions. First, 
we can implement a machine-learning (ML) potential which is 
trained from DFT data. Such a ML potential can simulate an 
experimentally comparable Peierls stress. We can also pursue 
a coarse-grained nudged elastic band (NEB) algorithm, which 
finds the minimum energy pathway between two given states of 
an interested process (kink-controlled dislocation motion in this 
work). NEB can be employed using our FT-CG model because 
the dominant kinematic degrees-of-freedom for kink-controlled 
dislocation dynamics (cross-kinking, debris formation) are ena-
bled in FT-CG. These dislocation reaction pathways can then be 
examined using NEB to estimate more realistic transition states 
and associated activation energies that reflect the influence of 
both the short- and long-range interactions in FT-CG simula-
tions. A continuous representation of the kinked dislocation 
configuration is available from FT-CG simulations to serve this 
purpose. Work on the employment of a ML-based potential in 
FT-CG is currently underway. In addition, we can consider use 
of NEB as well to sort out more realistic reaction pathways 
for an analysis of kink formation and interaction that avoids 
overdriven conditions. The relevant results will be reported in 
our future publications.
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Summary and discussion
To summarize, here we present a new FT-CG approach for 
characterizing the kink-controlled dislocation dynamics in bcc 
transition metals. This approach is built upon the numerical 
implementation of an Irving-Kirkwood  procedure[18,19] which 
unifies the atomistic and continuum description of materials 
according to the principles of statistical mechanics. It is an 
expansion of our previous CAC  model[15–17,20–23,28] through the 
implementation of (i) a new FE set-up to realize a CG descrip-
tion of dislocation migration in bcc crystals, and (ii) a phonon 
dynamics-based finite-temperature algorithm to resolve the 
full spectrum of the lattice vibration without cutting off short-
wavelength phonons nearby the dislocation core. Taking bcc 
Fe as an example system, by simulating the motion of a dis-
location line with its length ranging from 60 up to ~ 3 μm, at a 
fraction of the cost of full MD simulations, with the interatomic 
potential being the only inputs, the FT-CG approach is shown 
to be capable of: (a) simultaneously resolving the motion of 
µm-long dislocation lines as well as the atomic-level kink 
dynamics (nucleation, migration, annihilation, cross-kink, and 
so on) on the dislocation lines; (b) characterizing the stress-, 
temperature-, and the line length dependence of not only the 
dislocation mobility law, but also the underlying mechanisms 
from the atomic to the microscale.

This work highlights the feasibility of using FT-CG to: (1) 
incorporate not only the stress and temperature dependence, but 
also the dislocation length dependence over a range from tens 
of nanometers to a few microns, into a generalized dislocation 
mobility law for bcc transition metals; (2) constructing maps 
of correlating the dislocation roughening mechanisms, mobility, 
stress, temperature, as well as the dislocation line lengths all into 
one diagram. With an ability to simulate a μm-long dislocation 
while retaining the atomistic nature of kinks along the dislocation 
line, FT-CG may facilitate a prediction of plasticity in bcc transi-
tion metals at an experimentally comparable length scale through 
informing the FT-CG simulation-based constitutive rules into the 
higher length scale models, e.g., DD or crystal plasticity finite 
element (CPFE). In this way, the predictive capability of the 
continuum model may be significantly improved from the bot-
tom up. The mobility law to be extracted from the FT-CG simu-
lations will be atomistic mechanism-based. It will abandon the 
parameterization of phenomenological models which are usually 
fitted from experiments. Such mobility laws will cover a broad 
length scales. They will introduce the fewest number of degrees-
of-freedom while still accurately capture the dynamics of long 
dislocation lines. For instance, using the FT-CG simulation-based 
mobility law as an input, DD simulations at millimeter level 
may become possible by discretizing the long dislocation lines 
into a large number of µm-long segments, the velocity of which 
of course needs to be governed by the mobility law calibrated 
at the micrometer level. In this scenario, if one insists on using 
the mobility law calibrated from nanoscale MD simulations, 
the results from DD simulation may be misleading because the 
length dependence at the micrometer level might significantly 

differ from that at the nanometer level. Although the atomic-level 
kink dynamics is not explicitly considered in such DD simula-
tions, an implicit inclusion of kink-pair formation mechanisms 
into the mobility law through FT-CG simulations can signifi-
cantly improve the predictive capability of them. Thus, compar-
ing with that from nanoscale MD simulations, the calibration of 
the mobility of a µm-long dislocation that we have attempted 
through FT-CG simulations will find applications in DD simula-
tions, and can get one step closer to that in experiments.[1]

Despite its great promise in filling the gap between various 
single-scale computational models, experiments, and theories, 
one needs to be cautious about the present FT-CG approach 
in several aspects. Firstly, the accuracy of FT-CG simulation 
depends on many factors such as mesh size, mesh shape, and 
also the interatomic potential used for the FE nodal force cal-
culation. One main factor that might restrict the current FT-CG 
simulation arises from the FE mesh set-up. Because the disloca-
tions or kinks in the present models are only allowed to occur 
along the FE boundaries, certain activities might have thus been 
restricted by the limited number of the slip planes exposed on 
the present FE boundaries. A wedge- or tetrahedral-shaped or 
adaptive FE that exposes more slip planes will of course pro-
vide us with more flexibilities for capturing even more com-
plex dislocation activities. Also, the constitutive relation, i.e., 
the underlying interatomic potential, is another factor that can 
affect the accuracy of FT-CG simulations, especially for the 
dislocations with non-planar core structures in bcc crystals. 
For example, the commonly used EAM  potentials[14] are not 
always fully satisfactory in reproducing the dislocation core 
structures/energetics and their evolution in bcc iron when sub-
jected to stress. Recently, progresses have been made to over-
come such issues caused by inaccurate interatomic potentials, 
such as modified EAM or one of the newest approaches using 
the machine-learning interatomic  potentials[29] to achieve the 
same accuracy as a density-functional theory, although at a 
significantly higher computational cost than that by traditional 
EAM potentials. An implementation of different or adaptive 
FEs for exposing more slip planes on the element boundaries, 
together with high-fidelity interatomic potentials, into the pre-
sent FT-CG models are currently attempted and will be reported 
in future work.
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