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Abstract

We construct universal mixers, incompressible flows that mix arbitrarily well general solu-
tions to the corresponding transport equation, in all dimensions. This mixing is exponential
in time (i.e., essentially optimal) for any initial condition with at least some regularity, and
we also show that a uniform mixing rate for all initial conditions cannot be achieved. The
flows are time periodic and uniformly-in-time bounded in spaces W*? for a range of (s,p)
that includes points with s > 1 and p > 2.

1 Introduction

The problem of mixing via incompressible flows is classical and rich with connections to several
branches of analysis including PDE, geometric measure theory, ergodic theory, and topological
dynamics. When diffusion is absent or negligible over the relevant time scales, one can model
the process of mixing by the transport equation

pt+u-Vp=0, (1.1)

with a fluid velocity u : Q4 x Rt — R? and Q4 being some d-dimensional physical domain.
Incompressibility of the advecting fluid requires u to be divergence-free and we also assume the
no-flow boundary condition for u, that is, the fluid does not cross the boundary of the domain
and satisfies u - n = 0 on Qg x RT. Since we are interested in the study of mixing in the bulk
of the domain and not in effects of rough boundaries, we will simply assume that Qg := (0, 1)d
is either the unit cube in R? or it is T¢ (in the latter case opposite sides of (0,1)? are identified,
so T¢ = ) and the boundary conditions instead become periodic).

The function p : Q4 x RT — R represents the concentration of the mixed quantity with a
given initial value p(-,0), which we can allow to be negative on account of being invariant
with respect to addition of constants. It will be convenient to take p to be mean-zero, so we will
always assume that |, Qu p(x,0)dz = 0. A special case is when p(-,0) is the characteristic function
of a subset of Q4 (minus a constant), modeling the mixing of two fluids. The central question
now is how well is it possible to mix a given initial condition via divergence-free flows satisfying
some physically relevant constraints, which flows are most efficient at this process, and what is
their dependence on the initial condition.
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In order to study mixing efficiency of flows, one needs to start with a quantitative definition
of how well mixed the advected scalar p is at any given time (see the review [31] for various
options). While diffusive mixing results in the time-decay of LP norms of p [8}/12,29,32| (recall
that p is mean zero), these norms are all conserved for (I.I). Instead, we need to use measures of
mixing that capture the small-scale variations of p. The following two definitions, one geometric
in flavor and the other functional-analytic, have been in use recently (see also the discussion at
the end of this introduction for a relation to the dynamical systems point of view). In them,
when Qg C R? (i.e., not T9), then we extend the function f : Q4 — R on the rest of R¢ by zero;
and as always f, fdzdy = |A|™! [, fdzdy.

Definition 1.1. Let f € L*°(Qq4) be mean-zero on Q.
(i) We say that f is k-mized to scale £, with k,e € (0, 1), if for each y € Qg,

f ot
Be(y)

The smallest such € is the (k-dependent) geometric mizing scale of f.

< K[| flloo-

(ii) The functional mizing scale of f is HfH?.{_I/ZHngOQ.

Remarks. 1. The definition in (i) is from |33|, which was in turn motivated by [6|, where
the special case d = 2, k = 3, f(Q2) = {—1,1} was considered. In it, the “worst-mixed” region
determines the mixing scale, but deviations of size roughly x are tolerated.

2. The definition in (i), which is motivated by [22] (where T¢ was considered instead of Qg
but their analysis easily extend to (Q4), does not tolerate deviations but averages the degree of
“mixedness” of f over all of Q4. To see the latter, we note that (30) in [22| shows for mean-zero
functions equivalence of the H~Y2-norm and the miz-norm
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B(f) = /de@,l) (ér(y)f(x)dx) dydr| (1.2)

3. Other H *-norms of f have been used to quantify mixing, particularly the H~'-norm
[2,17,[19,21,127], with the functional mixing scale being || f|| ;1| f|l= (Wasserstein distance of
f+ and f_ has also been used [5/25/27,28]). The latter may sometimes be more convenient than
the H~'/2-norm and also is directly related to mixing-enhanced diffusion rates when diffusion is
present |8}10], but it lacks the useful connection to the mix-norm. We use the H~Y2_norm here
but note that our mixing results for it also hold for the H!-norm because the former controls
the latter. The only case when this is not obvious is non-existence of a universal mixing rate
in Theorem (ii), but that proof can be easily adjusted to accommodate the H~'-norm (see
Remark 2 after Lemma .

If p solves (I.1)) with mean-zero p(-,0) € L>(Qq) and divergence free u : Qg x RT — R, we
will say that the flow k-mixes p(-,0) to scale £ by time ¢ whenever p(-,t) is x-mixed to scale e.
In [6,(7], Bressan conjectured that if p(-,0) = X(0,1/2)x(0,1) = X(1/2,1)x(0,1) On Q2 is %—mixed to
some scale € < 1 in time t by a divergence-free u, then
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(with some e-independent C' < 00). After an appropriate change of the time variable, this is
equivalent to existence of C' < oo such that if a divergence-free u satisfies

sup [Vu(-, )1 <1 (1.3)
t>0

and it %—mixes p(+,0) to some scale ¢ < 1 in time ¢, then ¢t > C|loge|. That is, given the con-
straint , the mixing scale cannot decrease super-exponentially in time (in two dimensions).

This rearrangement cost conjecture of Bressan is still open, but Crippa and De Lellis proved
its version with any « > 0 and replaced by

sup [[Vu(-,t)[l, <1 (1.4)
t>0

with arbitrary p > 1 [11]. This result also extends to the H~*-norm-based definition of mixing
via the relationship of the H~'/2-norm and the mix-norm [17,27].

This motivates the natural question of whether for any mean zero p(-,0) € L*(Q2) in two
dimensions, there is a flow that satisfies and achieves the (qualitatively optimal for p > 1)
exponential-in-time decay of the mixing scale of the solution p. This was recently answered in the
affirmative by Yao and Zlato$ 33| for any such p(-,0) and all p € [1, 3+2\/5), while for p > 3‘*'2—\/5
they proved existence of flows achieving mixing scale rates O(e_typ/ Cr) with vp > % (geometric
only). Alberti, Crippa, and Mazzucato [1,]2] independently showed that exponential decay can
be obtained for all p > 1, but their result only applies to special initial data p(-,0) (characteristic
functions of some regular sets, up to constants).

In both these works, the mixing flows intricately depend on the initial data, which may not
always be very practical. It is therefore natural to ask whether this dependence can be removed
and universally mixing flows exist. This was done in questions (C) and (D) of the following list
of five fundamental questions from |2| concerning mixing by flows.

(A) Given any mean-zero p(-,0) € L>®(Q2), is there a divergence-free u satisfying (1.4) such
that the mixing scale (functional or geometric) of the solution p decays to zero as t — 0o?

(B) If the answer to (A) is affirmative, can u be chosen so that the mixing scale decay is
exponential?

(C) Is there a divergence-free u on @9 satisfying ((1.4) such that the mixing scale (functional or
geometric) of the solution p decays to zero as t — oo for any mean-zero p(-,0) € L>®(Q2)?

(D) If the answer to (A) is affirmative, can u be chosen so that the mixing scale decay is
exponential?

(E) Is there s > 1, a mean-zero p(-,0) € L*>(Q2), and a divergence-free u satisfying

sup [lu(-, t)|lwsr < 1 (1.5)
t>0

such that the mixing scale (functional or geometric) of the solution p decays to zero expo-
nentially as t — oco?

Additionally, it is natural to state the universal mixing version of (E):



(F) If the answer to (E) is affirmative, can a single such u be chosen for all mean-zero p(-,0) €

L*(Q2)?

The flows from [2}33] are self-similar in nature with exponentially-in-time decreasing turbulent
scales, which appears to be a serious obstacle when it comes to (E) and (F). Moreover, both [2,33]
only consider the two-dimensional case d = 2 and the construction in [33] for general initial data
does not appear to extend easily to d > 2 (the trivial extension of [2,33] involving initial data
depending on only two coordinates is obviously possible). Hence an obvious seventh question is

(G) What are the answers to (A)-(F) in dimensions d > 37

The results from [33| answer (A) and (B) in the affirmative for p € [1, 3+2\/5), as well as (A)
3+v5
2

in the affirmative for p > and the geometric mixing scale only. (Additionally, |2] proves
exponential mixing for all p > 1 and some special initial data p(-,0).) In this paper we answer

(C)—~(F) for p € [1, 3+2‘/5), as well as the multi-dimensional version (G) of (A)—(F) (except of
(B) for very rough p(-,0)). For these p and in all dimensions d > 2, the answers to (C) and (E)
are affirmative, while the answers to (D) and (F) are “no but morally yes”. More precisely, we
construct universally mixing flows in all dimensions that also yield exponential mixing for all
mean-zero initial conditions p(-,0) with at least some regularity (belonging to H?(Q2) for some
o > 0, which includes all characteristic functions of regular sets), while we also show that no flow
has a fully universal mixing rate (exponential or otherwise). Moreover, the flows we construct
will be periodic in time, with no emergence of small-scale structures as t — oo. We also note
that all the answers are the same for both the geometric (with any £ > 0) and functional mixing,.

The following definition encapsulates our goals.

Definition 1.2. (i) A divergence-free u : Q4 x RT — R? is called a universal mizer (in the
functional sense or geometric sense for some fixed x € (0,1)) if for any p(-,0) € L>(Qq) the
mixing scale (functional or geometric with the given k) of the solution to converges
to 0 as t — oo.

(ii) A universal mixer u (in either sense from (i)) has mizing rate A : Rt — RT with \
decreasing and lim;_, o A(t) = 0, if for each p(-,0) € L>(Qq) there is 7 < oo such that the
mixing scale of p(-,t) (in the relevant sense) is at most \(¢t — 7) for all t > 7.

(iii) A universal mixer u (in either sense from (i)) is a universal exponential mizer if there is
v > 0 such that u has mixing rate A(t) = e~ "".

(iv) A universal mixer u (in either sense from (i)) is an almost-universal exponential mizer if for
each o > 0 there is 7, > 0 such that for each p(-,0) € L>®(Qq) N H?(Qq) there is 7 < oo
such that the mixing scale of p(-,t) (in the relevant sense) is at most e~ (¢=7) for all t > 7.

(v) If uw is a universal mixer in the geometric sense for each x € (0,1), we say that u is a
universal mizer in the geometric sense. If w is an (almost-)universal exponential mixer
in the geometric sense for each k € (0,1), with the relevant exponential mixing rates
independent of k, then we say that u is an (almost-)universal exponential mizer in the
geometric sense.

Here are our main results, for Q4 being either the unit cube or the torus T¢.



Theorem 1. (i) For any d > 2, there is a divergence-free time-periodic vector field u on Qq
satisfying no-flow (or periodic) boundary conditions such that v € L ([0,00); W5P(Qq))
(or u € L>=([0,00); W*P(T9))) for any s < LQ\/B andp € [1, ﬁ
mizer and an almost-universal exponential mizer in both the geometric and functional sense.

), and u is a universal

(i) For any d > 2, there is no divergence-free universal mizer on Qg satisfying either no-flow
or periodic boundary conditions that has a mizing rate, in either the functional sense or
the geometric sense with some k € (0,1). In particular, there are no universal exponential
mixers in any dimension.

Remarks. 1. Hence (s,p) with s > 1 and p > 2 are included in (i). As mentioned above,
prior mixing results involving at least W11 flows required two dimensions d = 2, as well as u
that depended on the mixed function and only belonged to spaces L>([0,00); WP(Q2)). There
are, however, results involving less regular universal mixers such as the class of linked twist maps
(see |30] and the discussion below for more details).

2. The one-period flow map of our flow in (i) on Q2 with no-flow boundary conditions is
the folded Baker’s map, and the other cases are also related to it (see Section . Thus it is
exponentially mixing in the dynamical systems sense, and topologically conjugate to the Smale
Horseshoe map.

3. Our u in (i) will in fact only take finitely many (two when d = 2) distinct values as
a function of time. This is virtually the simplest possible time-dependence, and we do not
know whether time-independent universal mixers exist on Qg (they do not for d = 2, due to
divergence-free vector fields on @2 having a stream function).

4. While the flows we construct in (i) are discontinuous in time, they can be made smooth in
time by a simple re-parametrization described in |33]. In space, these flows are Holder continuous,
and smooth away from a finite number of hyperplanes.

5. (i) also shows that replacing the W1P-norm of u in the constraint (1.4) by the W#P-
norm for (s,p) as in (i) does not qualitatively improve the exponential upper bound on mixing
efficiency of flows (i.e., exponential lower bound on the mixing scale) from |11}/17}27].

6. We also remark that it follows from (i) that mean-zero solutions to the corresponding
advection-diffusion equation
pt+u-Vp=vAp

with v € (0, 1) satisfy
_.,0.62
lp(,t)ll2 < e lp(-, 0) 2

for all t > v~902 with ¢ a universal constant (see Theorem 4.4 in |10], or |16]). That is, their
diffusive time scale is at most O(r~%62), which is much shorter than the time scale O(v~!) for
the heat equation (without advection) when 0 < v < 1. However, this still does not appear to
be optimal.

We do not know whether universal mixers or almost universal exponential mixers with a
higher regularity than ours exist. One candidate for an efficient universal mixer in two dimensions
(on T?) is almost every realization of the random vector field taking values (sin(27x2 + wy,),0)
and (0, bsin(2mz1 +wy)) (with b € R a constant) on time intervals (n —1,n — 3] and (n — 3, n],
respectively, for n € N and with w, independent random variables uniformly distributed over



T. While these alternatively horizontal and vertical shear flows, considered by Pierrehumbert
in 26|, appear to have very good mixing properties, we are not aware of their rigorous proofs.

Discussion of related dynamical systems results. The study of mixing maps and flows
has a rich history. While there are a plethora of maps that are known to be good mixers, there
are only a few examples of flows that mix well (see [9]). One important class of examples are
Anosov flows, introduced in [3]. A flow &, : M — M on a compact Riemannian manifold M
is an Anosov flow if at each x € M, the tangent space T'M, can be decomposed into three
subspaces, one contracting, one expanding, and one that is 1-dimensional and corresponds to the
direction of the flow. It was shown in important works of Dolgopyat |[13| and Liverani [20] that
all smooth enough Anosov flows are exponentially mixing in the sense of the decay of correlations
(which implies exponential mixing in the sense of Definition . Anosov flows are known to
exist in a number of settings, the most concrete of which seems to be as geodesic flows on certain
negatively curved Riemannian manifolds of dimensions d > 3. A very interesting open problem is
to construct an incompressible velocity field in the flat geometry of T? for d > 3 that is smooth
uniformly in time, and whose flow is an exponential mixer. Theorem (1) provides a Holder
continuous time-periodic example on both T and (0,1)? for d > 2. (We note that A. Katok
constructed mixing flows on all smooth two dimensional manifolds [18], but their mixing rates
are only logarithmic or algebraic in time, depending on the allowed regularity of the flows [14].)

It is also easy to show that many linked twist maps lead to exponential mixers on T? (see [30]).
For example, Arnold’s cat map can be realized as the composition of maps (z,y) — (z + y,y)
and (z,y) — (z,x 4+ y), which are both flow maps of divergence-free velocity fields (exponential
mixing in this case is not difficult to establish). However, these velocity fields are discontinuous
on T2, and although they belong to the space BV, they do not belong to W*? for any s,p > 1.
To the best of our knowledge, prior to this work there were no known exponential mixers on
T? or (0,1)¢ (for any d > 2) with regularity higher than BV (see [15] for even more irregular
examples). Allowing the velocity fields to be discontinuous also trivially allows for flow maps with
rigid and “cut-and-paste” motions, which can be easily combined to produce exponential mixers.
The requirement of continuity, let alone the constraint when s,p > 1, adds non-trivial
difficulties.

It is also important to emphasize that none of the above examples, whether on negatively
curved manifolds or even on T%, answers questions about mixing in physically relevant real world
settings, that is, bounded domains in R? and R3. Theorem (1) and the (initial-data-dependent)
two-dimensional flows from [33| are the only exponentially mixing flows in the deterministic
setting that we are currently aware of (for the stochastic setting see the paper [4], which was
written several months after the present paper).
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2 Discrete time mixing

Since our flow will be time-periodic, a crucial step will be the analysis of its flow map at integer
multiples of its period. Of course, this is just the sequence of powers of the flow map for a single
period. We note that Definition naturally extends to the case of the initial datum p(-,0)
and the solution p being replaced by, respectively, f € L>®(Q4) and the sequence of functions
{f oT7"},>1 obtained by repeatedly applying some measure-preserving bijection 7" : Q4 — Qg
to f. Or, more generally, with {f o T}, '},>1 instead of {f o T7"},>1, where T}, : Qy — Qq
is some sequence of measure-preserving bijections. In those cases we will call T resp. {T,}n>1
(almost-)universal (exponential) mixers on @g.

We start with the two-dimensional case, in which we will use the notation (z,y) € @2, and
afterwards extend our analysis to all dimensions. We note that the maps considered here will
only work as flow maps in the no-flow case Qq = (0,1)%. Adjustments needed for the periodic
case T? will be performed in the next section.

2.1 Construction of a discrete time universal mixer T : Qo — ()2

There are various maps on the square Q2 = (0, 1)? that are known to have good mixing properties,
one such example being Baker’s map. The classical Baker’s map B : Q2 — ()2 is obtained by
cutting the square vertically in two halves and mapping these affinely onto the upper and lower
halves of @3, with no rotation. Unfortunately, it seems that divergence-free velocity fields whose
flow map at some time is B are no more regular than BV. It turns out, however, that a closely
related map, for which one of the rectangles is rotated by 180° (the folded Baker’s map in
Figure |1/ below), has very similar mixing properties and can be realized via incompressible flows
with higher regularity. We analyze it now, and will construct the relevant velocity field in the
next section.

Definition 2.1. Let Qs := (0,1)2, and
Q= Qa2 \ {(z,y) € Q2| 2%z € Z or 2%y € Z for some k € N}.
Define T': Q) — Q% by

8
m
=

),

; (2.1)

_ _(21»’3)_’_(1’1)
T(w,y) = {(2$, %)2+ (—1, ;) x e (

For k € NU {0} and j € Z N [0,2%), let

- [(o, 1) (;J;lﬂ Qs

(g5 ) x0.0] nay

be the horizontal and vertical dyadic strips of width 2%, respectively. Finally, let

—_ ol
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B

G = {H,g' NV (j € ZN10,2%) and 7 € ZN 0, 2’“)}

be the collection of all dyadic rectangles of size 27K % 27k and let Gy, := G i be the collection
of all dyadic squares of size 27% x 27F,



Figure 1: Folded Baker’s map 7.

The restriction of the above definitions to @ is due to the fact that the map T is not defined
on the line {z = %} and more generally, T is not defined on Qo N {2'z € Z} for any [ € N.
Similarly, Q2N {2'y € Z} is not in the image of T!. However, T is a bijection on the full-measure
set @5, and restriction to Q% will avoid some technicalities.

Lemma 2.2. Let k,k/,l €N, and let j € ZN[0,2%) and j' € ZN 0, 2k".
(i) Ifi € ZN[0,2!), then Tl(]'{,‘i) N H} is a single horizontal dyadic strip of width 2=+,
(i) If | < K/, then Tl(H,]f NVY) is a single horizontal dyadic rectangle from Gy —i.-

Remarks. 1. That is, any dyadic rectangle H ]jc N ij,/ is being doubled horizontally and halved
vertically by repeated applications of T until it becomes a horizontal dyadic strip. Continued
applications of T' then always double the number of horizontal dyadic strips and halve their
widths, while these strips become fairly regularly distributed throughout Q5. One can write

down recursive formulas for T ( H ,‘Z) and T'(H ,g N V,g,/), but we will not need these.
2. Baker’s map B, which coincides with T for x € (%, 1) but B(z,y) = (2z, %) for 2 € (0, %),
has the same properties and the distances between the strips constituting B!(H: ,]g) are the same.

Proof. Both statements are immediate by induction on I, using that the bijections 7' : V? — HY
and T': Vi' — H{ are both of the form (z,y) — +(2z, %) + (¥1, 3). O

This now directly implies that 7" is mixing in the classical sense. For the sake of completeness,
let us extend 7' (bijectively) to all of Qo by (2.I) for (z,y) € @2\ [{3} x (0,1)] and by T'(z,y) :=
(y, ) for (z,) € {5} x (0,1).

Lemma 2.3. If A, B C Q2 are measurable, then
li_)In |T"(A)N B| = |A|-|B|.
Similarly, if f,g € L?>(Qs), then

lim (foT™)gdxdy = f dxdy/ g dxdy.
Q2 Q2

n—oo
Q2



Proof. Assume first that A and B are each a disjoint union of dyadic squares H ,JC N ij / (with a
fixed k). Applying first Lemma [2.2|ii) with { := k and then Lemma [2.2)(i) with [ :== n — k, we

see that for n > 2k we have
T, OV 0 (HE OV =27 = (EL 0 v |- (O V| (22)

for any 7, 5',4,4' € Z N [0,2¥) because the intersection on the left is a single dyadic rectangle of
size 27% x 273% Hence |T"(A) N B| = |A| - |B| for all n > 2k. For general A and B, the first
claim follows via approximation by disjoint unions of dyadic squares.

The second claim follows from the first via approximation of f and g by simple functions. [

This shows that T is a (discrete time) universal mixer.
Lemma 2.4. T is a universal mizer on Qo in both the geometric and functional senses.

Proof. From the previous result we know that {f o T~"},>1 converges to 0 weakly in L?(Q3) for
any mean-zero f € L>°(Q3), and hence strongly in H~/2(Q,). This shows that T is a universal
mixer in the functional sense. Lemma A.1 in [33|, which is a bound on the geometric mixing
scale in terms of the functional one, then proves the geometric sense claim. ]

2.2 Non-existence of a uniform mixing rate in any dimension

We will now show that Lemma is sharp in the sense that no sequence of measure preserving
bijections on @y (for any d > 2) with no-flow or periodic boundary conditions possesses a
universal (functional or geometric) mixing rate.

Lemma 2.5. Let {T,,}n,>1 be a sequence of measure-preserving bijections Ty, : Qq — Qq and let
decreasing {\p tn>1 satisfy lim, oo A, = 0. Then there is a measurable set A C Qq with |A| = %

and a sequence nj — oo as j — oo such that T,,;(A) contains a ball with radius )\%d for each
J € N. In particular, if f := xa—Xqg,\ 4, then de fdxdy =0 but foTn*j]L s not k-mized to scale
An; for any k € (0,1) and j € N, as well as [|f o Tn_jIHH—l/Q(Qd) > A, for all large enough j.

Remarks. 1. One can also show that for any measurable B C g4, there is a measurable
A C Qg such that

b (A 1B = 1] 1B
im sup = 00.

n—oo )\7’1

2. While the last claim does not imply ||f o Tn_].1HH—1(Qd) > Ap;, the construction from the

proof below can be easily adjusted to achieve this (using the definition of the H ~Lnorm).

Proof. Pick n; so that Vy Z;’;l An i < %, with Vj the volume of the unit ball in R?, and let

1 1
Frevrd

1/2

A C Qq be any measurable set with [A| = 1 containing Uj>1 Tn_jl(B)\l/d( )). This proves
> )

the first two claims. The last claim follows from this and equivalence of the H~*/2-norm and the
mix-norm ([1.2)), because f o T;jl = 1 on at least O()\,;) proportion of all the balls in Q4 with

any fixed radius r € (0, %)\%d) (hence the mix norm of f o Tn*j1 is at least O(/\%H)/Qd)). O



Lemma 2.6. For any d > 2, there is no universal mizer {1}, },>1 with measure-preserving
bijections Ty, : Qq — Qg that has some mixing rate, in either the functional sense or the geometric
sense with some r € (0,1).

Proof. Given any decreasing {\, }n>1 with lim,,_,., A(n) = 0, pick a positive decreasing sequence
{\,}n>1 that decays more slowly than {A(n+m)},>1 for any m € N. Then apply Lemma[2.5 [
2.3 Almost-universal exponential mixing by 7' : Q)5 — Q-

Finally, part (iii) of the following lemma shows that 7" is an almost-universal exponential mixer in
both the geometric and functional senses. Recall that the box-counting (or Minkowski) dimension
of any E C Q2 is dimpex(E) := limsupy,_, o, 3 logy ni,(E), where ny(E) is the number of squares
from G} that have a non-empty intersection with E.

Lemma 2.7. Assume that f € L*°(Q2) with ng fdxdy = 0. For A C Q2, let C.(A) be the set
of (x,y),(x',y") € A such that |(x,y) — (2',y')| < r and the closed straight segment connecting
(z,y) and (2',y') is contained in A.

(i) If there is a set I' C Qo with boz-counting dimension v < 2 and r > 0 such that

sup ‘f(xvy) - f(x',y')| < K:HfHOOa

(m,y),(w’,y’)ecr(QQ\F)
then there is m € N such that f o T~ is k-mized to scale 2~~™/2 for each n € N.

(ii) If there is a set I' C Q2 with boz-counting dimension v < 2 and a > 0 such that

[z, y) — f(',y)]
sup S No
(@), (@' ) eC(@Q\D) (@ y) — (', y)]

< 00,

then the functional mixing scale of f o T™™ decreases exponentially at a rate that only
depends on min{a, 2 — 7}.

(i) If f € H?(Q2) for some o € (0,1], then the functional mizing scale of f o T™" and its
geometric mizing scale for any k € (0,1) decrease exponentially at a rate that only depends
on o.

Remark. The hypothesis in (ii) means that f is Holder continuous on Q2 except possibly
“across” T'.

Proof. (i) Let the supremum above be £'|| f||o0, with £’ < k and let ' € (v,2). Fix any k € N so
that 2% < 5. For j,j' e ZN|0, 2F) let a; j» be the average of f over the dyadic square H,]g N V,g/,
and let g(x,y) := a;  for (z,y) € HfC N ij/. Note that Z?;,_:lo a;j» = 0 because ng fdzdy = 0.

Just as in the proof of Lemma[2:3] we find that the intersection of any dyadic square @ € Gy,
with T2(Q") for any dyadic square Q' € Gy, is a single dyadic rectangle of size 27% x 273 (and
the latter are disjoint for distinct Q' € Gy). Hence

‘]éfoT% dxdy‘ = ‘]égoT% dxdy‘Jr‘]{g(f — ) o T dady| < 0+K/||f oo +2" 2| ||
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because Z?,I;/_:lo ajj =0, and |f — g| is bounded by 2| f|loc and exceeds £’||f||oc on fewer than

27"k squares Q' € Gy, when k is large enough (namely those whose closures contain points from
I'; then the intersection of @ with T2* applied to these “bad” squares has measure less than
207~k Since &’ < K and 7' < 2 we find that

KJ/

_ + K
f £or oy < S50

for all large k and any @) € G}, (a similar analysis shows the same for T —(2k+1) in place of T—2k).
The claim now follows easily by taking a large enough m (depending on x — «') and k := [ 5]
for each n € N, so that the absolute value of the average of f o T~" over any disc of radius
2-(n=m)/2 cannot exceed the maximum of the absolute values of the averages of foT~" over all
the squares from G}, by more than ”_2”“, | flloo (for instance, any m > 2logy —2— works because
then the squares from Gy, that are fully contained in this disc cover the disc with the same center
and radius 2~ ("=™)/2 _ 91-n/2),

(ii) This is similar to (i), but with &’ f||e replaced by €2 =1 due to the hypothesis (with
C' the supremum in the statement of (ii)). Hence we get

‘ 72 o2 da:dy‘ < glminfe2 =M (4 | f]l.0)

for all large k and any @ € Gy (and again the same holds with T~ @k+1) i place of T—2k). The
claim now easily follows from the equivalence of the H~'/2-norm and the mix-norm .

(iii) Let f = > cn2 @n®n with ¢, trigonometric polynomials such that |¢n|lec < 1 and
IVonlloo < C|n|, as well as

CEY 7 HanlPInl* < Ifllfyre < C Y lanllnf*

neN2 neN2

for some C > 1 and r € {0,0}. If fi := 3", <ok/s anén, then the argument in (i) shows for any
square ) € G,

1/2
’][ froT 2 dxdy‘ <27 N anlClnl < 2R L YT Jan)? 2%6/3 < 221 K3 £l o .
? In] <2473 o] <2473
‘ (2.3)
Equivalence of the H~Y/2-norm and the mix-norm (1.2), together with
IGF = f) o T N jgone < W = fi) o T Hllza = If = fille < C275PlIfllu- (24

and the fact that both claims again hold with 7-(*+1) in place of T~2¥ now yields the functional
mixing scale claim. The geometric mixing scale claim follows from this and Lemma A.l in

33]. O

2.4 Universal mixing and almost-universal exponential mixing on (),

Let us now consider the case x = (z1,...,24) € Q4 with d > 3 instead of (z,y) € Q2.

11



Definition 2.8. Let Qg := (0,1)%, and

Q) =Qq\{z € Qq|2%z; € Z for some i € {1,...,d} and k € N}.
Forie{l,...,d—1}, let Ty, : Qq — Qq be given by

Tai(x) == (x1,.. ., zi—1, [T(xi, 2q) 1, Tig1, - - - Ta—1, [T(xi, 2q)]2),

where T is from Definition and [T7]; is its j*! coordinate (with T' extended to all of Q2 as
before Lemma . Also let Ty : Qg4 — Qg be given by

Td = Td,d—l ©---0 Td71.

For k € NU {0} and ji,...,jq4 € ZN[0,2%), let
; d—1 Jd Ja+1
= [0 (L2 e

Jiyedar . | (J1 1+ 1 Jd—1 Ja—1+1
Vbt = [(21&’ ok >X"'X<2ka2k x (0,1)| NQy

be the horizontal dyadic slabs and vertical dyadic strips of width 27", respectively. Finally, let

d . Jd J1seesdd—1
Gl = { NV

ja € ZN[0,2%) and i, ..., ja1 € Z N [0,2’“’)}

be the collection of all dyadic bozes of size 27% x --- x 27% x 27% and let GZ = ng be the
collection of all dyadic cubes of size 27F x . x 27F,

That is, Ty, performs the transformation T' in the x;x4 plane while all other coordinates
are preserved. Therefore, any dyadic box is being doubled in all d — 1 horizontal directions
x1,...,24—1 and shrunk by a factor of 2¢=! in the vertical direction x4 by each repeated appli-
cation of Ty until it becomes a horizontal dyadic slab. Continued applications of Ty then always
multiply the number of horizontal dyadic slabs by 2¢~! and shrink their widths by a factor of
24=1 while these slabs become fairly regularly distributed throughout Qg. This immediately
gives the following extension of Lemma [2.2]

Lemma 2.9. Let k. k.l € N, and let jq € ZN1[0,2%) and jy,...,ja_1 € ZN[0,2F).
(i) If i € ZN[0,2@¢=DY) then Té(H,Zd) N Hgd—l)l is a single horizontal dyadic slab of width

o—(k+(d=1)1)

(i) If 1 <K', then TCZI(H,Zd N Vlg,l’“"jd*l) is a single horizontal dyadic box from G%—i—(d—l)l Wl

With this lemma in hand, the remaining mixing results in two dimensions and their proofs
easily extend to any dimension.

Lemma 2.10. Lemmas and [2] hold for any d > 2, with Q2 and T replaced by Qq and Ty.
The same is true for Lemma if we also replace v < 2 and 2 —~ by vy < d and d —~ in (i,i).

12



3 Construction of the relevant velocity fields

Let us first consider the no-flow boundary conditions case. In this case we will construct time-
periodic velocity fields realizing the maps Ty from the previous section as their flow maps at
the time equal to a single period. Later we will show how to modify our construction when the
boundary conditions are periodic.

Again we will start with the d = 2 case. Note that the crucial map T is obtained by a
90° rotation of the right and left halves of ()2 in the clockwise and counter-clockwise directions,
respectively, followed by a 90° counterclockwise rotation of Q2. We therefore just need to find
a divergence free field u that rotates a square by 90°, and then easily adjust it so it rotates
rectangles. This was done by Yao and the second author in [33|, but we will redo and slightly
alter their construction here as we also want to show that u(-,t) € W*%P(Q2) for some s > 1.
Additionally, since the rotating flow will be time-independent, we will omit ¢ below.

3.1 Rotating velocity fields on @)

For oo > 0, let us consider the stream function ¥, : Q2 — R given by

sin(mz) sin(my)
(sin(mzx) + sin(my))®

Ya(z,y) :=2° € (0,1]
It is easy to show that logtq is concave (see Lemma [3.1[i) below), so the level sets of v, are
curves which foliate Q2. We also define the quantity

1
Ty, (r ::/ do,
v ( ) {Ya=r} |V1/}a’

which is the time it takes a particle from the level curve {1, = r} to traverse this level curve if
it moves with the (divergence-free) velocity vy := V+1b,. As in 33|, we will next find another
function ¥ with the same level sets as 1), but with the “period” Ty« (r) independent of r (e.g.,
equal to 1). Four-fold rotational symmetry of 1), around (%, %) will then show that the flow
v® = V4® rotates Qo by 90° after a quarter of the period Ty

Let us start with some properties of 1,

Lemma 3.1. For any o € (0,1) and k € NU{0} there is Cy 1, > 0 such that the following hold.
(i) log 1), is concave, so the super-level sets of 1o are convex.
(ii) |D¥tpo(2,9)| < Co(sin(mz) + sin(ry))2~2F for each (z,y) € Q.

(iii) Ty, € CE

loc

((0,1)), and for k =0,1,2 and each r € (0,1) we have

1090|1151 4555 H),

Proof. (i) is a direct calculation (see the appendix) and (ii) is immediate from the definition.

(i) Since ¢ is smooth and |V¢)| is non-zero away from 9Q2 U {(1,1)}, we only need to
consider 7 close to 0 and 1.
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For all r close to 1 we have

V1—r~|{tha =1} = [Via(z,y)| ~

(z,y) — <;, ;)' for all (z,y) € {¢a =7}, (3.1)
where A ~ B means that there exists a constant C, independent of (x,y) as well as of r near
1, such that %A < B < CA. Indeed, this follows from v, having a maximum at (%, %) with
D2¢a(%, %) a non-zero multiple of the identity matrix, and from uniform bounds on the third
derivatives of 1), near (%, %) It implies, in particular, uniform boundedness of T}, near 1, which
yields the claim for £k = 0 and all  near 1.

Let us next study the derivatives of Ty, near 1. As in [33], let us write

]. vwa vwa
val?) /{%:r} Vial /{%:T}( " a2 /wm (\waP) o

Thus ) Vo
T, (r:/ V-( a)da.
A N T AN 2T

From this, (3.1)), and (ii) for £ = 2 we now obtain for all r near 1,

| T, (r)] < Call =),

with some constant C,, (depending only on «). Similarly we obtain

7 1 Vwa vwa
T, = V- V- d
) /{wazr} [Vba| (’V¢a‘2 <|v¢a|2>> 7

and then for all r near 1,

Ty, ()] < Co(1 1),

with some constant C?. Hence the claim for £k = 1,2 and all r near 1 also follows.
Let us now consider r near 0. A simple computation gives the lower bound

[Vipa(2,9)| > calsin(mz) + sin(my))'
for all such r and all (z,y) with ¢, (x,y) = r. In particular,
do
T, < .
valr) < /{%T,} Co(sin(mz) + sin(my))t—«

Since 1, and sin(mz) + sin(my) have all the symmetries of @2, it suffices to consider 8 times

the last integral restricted to the part of the curve {¢, = r} between the lines y = x and

x = 3 (where sin(rz) > sin(my)). For r near 0 and z near 0 such that 1 (z,z) = r we have

1
sin(mx)?~® = r, so that z > %rﬂ. It follows that for some C, and all r near 0 we have

1
2 dx C
T’l[)a (r) S COL 1 11—« S a?
0.1r2—a T «

which yields the claim for £ = 0 and all r near 0.
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We now proceed as in the case r near 1. From

, 1 Vo
Tulr) = /{was} e <\wa|2)d”

and (ii) we obtain for r near 0 (with some constants C,, C?,,C¥),

1
i i - 2 1 o
mols [ eI Sy <o [P e < e

(Ya=r} 1r7=a (sin(mzx))3—

Similarly, from the formula for 7} , lower bound on [V4),/, and (ii) we obtain for r near 0,

1=

2 d$ el
T// <C .« C/ E—Q‘
‘ Yo (r)| - 0,17«ﬁ (Sin(ﬂx))5_3a = ol
Hence the claim for k = 1,2 and all r near 0 also follows, and we are done. We note that one
can continue to higher derivatives and, in particular, obtain that Ty, € C.((0,1)). O

loc

We now define the function ¥ with the same level sets as 1), but with Tiya(r) independent
of r. Because we want to address the question of its (fractional) regularity, let us first define the
fractional Sobolev spaces (see, e.g., [23,24]).

Definition 3.2. For v € (0,1) and for f € C1(Q2), let
f(x,y) — f(IL'/, y/) d
2 ](m,y) - (x’,y’)|2+7

For p > 1, define the WP norm of f by HfHW’y,p(Q2) = HfHLp(QQ) + ||A7(f)||Lp(Q2). The space
W7P(Q3) is the completion of C1(Q3) with respect to this norm. We also let WP(Q3) := LP(Qs)
and for v > 1 we say that f € WYP(Qy) if and only if f,Df,..., DM f e wr—blr(Q,).

x'dy’.

N a) = [

Lemma 3.3. For any a € (0,1) there exists »* € W1(Qa) N I/Vlifo(Qg) with the following
properties.

(i) Y% has the same level sets as 1o, with Y >0 on Qo and Y* =0 on 0Q,.
(ii) Tyo(r) =1 for all v € (0, ||| o).
(iii) For any v € [0,1] we have ¥ € W2H7P(Qs) whenever 1 < p < (max{%, %22} 4+ )~ L.

«

Remark. Optimal regularity in (iii) is thus obtained when § = 22__20‘?‘, that is, by taking
v =3 — /5. This yields ¥* € W2+7P(Qs) for all v € [0, ‘/52_1) and p € [1, %)
Proof. Let
wa(xvy)
)= [ T (32

from which (i) follows immediately. Since Vi*(z,y) = Ty, (Va(®,y))Via(x,y), Lemma
yields ¢ € W1 and we also obtain (ii). It remains to show (iii).
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We see that
|D*Y°| < |D*)a| Ty, (a) + Vb *| T, (¢a)l,
and
|D*y%| < |D*¢a|Ty, (Ya) + 3| D*Yal[Vebal|Ty, (ba)l + [Vibal*[TF, (o).

Lemmaand (3.1)) show that away from 0Q2, the only unbounded terms may be the second and
third term in the estimate for D31 and they are both bounded above by Cy|(x,y) — (2, 2)] 1

there. Thus D?y® is bounded away from 0Qs (proving ¥ € I/Vlzofo ), while D39® is in LP for
any p < 2 there. Sobolev embedding now shows that D?1)® € WP away from d@Qs whenever

2
p<?2
It therefore suffices to consider the neighborhood of 9Q2. From Lemma we see that there

2—2«

\D2¢a(x, y)| < C’a(| sin(mz) + sin(my)|~* + |Ya| 2 b > < 20, | sin(wz) sin(mwy)|~ max{3, 53

for some C,. Similarly, near Q2 we obtain

2a 4 3o 4—3a

3.« o . max{”‘+1 a-i— et el S 3 : T a
| D (x,y)| < Cylsin(mz) sin(ry)|~ = Cq|sin(mx) sin(my)|

because a € [0, 1]. Corollary applied to D%y now yields

2—2«a

|AVD2¢Q($7 y)’ < Cozme| SiIl(Trx) Sin(ﬂy)rmax{%’ 2—a

}—y—e

for all € > 0 and (z,y) near 0Q2, with some C, . Direct integration and the estimate away
from 0Q9 (with the range from (iii) included in p < %) finish the proof of (iii). O

3.2 Velocity fields realizing 7" and 7, as their flow maps (no-flow case)

According to the remark after Lemma , let us take o, := 3 — /5 and let ¢ := %wa*. Then
Lemma shows that the velocity field v := V19 = (—1,,1,) belongs to W*P(Qz) for any
5 < % and p € [, 2S+127\/5) and it rotates Q)2 clockwise by 90° in time % Similarly, if
¢(z,y) = isgn(2z — 1)y ({2z},y) (with {x} the fractional part of z) and w := V+¢, then
w “rotates” the left and right halves of Q2 counterclockwise and clockwise by 90° in time %,
respectively (by “rotation” we mean the affine map that is a bijection on the rectangle and
permutes its corners in the indicated direction). It therefore follows that

ey el
ot {—v@c,y) {t e 3, 3

is time 1-periodic, satisfies the no-flow boundary condition, and its flow map at time 1 is T" from
. Moreover, w also belongs to W*$P(Q2) for any s < M and p € [1, 5 +12 \[) Indeed, ¢ is

Lipschitz continuous across {z = 2} since 1 vanishes at {m 1}. Also, ¢, is clearly continuous
across {z = 3} while the same is true for ¢, because it vanishes there. This and ¢ € W*P(Q5)
now yield ¢ € W?2P(Q3), and Corollary . applied to D?¢ proves the claim.

Of course, the application of v does nothing for mixing and one could instead replace it by
R_lw(R(az,y)) for times ¢ with {t} € [,1), where R is the counterclockwise rotation of Q2 by
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90°. Then the time—% and time-1 flow maps of the new 1-periodic flow will be R™'T and R~272,
respectively, but an analog of Lemma [2.2] holds in this case and so do other results in Section 2.

It is now also clear how to construct the relevant velocity fields in higher dimensions. They
will have time periods d—1 and have the above u acting in only 2 variables (specifically, 1 and d, 2
and d,..., d—1 and d) on each time interval with integer endpoints. These time-periodic and time-
piecewise-constant fields obviously again belong to W*P(Qy) for all (s, p) from Theorem [1fi). Of
course, we can then scale them in time and value by d — 1 to obtain time period 1.

3.3 Velocity fields on T¢ (periodic case)

In the case of periodic boundary conditions we cannot use the flow u from the previous subsection
because it is not W*P across 9(0,1)2. A way to fix this is to extend the stream functions 1, ¢
oddly in both = and 3 onto (—1,1)? and then map them back onto Q2 (or rather T?). So we let

1
wl(xuy> = iw(zx - 172y - 1)

(and similarly for ¢') where 9 is the doubly-odd extension. If we now let v/ := V14’ and
w' := V¢, then these fields again belong to W*P(T?) for any s < % and p € [1, ﬁ)
by the argument from the previous subsection. Now each of the four square cells from Gp (of
side length %) is left invariant by v’ and w’. Therefore, a flow like (3.3) can mix exponentially
quickly within each of these four cells, but there is no “exchange” between the cells.

We remedy this problem by instead letting

1
2
9 (3.4)
1

which satisfies periodic boundary conditions and at each time belongs to all the W*?(T?) spaces
above. We denote by T the time-1 flow map of /. Let us also define

~ @Y+ 1) ze(0,d),
T(x,y) = {(2%12/)2_’_ (-1,0) ze (%j),

a mapping closely related to T from (2.1]), and recall that R? is the 180° degree rotation of Q.
Consider now any dyadic rectangle H,iﬁV,CJ, € Gy iy with k > 2. If K’ > 2, then its translation

by (1, 1) that occurs under the action of u’ over time interval [0, 1) transforms HZ: N V,g,l into
another element of Gy, ;s that is fully contained inside one of the four cells from G. If this cell is
(0,2)x(0,3), (3,1) x (0,3), (0,3) x (3,1), or (3,1) x (0, 3), respectively, then the above action
of w’ and v' over time interval [%, 1) on this cell is the same as the action of T', R?T, T, or R*T
on 2, respectively, up to scaling by a factor of 2 (due to the factor % in the definition of ¢’ and
¢') and a translation that transform this cell into Q2 (recall also that R is the counterclockwise
rotation of Q2 by 90°). Therefore, T'(Hg N V,g,/) € Gr+1h/-1-

If instead ¥/ = 1, then the translation by (%, i) splits the dyadic rectangle (of length %)
between two horizontally adjacent cells from Gi, but a simple computation (specifically, that
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Figure 2: The mapping T.

T(HjNV{) = R*T(H; NV}!™") € Giy1,0 for a = 0,1 and any [, 4, and that this also holds with T

in place of T') shows that again T"(Hj e Vk, ) € Gr41,0- It follows that Lemma ii) continues
to hold for T" in place of T as long as k > 2.

If now Hj € Gy with k > 2, then T"(Hj, J ) consists of two horizontal dyadic strips of width
9~ (k+1) located either in HY and Hj, or in H3 and Hj. In either case, a simple computation
(also using T(H} N V) = R*T(Hj N V}!™) € Gi410) shows that (T’)Q(Hg) will then consist of
four horizontal dyadic strips of width 2-*+2) one contained in each of HY, H}, H? and Hj
(which is now also a setup preserved by a translation by (% 1 4)) A repeated application of T”
then shows that Lemma [2.2 - continues to hold for T” in place of T as long as k,[ > 2.

This modified Lemma is of course sufficient for the rest of the analysis in Section 2. This
includes the case d > 3, where we construct the relevant mapping 7); using 7" in the same way
we constructed T, using T' (and then even both parts of Lemma will hold for T}, in place of
Ty as long as k > 2). Thus there is again a time 1-periodic and time-piecewise-constant vector
field that belongs to W*P(T4) for all (s, p) from Theorem (1) and whose time-1 flow map is 7.

3.4 Non-integer times and the proof of Theorem

Theorem (ii) immediately follows from Lemma with T}, the flow map of the vector field in
question at time n.

Theorem|[Ifi) for only integer times follows from the above constructions and from Lemmas|[2.4]
and (iii) (as well as their multidimensional analogs in Lemma and their periodic boundary
conditions analogs from the previous subsection).

We will next extend the claim in Theorem [Ifi) of u being a universal mixer in both senses
to all times (we only do it on @2, the other cases are analogous). This uses the fact that the
time-independent flows w and —v from are bounded, due to Lemma This implies
that their actions are continuous in time on L2, that is, if {®;.,}:>0 are their flow maps (with
z € {v,w}) and g € L*(Q2), then both maps t — g o @;zl belong to C([0,0), L%(Q2)). Let also
{®¢}1ec(0,1) be the flow maps for the (time-dependent) flow u from . Note that ®_; # &, !

18



due to time dependence, and in fact we have

Dy t €0, %]7

B, — Qi 17200 P1j2w tE (3.1,
By tel-1,0),
Cpp1,0Prypy tE[-L —1).

Let a bounded mean-zero p solve (|1.1)) with the flow u on Q4 from (3.3) and let f := p(+,0).
Then p(-,n+s) = foT"o® ! for each n € Nand s € [0,1]. Given any g € L?(Q2) and & > 0,
let N € N be such that for z € {v,w} we have

sup [lgo @1 — gl <e.
|sI<1/N

Let gj :=go <I>:]1./N € L?(Qs) for j = 0,...,N — 1. The weak-L? convergence in the proof of
Lemma [2.4{shows that {p(-, %) }n>0 also converges weakly to 0 in L?*(Q2), because if m = nN +j
with j € {0,..., N — 1}, then incompressibility of u shows that

@ _ —-n —1 _ —-n .
/QZp<,N)gdx—/Q2 (foT o<I>j/N)gd:U—/QQ(foT ) gjda (— 0 as m — o0).

Now if t = % + s with s € [0, +7), then

/Zp(nt)gdx:/zp( T]\r;) (go®~%.,) dz,

where z = w if |2] < & and z = v otherwise (recall that N is even). But then
1/2 1/2
[ ettros| < | [ o) ate] = o () 1) oo ot — ol
2

The first term on the right-hand side converges to 0 as t — oo (because then m — o0), while
the second is at most Hp(-,O)HlL/2251/2 Since g € L%*(Q2) and ¢ > 0 were arbitrary, asymptotic
mixing (i.e., v being a universal mixer) in the functional sense in Theorem i) is proved. The
same claim in the geometric sense again follows from this and Lemma A.1 in [33].

It remains to extend the exponential mixing claim (i.e., of u being an almost universal
exponential mixer) in Theorem [I[i) from integer times to all times. We show this after stating
the following lemma, which is of independent interest. It shows that the flow maps of our square-
rotating flow for ¢ € [0, 1] (so until the square is rotated by 90°) are uniformly Hélder continuous.
(Note that since the flow is not Lipschitz, Holder continuity of the flow maps is not obvious.)
For the sake of convenience, we switch to the notation = (x1,22) on Q2 in the rest of this
subsection.

Lemma 3.4. Let o € (0,1) and consider the velocity field v’ := V9® on Qa, with ¥ from
(13.2). Then the flow maps ®'(-,t) for u, given by

d , /
£CI> (x,t) = u(P'(x,t)) and o' (2,0) =2z

are Holder continuous uniformly in t € [0,1] (with some exponent B, > 0 and constant Cy,).
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Let us now extend the claim in Theorem Ifi) of u being an almost universal exponential mixer
to all times. Consider any ¢ > 0 and p(-,0) € H?(Q2). Let a bounded mean-zero p solve
with the flow u on Qs from (3.3)) and let f := p(-,0). Then, p(-,n+1t) = foT "o ®; ! forn € N
and ¢ € [0, %], where now ®; is the flow map at time ¢ for the time-independent flow w from
(denoted @, above). By Lemma these flow maps are uniformly Holder continuous (with
some exponent 3 > 0 and constant C') separately on the left and right halves of Q2. Assume
8 < % wihtout loss.

Let fi be from the proof of Lemma (iii) and let Q" € G5 be arbitrary, with some ¢ > 0.
We will show that estimate for squares @ € G and the Holder bound on ®; together yield
an analogous estimate for fy o T2¥ o &1 on Q' with any t € [0, %] Indeed, assume without
loss that Q" belongs to the left half L of Q2 (on which the flow maps are Holder continuous)
and let Q; := <I>;1(Q’) C L. Let P, C ; be the union of all the squares from G}, that are fully
contained in Q;. The Hélder bound shows that if 2 € Q; \ P;, then dist(®;(x), 0Q") < C2°1 k),
That is, |Q; \ Pi| < 4028~ 9=k Picking § < g shows that |Q; \ P| < C127P%/2|Qy| with some
constant C. This, , and @, preserving measure now show (with some constants Cs, C3)

- '][ fr o T2k dy

(and the same bound again holds with 7~ (*+1) in place of T7~2¥). The claim in continues
to hold if we replace T=2* by T~ o ®; !, which then yields exponential decay of ||p(-,t)|| ;7-1/2
when restricted to ¢ > 0 with {t} € [0, 5], with a o-dependent rate (this again uses equivalence of
the H~'/2-norm and the mix norm). To handle the times with {t} € (,1), it suffices to notice
that @, /5 simply rotates the two halves of Q2 by 90° (so it is Lipschitz with constant 2), and the
flow —v from satisfies the same Holder estimate as w. Hence the above argument applies
again and almost universal exponential mixing in the functional sense on Q4 follows. The same
claim in the geometric sense again follows from this and Lemma A.1 in [33]. The other cases of
Qg and T¢ are again analogous because the flows involved are essentially the same as on Qs.
To finish the proof of Theorem (i), it now only remains to prove Lemma .

‘][ fuoT o @7 dx < Co27 B3| fl| o +C127P%2|| fll oo < C327 %2 | o

Proof of Lemma[3.7 Let us first consider u := V41, instead, and prove the claim about the
corresponding flow map ® and with ¢ in any interval [0, 7]. In fact, for the sake of convenience,
let us instead consider the equivalent case of

| sinzisinzg

u(z,y) == Vi (z) :=V

(sinzy + sinzg)®

in the square wQ)s2.

Since w is Lipschitz away from the corners, it suffices to consider the case of points x,y €
mQ2 such that both trajectories {®(x, s)} e and {P(z,s)}se(o, remain within some distance
0 < § < 1 from a corner of mQ)2. By symmetry, this corner can be assumed to be the origin, so
in particular x,y € Ay := Bs(0) N mQ2. We note that § will depend on « (then any constants
depending on ¢ will really only depend on «) and will be such that infze(o,(;)(sfz + cos z) is
sufficiently close to 2. We will split the argument into several cases.

Case 1. We will first consider points x,y € As near the xzo axis, specifically, in the region
Ss = AsN{x1 < dxa}. Their trajectories will be therefore moving primarily upwards and slightly

20



to the left while they remain in As (and therefore they will also remain in Sy during this time),
with the vertical component of u(z) being

) (1 — @) sinz + sinxg
uz(x) = cos x sin x9

(sinzy + sinzg)lte

We therefore have
ug(w) > (1 — 40)zg * for all x € Ss (3.5)

if 4 is small enough.
Similarly, estimating Vu(z) yields

sup max{|Vui(z)z§ — (a — 1,0)|, |Vua(z)zs — (—20,1 — )|} < Co (3.6)
TES§

if ¢ is small enough (with a universal constant C' > 1), and therefore

sup sup |v| 72 v Vu(z)vzg —[(1 - o) (v —v?) — 2041}11}2” <Cé
z€Ss5 veER?

(with a new universal C' > 1). Since the function (1 — a)(v3 — v?) — 2av1vs is 0-homogeneous

and strictly below 1, it follows that
v Vu(z)v| < (1 —50)zy *|v|? for all v € R? and = € S (3.7)

if 4 is small enough.

Subcase la. Let us now assume that z,y € S5 and x93 < ya < 2x9, and consider any time
t such that {®(x, s)}sci0,, {P(2,5) s S As (and therefore also in Sy). It follows from
that ®o(z,s) > (a(l — 40)s + 2§)1/ for s € [0,1], and similarly for y in place of x, so z2 < yo
shows that

min{®,(z,s), ®2(y,s)} > (a(l — 48)s + 25)Y/ for all s € [0, ].
This and (3.7 show that

d

—[®(z,5) — ®(y, 5)|

I < (1 —50)(a(l —46)s +25) 7 |®(x, ) — (y, s)], (3.8)

and integration then yields

(07
)

9o = b(3.0] < (
Since z3 > 3 Lz — y| due to 2o < yo < 229, and x§ +t <1if ¢ is small, it follows that

B, t) - Dy, 1)] < 2l — y['" B < 2z — |, (3.10)

This is the desired uniform Hoélder bound for the x,y we considered here.
Subcase 1b. If now z,y € Ss are arbitrary (without loss we can assume 3:2 < y2), let

20 =2, 21,...,2, = y be points on the segment zy such that zy < zQ < 2x9 and 2j = 223 U for
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all 7 > 1. Then telescoping (3.10)) applied to couples of points {(z7/71, zj)}}‘:1 in place of (z,y)
yields

o0

|®(z, 1) Z 27z —y|)? <467z —y|° (3.11)

as long as the trajectories remain in Ags. This finishes Case 1.

For later reference we note that |®(z,-) — ®(y,-)| also cannot decrease too quickly in Ss
if § is small enough. Specifically, let § < (125)2, with C > 1 from . This and
applied to all points on the segment ®(z, s)®(z, s) show that if v(s) := ®(y, s) — ®(z, s) satisfies
lva(to)| = 14—°‘|v1(t0)| at some ty € [0,¢t], then d%|v1(t0)| < 0 and %|U2(t0)| > 0. That is, we
must have |va(s)| > 2% |vy(s)| for all s € [to, ], and now shows that 2 |vs| > 0 on [to, ).
This means that we only need to track \v()| only on the longest interval (0, to] [0,¢] on which
lva(-)| < 22 |v1()|. But then similarly to we obtain

d 4
‘d8|vl(s)|‘ < (1 —a+Co+ 1—040405> ((1—48)s425) o1 (s)] =: C"(a(1—48)s+x5) " |v1(s)]

on (0,tp]. Integrating this yields

O Ja(1-46)
) [01(0)

L2
>
()] = (a(l —40)t + z§

on (0, to]. Since again a1l — 46)t + 2§ < 1, and also x2 > cv1(0) for some ¢ = ¢(a) > 0 when
[v2(0)| < 22|01 (0)] (because z,y € 5’5 and > %), it follows that

lor ()] > ¢ |vy (0)[(C" 1)/ a(1=49),
on (0,to], with some ¢’ = ¢’(«). Since we also have [va(-)| < 2% |v1(-)| there, we obtain
|2y, 1) — ®(x,1)] 2 Ale —y'/". (3.12)

on (0, tp] (and hence as long as the trajectories remain in Ag, by the previous argument) whenever
x,y € Ss, with some v = y(a)>0.

Case 2. Next we assume that z,y € S5 := As N {z2 > dx1}. We now want to pick small
enough € > 0 (depending on « and 4, and hence on «) such that for any streamline {1504 = r} that
intersects As (in particular, » < §27%), the time it takes for a particle moving on this streamline
(with velocity u) to traverse the portion lying inside Sj \ Ss is shorter than the time it takes for
a particle moving on the streamline {T,Z)a = 7'} for any ' € [Z,2r] to traverse the portion lying
inside {edzo < 1 < dza}. Such e exists because for the stream function ¢ (x) = x1x9(x1 +x2) "
the ratio of these times only depends on %/ (due to (2 — «)-homogeneity of ¢) and converges to 0
ase — 0 (uniformly in ’"?/ € [%, 2]), and the ratio of any derivative of 1o and the same derivative
of 1 is within [3,2] on all of A; if 4 is small enough. The reader may want to keep in mind that
since the level sets of 1 are just scaled copies of each other, the same is true asymptotically for
the level sets of zﬁa near the origin.

Subcase 2a. The case =,y € S5 was already covered. Let us now assume z,y € S5\ S5, as well
as 1o (2) < Yo (y) < 20a(x). Let to > 0 be the first time when both trajectories ®(z, -) and ®(y, -)
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have left S5\ S5. Because of our choice of €, we must have ®(x, to), ®(y,t9) € {edze < z1 < dza},
so (3.11]) shows that while both trajectories stay in As, we have

|®(,t) — D(y, 1) <407 D(x,to) — D(y, t0)|’ (3.13)

for t > tg. To estimate the last term, we notice that while either trajectory is within S5\ S5, its
velocity is bounded below by c|z|!~® for some ¢ = ¢(a), which means that to < C|z|* for some
Cy = Ci(w). Since we also have the bound |Vu| < Cy|z|™ with Cy = Ca(a) on the portions
of both trajectories lying in Sy N {x1 > edxa} (recall that d,¢ depend only on «), a simple
integration shows that

(B, £) — By, £)] < eColl bl [ | — O]y _y (3.14)

for t € [0, tp]. It follows that
|(x,t) — B(y, t)| < Cla —y|° (3.15)

while both trajectories stay in As, with C' = C(a). . )
_ Subcase 2b. Next assume z,y € S\ Ss (then without loss 14 () < ¥a(y)) and also that
Ya(r) < 29a(y). This last fact shows that the distance of any two points on the portions of the

level sets of ¥, containing = and y that lie in Sj \ S5 is at most Cs|z — y| for some C3 = C3(a).
If now tg is the first time when one of the trajectories exits Sj\ S5, we will have

|D(z,t0) — P(y,t0)| < Cslz —yl,

which means we can finish this subcase by using the subcase in the next paragraph.

Subcase 2c. If now z € S5\ S5 and y € S5, we let z be the point with Ya(2) = tho(z) and
21 = 0zp. Let also to be the first time when ®(x,-) leaves S5\ Ss. Then the fact that the level
sets of 1), intersect the line {x1 = dxo} transversally (with angles uniformly bounded away from
0) shows that max{|z — z|, |y — z|} < C4|x — y| for some Cyq = Cy(). If now ty is the first time
when ®(z,-) leaves Sj \ Ss, then the argument leading to shows that

[@(to, ) — B(to, 2)] < €= Culz —y],

while (3.11)) shows
|®(to,y) — D(to, 2)| <45~y — 2|,

Adding these to estimate |® (o, z) — P (o, y)| and then applying (3.11)) on the interval [to, t] yields
@(t,x) — D(t,y)] < Cla —y|” (3.16)

while both trajectories stay in A5, with a new C = C(«). Since this bound can absorb the
bounds in (3.11)) and (3.15)) by adjusting C, this finishes Case 2.

Case 3. It remains to consider the case z € A5\ S5 = As N {z2 < dx1}.

Subcase 3a. If y € Sj, let z be the point with &a(z) = Q;a(l') and 23 = d21, and let ¢y be
the first time when ®(z,-) enters S5 (and hence ®(z,%y) = (22, 21) due to symmetry of 1), in its
arguments). Just as in the last paragraph, it follows that max{|x — z|, |y — z|} < C4|z — y|, and

therefore (3.16)) yields

|B(t9, y) — B(to, 2)| < Cla —y|”,
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with a new C' = C(«). On the other hand, the same symmetry shows that ®(z,tp) = (x2, 1),
SO
|®(to, ) — @(to, 2)| = |2 — 2| < Culz —y|.

Again, dding these to estimate |®(tg, ) — ®(to, y)| and then applying (3.11)) on the interval [to, ¢]
yields ,
B(t,2) — D(t,y)| < Clr — g (3.17)

while both trajectories stay in As, with a new C' = C(«).

Subcase 3b. Finally, if both z,y € A\ S§, let ¢y be the first time when one of ®(z,-) and
®(y,-) enters S§ (assume it is P(y,tp)). We can now apply the argument leading to (3.12) on
the time interval [¢o, 0], with time running in reverse and with the roles of the two coordinates
reversed. This yields

|aj - y| > ’7|(I)(yat0) - (I)(l'atO)P/A/a

which together with (3.17) applied on the time interval [to, ] implies
3
|@(t,2) — (t,y)| < Clo —y|*7

while both trajectories stay in As, with a new C' = C(«). This finishes Case 3, and so also the
proof for ®.
Back to ®’. We now note that ®'(z,t) = ®(x, Py(x)t), where Py (z) := Ty, (¥a(z)), and so

|/ (2,) — @'y, 1)| < |®(x, Pa(@)t) — ©(y, Pa(2)t)] + |2 (y, Pa(@)t) — (y, Pa(y)?)]

Boundedness of P, and the result for u’ now show that the first term on the right-hand side is
bounded by multiple of some power of |z — y|, uniformly in ¢ € [0,1]. The same is true for the
second term because u' is bounded and P, is Holder continuous due to boundedness of Vi),
Lemma (iii), and the fact that 1), has a quadratic critical point at the origin. O
4 Appendix: Fractional derivatives and concavity of log v,

As above, we will again use the notation x = (z1,22) € R? in the next two results.

Lemma 4.1. Let P, := (—1,1)? and T := [{0} x (—=1,1)]U[(=1,1) x {0}]. If f € CL (P \T)
and there are K > 0 and € [0,1) such that

|f(z1,32)| < K|z120] 77,

IVf(z1,22)| < K|zy20| 7

for all (x1,x2) € P, then for any v € (0,1) and € > 0 there is C, g > 0 such that
|A7f(x17372)‘ < CmB’EK’xle’*B*’Y*G
for all (z1,22) € P,

This lemma can be trivially extended to the case where f is smooth away from finitely many
lines, with a controlled blow-up near those lines. In particular, we have the following corollary.
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Corollary 4.2. If f € CL (P2 \T) and there are K > 0 and 8 € [0,1) such that

|f(z1,22)| < K|sin(rz1) sin(ma2)| 7,
IV f(z1,22)| < K|sin(rzy) sin(mag)| 7P 1
for all (x1,x2) € Py, then for any v € (0,1) and € > 0 there is C,, g > 0 such that
A7 f (21, 22)| < O 5. K|sin(mzy) sin(mag)| #7717
for all (x1,22) € Py.

Proof of Lemmal[{.1. Without loss of generality, assume that 0 < z1 < 3. Then (with all
integrals below having y € Py),

Y () — f(x) = [(y) f(x) = f(y)
M= /|»’C—y|<§x1 W /Iw—y|2§x1 .

|z — y|>t |z — y|>T

To estimate the first integral, note that all y = (y1,y2) satisfying |z — y| < %xl also satisfy
Yy = %Jn and yg > %mg. Thus, if |z — y| < %xl, we have

(@) = f)l = 1F (@) = FQI" U f (@) = fy)™ < 2K (wrw2) ™77 -y,

where in the last step we used the two assumed inequalities to estimate the two powers of
|f(x) — f(y)|- We then get

- 1 2K €
/ ’f(x) é:(_y”dy g 2K($1$2)_ﬂ_7_€/ ,,,,—1+Ed1,, é 7(1}1%‘2)_6_7_5‘
\x—y|<%x1 ’.1‘ - y| v 0 €

It therefore suffices to consider the second integral. We split it into

| )= 0y, [ Ut
%x1§|:cfy|<%x2 |xfy|2%x2

|z —y|2+Y |z —y|2+Y

First we estimate I1 via

’ -3
111 < CWK(x1$2)’8/ r 1 dr + K Mdy

— |2 '
%m \xfy|2%a:2 |.CU y| +r

The first term is no more than C, K (x172) Pz, < C, K (z122) 7~ (with a new constant) and
for the second we use Hélder’s inequality to obtain

B

ly1y2]° —(1-5) = —1_2% =15
ey < |y192] dy [z —yl T dy
jo=yl>}az [T = Y] Py jo—y|>F

— @+ +2(1-125) ~7—1%5
SC&TQ 1-6 206332 1 6’

for any 0 € (0,1 — ). We choose such § so that 12—_’35 < 2B + 7, and then z1 < x5 yields

11| < Cy K (1a2) 777,
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We similarly estimate

1
3%2 -8
|7 < CWK(xl:I:g)_ﬁ/ 1 dr + C,ngQ_’B/ i 5y Y-
iz ta1<|z—y|<iz2 |z =y

The first term is no more than C, K (z129) 2" < C, K (v132) P~7 (with a new constant) and
the second is no more than
F.

-8

- Y1 - A
CsKx ”8/ |7dy+05 K(zy229) 5/ .
e lyr|<go |z —y[>+ " 371

The second of these terms is again estimated by CgﬁK(aclxg)*Bxl_v < C’/gﬁK(mlxg)*fB*W, and
the first by

7/3 00 d
— Y1 -8 1— z
Cpy Ky ’ i —dy < CgyKx, 51‘1 g T oaist
0 (22 +22)1t27

il<dor (23 + (22 — y2)2)' 27
This is no more than CﬁﬂKﬂ:;ﬁx%*ﬁ%A*V < Cﬁﬂ/K(ﬁleQ)_B_,y, concluding the proof. t
Lemma 4.3. If v, is the function from Section@ then log v is concave for any a € [0, 1].

Proof. To simplify notation, let us instead consider the function f, := log(27 % (=)), so that

fa(z,y) = log(sin(x)) + log(sin(y)) — alog(sin(z) + sin(y)).
We have
1

sin?(z)’
1 +sin(z) sin(y)

(sin(zx) + sin(y))?
1 +sin(z) sin(y)
(sin(zx) + sin(y))?

cos(z) cos(y)
(sin(zx) + sin(y))?

Oz log(sin(z)) =

Oy log(sin(z) + sin(y)) =

Oyy log(sin(z) + sin(y)) =

Oay log(sin(x) + sin(y)) = —

Now with a := sin(z) and b := sin(y) we obtain

1 1+ ab 1 1+ ab b2
8zm a— T 5 < —— < - <0
Jo= e S T2 T e S et

because a,b, a € [0,1]. Symmetry yields dyy fo < —@ <0, so

tr D?f, = Af, <O0.
We also have

b? @2  (1-a)A-b)
(a + b)2a2 (a + b)2b2 (a+0b)4 -

det D? fo, = Opi faOyy fo — (Ouy fa)? >

and concavity of f, follows. O
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