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ABSTRACT
Many slowdown models have been proposed to characterize mem-
ory interference of workloads co-running on heterogeneous System-
on-Chips (SoCs). But they are mostly for post-silicon usage. How to
e�ectively consider memory interference in the SoC design stage
remains an open problem. This paper presents a new approach to
this problem, consisting of a novel processor-centric slowdown mod-
eling methodology and a new three-region interference-conscious
slowdownmodel. Themodeling process needs nomeasurement of co-
running of various combinations of applications, but the produced
slowdown models can be used to estimate the co-run slowdowns
of arbitrary workloads on various SoC designs that embed a newer
generation of accelerators, such as deep learning accelerators (DLA),
in addition to CPUs and GPUs. The new method reduces average
prediction errors of the state-of-art model from 30.3% to 8.7% on
GPU, from 13.4% to 3.7% on CPU, from 20.6% to 5.6% on DLA and
demonstrates much improved e�cacy in guiding SoC designs.
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• Hardware ! Emerging architectures; • Computer systems
organization ! System on a chip; • Computing methodolo-
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1 INTRODUCTION
As domain specialization is proven to be a promising path to achieve
high performance at low energy [18], integrated shared memory
heterogeneous architectures have coupled CPUs with other ac-
celerators on the same die to serve the demanding needs of au-
tonomous, mobile, and edge computing. System on chips (SoC), such
as NVIDIA’s Jetson AGX Xavier [3], Qualcomm’s SnapDragon [17],
and Apple’s A1X Bionic [39], embedded specialized processing
units, such as vision processors (PVA), deep learning accelerators
(DLA), and digital signal processors (DSP), under the same mem-
ory bus to e�ciently run a variety of computations with distinct
characteristics.

Figure 1: The SoC design problem focused in this study.

The diversity of processing units (PU) ampli�es the complexity
in SoC design; an issue studied in this work. Figure 1 illustrates
the speci�c problem. An SoC design team needs to build an SoC
to support the execution of some important workloads, such as
an autonomous vehicle workload that consists of a set of related
modules (e.g., object recognition, trajectory prediction, etc.). The
team has access to a set of PUs as well as some existing SoCs, which
each is equipped with some of the PUs. The team needs to decide
on the design of the new SoC that best �ts the workload of interest.
Speci�cally, they need to determine (1) what PUs should be put onto
the SoC, (2) how many cores of each PU, and (3) what frequencies
or other con�gurations each PU should use. (4) what total memory
bandwidth the SoC should have.

The team may be able to run every module (or kernel) of the
workload on the PUs on existing SoCs to measure the performance
of the module’s standalone executions on di�erent types of PUs.
The challenge is on �guring out how the modules and the workload
would perform if multiple apps are co-run on a new SoC. As PUs on
a SoC typically share the memory and bus, the co-location would
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Figure 2: The percentage of the requested memory BW that
is met on a processor under various degrees of external
memory pressure. The requested memory bandwidths are 30GB/s,
93GB/s, and 127GB/s on the DLA, CPU, and GPU respectively. The peak
memory BW of the SoC (NVIDIA Xavier AGX) is 137GB/s. A, B, C on the
X-axis mark the points where requested BW + external BW = DRAM peak
BW, for GPU, CPU, DLA respectively. The e�ects of contention are being
observed even when the sum of requested BW and the external memory
pressure is less than the total DRAM BW.

incur memory interference and hence performance degradations
of various degrees as Figure 2 illustrates.

Many prior performance models have included memory inter-
ference into considerations [9, 10, 12, 15, 16, 23, 27, 29–31, 38, 41,
42, 46, 47]. They are however for post-silicon runtime optimizations
rather than the usage in the SoC design stage. Among e�orts in cre-
ating performance models to guide hardware designs [7, 19, 40, 48],
the state of the art work is Gables [19]. The work is valuable as
the �rst attempt to integrate memory interference into Roo�ine
models. Its proposed performance model is however remarkably
rough, with many oversimpli�cations. It, for instance, assumes
available memory bandwidth is proportionally distributed among
the heterogeneous PUs. Evidence has shown large errors from those
simpli�cations. Themodel for example suggests zero slowdowns for
co-running applications if the sum of their standalone-run memory
bandwidth consumption is less than the total memory bandwidth
of the SoC, which contradicts the empirical results shown in Fig-
ure 2. How to e�ectively handle memory interference in SoC design
remains a problem yet to be solved.

This paper proposes a new approach, named processor-centric
contention-slowdown modeling (PCCS), to address this important
problem. PCCS is based on a systematic analysis of the impact of
co-run memory contention, and comprises a new methodology and
a new slowdown model.

• Analysis: We conduct a series of experiments to observe the
in�uence of co-run memory contention. The observations
contradict the proportional distribution of memory band-
width assumption the prior SoC co-run model [19] builds
on. Through an in-depth analysis, we validate that fairness
control in memory controllers is an important reason for
the observed co-run slowdowns—a factor neglected by prior
SoC co-run modeling [19].

• Methodology: The new approach leverages a source-
obliviousness insight, that is, the in�uence external mem-
ory interference has on the performance of an application

is determined by the degree of interference, and is largely
oblivious to what the sources of the external tra�c are. Led
by the insight, the new approach employs a processor-centric
modeling scheme, which uses a set of calibrators (controllable
memory tra�c generators) to assist the empirical measure-
ments in determining the model parameters. The modeling
process needs no measurement of co-runs of various combi-
nations of applications, but the produced slowdown models
can be applied to arbitrary applications.

• Slowdown model: The new slowdown model is a three region
interference-conscious model, which classi�es an application,
based on its algebraic computation intensity, into one of
three categories, each of which features a distinctive class of
slowdown models. The model is processor-centric, charac-
terizing the architecture behavior in the presence of external
memory bandwidth demands. Piecewise formulation is used
in model formulation to ensure accuracy.

We evaluate the general applicability of our slowdown model
and demonstrate that it is precise enough for guiding SoC design
explorations. We validate our model on a set of Rodinia bench-
marks and some deep-learning operations on two real devices, an
NVIDIA’s Jetson AGX Xavier autonomous SoC [3] which contains
three di�erent PUs (8-core ARM CPU, Volta GPU, and deep learn-
ing accelerator (DLA)), and a Qualcomm’s SnapDragon 855 mobile
SoC [6] equipped with 8-core Kryo CPUs and Adreno™640 GPUs.
The new method reduces average prediction errors of the state-
of-art model from 30.3% to 8.7% on GPU, from 13.4% to 3.7% on
CPU, from 20.6% to 5.6% on DLA. In use case studies, the results
help avoid over-provisioning PUs or their frequencies, saving up to
50% area (with reduced cores) or 52.1% power budget (with reduced
frequencies) over the suggested con�gurations by prior models,
while maintaining the same level of actual co-running workload
performance. The results con�rm the e�ectiveness of the proposed
method and models in bridging the gap in the current support of
heterogeneous SoC designs.

2 MEMORY INTERFERENCE
CHARACTERIZATION

The �rst step in building our proposed slowdown model is to un-
derstand and characterize the contention occurring when kernels
with di�erent memory access behaviors are co-located on di�erent
PUs.

2.1 Target Architecture
Our slowdown model targets the heterogeneous shared memory
(HSM) SoC, which has multiple types of processors, a memory con-
troller interface to shared DRAM memory, and a high-bandwidth
on-chip interconnect. An example is NVIDIA’s Jetson AGX Xavier
architecture [3], shown in Figure 4. It is a recent HSM-SoC target-
ing autonomous computing applications. Xavier integrates 8-core
ARM v8.2 CPU, 512-core NVIDIA Volta with 64 TensorCores, an
NVIDIA Deep Learning Accelerator (DLA), a Programmable Vision
Accelerator (PVA) and multimedia accelerators on the same die, and
they share the same system memory. The memory uses channel
interleaving to construct 256-bit width from 8 32-bit channels. The
theoretical peak bandwidth is 136.5GB/s.
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Figure 3: The performance of synthetic programs under di�erent memory pressures. The standalone requested memory BW
varies from 10 GB/s to 30 GB/s in (a), from 40 GB/s to 80 GB/s in (b) and from 80 GB/s to 100 GB/s in (c).
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Figure 4: The NVIDIA Jetson AGX Xavier Architecture

The target HSM-SoC has two common properties: (i) PUs oper-
ate concurrently. (ii) The available memory bandwidth is shared
among PUs. Our analysis focuses on the common scenarios where
execution of a kernel spans only one type of PU and a PU runs only
one kernel at a given time.

2.2 Observations
We �rst introduce a term: the bandwidth demand of a kernel on a PU
is the memory bandwidth requested by that kernel in its standalone
execution on that PU without kernels running on other PUs. We
identify three main factors that a�ect co-run slowdown, that is, the
slowdown of a kernel  8 running on PU % 9 when other kernels are
running on other PUs:

• The maximum standalone achieved speed that a speci�c PU
% 9 used by the kernel  8 can achieve.

• The bandwidth demand of kernel  8 on PU % 9 .
• The total bandwidth demanded of other kernels running on
other PUs.

To understand how an HSM-SoC behaviors under these three
factors, we experiment with the kernels in the Roo�ine Model
construction suite [1], which is a collection of synthetic vector
add and multiplication kernels with adjustable memory bandwidth
(BW) demands and operation intensity. We use the GPU and CPU
of the NVIDIA’s Xavier. We vary the BW demand of each of the
kernels from 10GB/s to 100GB/s with a 10GB/s increase. For each

experiment, we also create a synthetic external BW demand that
varies from 0 to 100GB/s and co-run it with the experimented kernel.

The results are shown in Figure 3. The y-axis is the percentage
of the achieved standalone speed of the kernel of interest. The x-
axis is the external memory BW demand. (The actual external BW
pressure is equal to or lower than the demand.)

The workloads fall into three categories.

(1) Figure 3 (a) shows the observations on the kernels that re-
quest only a small amount of memory BW. Their achieved
speed drops slightly as external BW demand increases.

(2) Figure 3 (b) shows the kernels that demand amore signi�cant
amount of BW (i.e., 40-80 GBps), and the achieved speed
curves exhibit a three-stage trend:

(a) The curves start with a relatively �at segment, showing
the little in�uence of external pressure on the achieved
speed.

(b) The curves enter a fast near-linear dropping region when
the external BW demand increases beyond a certain level.

(c) The curves then �atten out as the external BW demand
exceeds a certain level.

(3) Figure 3 (c) shows the observations of the kernels that re-
quest a large amount of BW. Even when there is just a small
external BW demand, the achieved speed reduces signi�-
cantly. But when the external BW demand goes beyond a
certain level, the curves �atten out.

The observations contradict the proportional distribution of
memory BW assumption the prior SoC co-run model [19] builds
on. For instance, according to that model, there should be no slow-
downs at the beginning part of the curves in Figure 3 (b,c) as the
total requested BW has not yet reached the peak BW of the system,
and there should not be a �at part at the end of curves in Figure 3
(b,c). We further conduct an in-depth analysis of observed co-run
slowdown trends to explain those observations, especially the �at
part at the end of those curves.

2.3 Validation: Fairness Control
Our study shows that the observed co-run performance trends
are the results of the prioritization of row-hit requests in memory
controllers (MC) and the fairness control employed in MC. MCs
typically prioritize row-hit requests in the MC queues to maximize
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Figure 5: The achieved relative speed (%) of synthetic programs running on high BW group under di�erent memory pressure
on di�erent scheduling policies.

total bandwidth [35]. But whenmore PUs simultaneously access the
memory, the high row-bu�er hit rate can no longer be maintained.
Hence, even when the cumulative BW demand is less than what
the memory is capable of, a signi�cant amount of memory access
slowdown is observed, hence reducing the speed.

The reason for �attened segments at the end of curves is
the fairness control [15, 33, 34] in MCs. As prior studies have
shown [8, 24, 25, 32–34], adopting fairness-aware scheduling poli-
cies in MCs is essential for multi-core processors and HSM-SoCs.
Without fairness control, the shared memory multi-core proces-
sors and HSM-SoCs will experience three major problems: 1) Low
system throughput; 2) Vulnerability to denial-of-service; 3) Unpre-
dictable slowdown and uncontrollable quality-of-services (QoS).
The main reason is that memory-intensive programs would hog
most BW in uncontrolled memory interference.

To validate that fairness control is the reason for observed perfor-
mance trends, we conduct a series of measurements. Because com-
mercial systems do not disclose detailed MC designs, we conduct
the study via a cycle-accurate x86 CMP DRAM simulator, Ramu-
lator [26], by using scheduling policies with and without fairness
controls. The front end of the simulator is based on Pin [28]. We
model the memory system in detail to faithfully capture bandwidth
limitation and contention, and enforce bank/channel/bus con�icts.
Table 1 shows the major DRAM and processor parameters.

We construct several synthetic vector add and multiplication
kernels built from the roo�ine toolkit [1] with di�erent memory
BW demands. To simulate heterogeneous scenarios, we regard the
16 cores as two classes, with cores 0-7 as the low-bandwidth group
and cores 8-15 as the high-bandwidth group. In the low BW group,
we vary the requested standalone memory BW of the kernels from

Table 1: Con�g. of Memory Controller Simulation

Processor 16-core, 2.2 GHz, 128 entries reorder bu�er;

Cache
Private L1D cache, 8-way, 64KB, 4 cycles;
Two-core shared L2 cache, 8-way, 1MB, 9 cycles;
Shared L3 cache, 16-way, 4MB, 26 cycles.

DRAM
Controller

256-entry request bu�er,
XOR-based address-to-bank mapping

DRAM
Chip
Parameters

DDR4-3200 timing parameter [26],
8 banks, 4K-byte row bu�er per bank,
Single rank, 4 channels, 64-bit wide channel,
102.4 GB/s theoretical bandwidth

6GB/s to 60GB/s with a 6GB/s increase, and from 9GB/s to 90GB/s
with a 9GB/s increase in the high BW group.

We evaluate �ve memory scheduling policies: �rst-come-�rst-
serve (FCFS), �rst-ready-FCFS (FR-FCFS) [35], Adaptive per-Thread
Least-Attained-Service (ATLAS) [24], Thread Cluster Memory
Scheduling (TCM) [25], and Stage Memory Scheduling (SMS) [8].
The last three policies adopt fairness control. The brief description
of these policies are shown in Table 2. The default parameters of
these policies are used.

The results of these �ve policies are shown in Fig. 5, where,
the y-axis is the percentage of the achieved standalone speed of
kernels. Table 3 reports the average row bu�er hit rates (RBH) and
the e�ective BW percentage over the theoretical peak BWwhen the
sum of co-located programs’ standalone BW is equal to or larger
than the theoretical peak BW of these 5 policies.

In the FCFS results, as shown in Fig. 5 (a), the achieved speed
is reduced proportionally with external BW demands. Since MC
with FCFS deals with memory requests chronologically, each row
bu�er deals with requests without locality awareness, leading to
low RBH and small e�ective BW (Table 3) in co-location scenarios.
FR-FCRS improves BW usage but does not adopt fairness controls.
In Fig. 5 (b), the programs su�er from large slow down when they

Table 2: Scheduling policies of memory controllers(MC)

Policy Description
FCFS MC schedules memory requests chronologically.
FR-FCFS [35] MC prioritizes row-hit requests.

ATLAS [24]
Prioritization order: 1) Over threshold request.
2) Requests from the thread that has attained least service.
3) Row-hit requests. 4) Oldest requests.

TCM [25]
Prioritization order: 1) Non-memory-intensive programs
2) Periodically rank shu�e memory-intensive programs
3) Row-hit requests. 4) Oldest requests.

SMS [8]
Steps:1) Group requests to the same row into batches
2) Schedule batches with p probability shortest �rst and
(1-p) probability round-robin

Table 3: Row bu�er hits(RBH) and e�ective BW

Policies FCFS FR-FCFS ATLAS TCM SMS Xavier
RBH (%) 47.7 91.6 74.2 79.6 84.7 -
E�ective BW
Percentage over
Peak BW (%)

65.6 89.7 78.4 80.8 84.3 79.1
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Figure 6: The three-region interference classi�cationmodel.

are co-located with memory intensive programs, resulting in low
system throughput.

On the other hand, the results on all three scheduling policies
with fairness control exhibit trends similar to our observed trends
on Xavier (Fig. 3). ATLAS, for instance, tries to maintain fairness
according to attained services. In HSM-SoCs, the processor attained
the least services will be prioritized, leading to similar attained
services across processors. As shown in Fig. 5 (c), when a program
needs a small BW and it is co-located with a high BW demand
program, its achieved speed remains nearly unchanged, as its band-
width demand gets satis�ed by the MC prioritization scheme. A
medium BW demanding program however sees some drops of its
achieved speed at the beginning as its demands exceed what the
prioritization scheme of the MC o�ers. When the external BW de-
mand grows, the slowdown becomes larger, as other co-located
programs send more requests in their own time slots. When the
external BW demand keeps growing, they eventually reach a stable
state under the MC scheduling policy, hence the �at segments in
the performance curves. For a high BW demanding program, it is
similar except that they get into the second phase from the begin-
ning. Similar e�ects are shown in the curves of TCM and SMS as
Figures 5 (d,e) show, although there are some detailed di�erences
due to the di�erences in the speci�cs of the schedulers; detailed
discussions are omitted for the sake of space.

3 MEMORY INTERFERENCE SLOWDOWN
MODEL

Based on the observations in Fig. 3, we propose a three-region mem-
ory interference slowdownmodel for a processor in an HSM-SoC. Our
approach is statistical via regression-based analysis. An alternative
is to construct the model analytically on the detailed memory con-
troller designs. This approach requires detailed knowledge on the
memory controller of each target device. As memory controllers
in commercial systems are usually undisclosed, the approach is
infeasible in general.

Table 4: Notations and Model Parameters

Term Description
Normal BW The level of BW demand by the current PU that sepa-

rates the minor and normal contention regions.
Intensive BW The level of BW demand by the current PU that sepa-

rates the normal and intensive contention regions.
Max. Reduction of
Minor Contention
(MRMC)

The maximum slowdown in the minor contention re-
gion at the largest external memory pressure

Contention Balance
Point (CBP)

The value of the external memory demand where the
speed curve of the current PU starts going �at.

Total Bandwidth De-
mand with Contention
(TBWDC)

The sum of the BW demand by a PU and the total ex-
ternal BW demand where the speed curve of the cur-
rent PU enters the dropping phase in the normal con-
tention region

A0C4# The reduction rate of the achieved speed in the normal
contention region

A0C4� The reduction rate of the achieved speed in the inten-
sive contention region

Peak Bandwidth (PBW) The peak bandwidth of the entire HSM-SoC
Achieved Relative
Speed (RS)

The percentage of the standalone execution speed that
has been achieved

In the three-region model, we create a linear function for each of
the three regions demonstrated in Fig. 3 (a), (b), and (c), and present
them in the uni�ed chart given in Fig. 6:

(1) Minor Contention Region is the top-most region in the �gure
where the workload on the current PU requests memory
bandwidth that is low enough so that the e�ects of the ex-
ternal memory bandwidth demand are minimal.

(2) Normal Contention Region is where the current PU’s re-
quested memory bandwidth is at a middle level such that the
interference performance curve follows the pattern in Fig. 3
(b). The pattern has two points determining the beginning
and end of its linear region, and they are marked as Total
Bandwidth Demand with Contention point and Contention
Balance Point, respectively.

(3) Intensive Contention Region is the bottom-most region in the
�gure where the current PU’s requested bandwidth is so
high that the achieved speed is signi�cantly a�ected by the
external bandwidth demand.

An important feature of this classi�cation is that it is processor-
centric since it characterizes each PU in the system separately rather
than creating peer-to-peer contention analysis as many CPU+GPU
based studies do. The di�erent PUs on the same HSM-SoC would
have di�erent values for contention region boundary, contention
balance point and the reduction rate. For example, the GPU has a
large number of threads and its standalone performance can hide
the memory latency, hence using more bandwidth of the entire
HSM-SoC. However, when the GPU is under contention from ex-
ternal tra�c caused by another processor in the HSM-SoC, the
point of total bandwidth demand with contention would be larger.
On the other hand, the reduction rate in both normal and intensive
contention regions is larger. The achieved relative speed after the
contention balance point is also smaller for GPUs. We next explain
the exact formulations of the slowdown curves as well as how the
model parameters can be determined for a PU.

3.1 Model Formulation
Table 7 summarizes the parameters and concepts used in our model.
We begin building our model by de�ning region partitions as shown
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in Equation 1. The G represents the bandwidth requested by the ker-
nel running on the current PU. The top six values are PU-speci�c
values that can be obtained using the method explained in Sec-
tion 3.2.

'468>= =

8>><
>>:
"8=>A 0  G  =>A<0; ⌫,
#>A<0; =>A<0; ⌫,  G  8=C4=B8E4 ⌫,
�=C4=B8E4 8=C4=B8E4 ⌫,  G

(1)

To model the contention in the minor contention region, we use
the"'"⇠ , the constant rate of reduction observed for this region.
The achieved relative speed in the minor contention region, '(" ,
is as follows:

'(" = 100% � "'"⇠ ⇤ G
%⌫,

(2)

For the normal contention region, the achieved relative speed,
'(# , is a piece-wise function, as shown in Equation 3, where ~
represents the total external memory demand.

• The �rst piece of Equation 3 represents the case when the
summation of the PU BW demand and external demanded
(G +~) is smaller than the processor-speci�c value of TBWDC
and ~ is smaller than ⇠⌫% . In this case, the achieved relative
speed of the current PU is the same as the minor contention
part.

• When G +~ is larger than TBWDC and ~ is smaller than⇠⌫% ,
the achieved relative speed of the current PU is reduced by
a constant A0C4# multiplied by G + ~ � TBWDC.

• When~ is larger than⇠⌫% , the reduction of achieved relative
speed of the current PU remains constant, which is de�ned
as 100% � (G +⇠⌫% � TBWDC) ⇤ A0C4# .

'(# =

8>>>>>><
>>>>>>:

100% � "'"⇠⇤G
%⌫, 0  G + ~  TBWDC

0=3 ~  ⇠⌫%
100% � (G + ~ �)⌫,⇡⇠) ⇤ A0C4# TBWDC  G + ~

0=3 ~  ⇠⌫%
100% � (G +⇠⌫% � TBWDC) ⇤ A0C4# ⇠⌫%  ~  %⌫,

(3)

For the intensive contention region, since the requested BW
already exceeds the TBWDC, the achieved relative speed starts
reductionwithminimal external pressure demand and the reduction
rate '� is larger. We obtain the rate A0C4� , shown in Equation 4, by
extending the performance reduction curve (dotted lines in Fig. 6)
by multiplying with rate A0C4# in the normal region and then by
dividing it by ⇠⌫% .

A0C4� =
A0C4# ⇤ (G +⇠⌫% � TBWDC)

⇠⌫%
(4)

The achieved relative speed of an intensive region, '(� , has a
reduction stage and a �at stage. The piecewise equation is shown
in Equation 5. The two pieces of this equation are identical to the
second and third pieces of Equation 3 except that A0C4# is replaced
with A0C4� .

'(� =
⇢
100% � (G8 + ~ � TBWDC) ⇤ A0C4� TBWDC  ~  ⇠⌫%
100% � (G8 +⇠⌫% � TBWDC) ⇤ A0C4� ⇠⌫%  ~  %⌫,

(5)

3.2 Model Construction
The slowdown model relies on several PU- and SoC-speci�c param-
eters that need to be determined via either standalone or collocated
runs. To achieve varying amounts of memory BW requests, we

create synthetic kernels with di�erent compute/memory (i.e., oper-
ational) intensities, similar to those used in the Roo�ine model [40].
The page https://github.com/processorcentricmodel/PCCS shows
the code and pseudo code. The basic idea is to have the PU load
each word in an array of a certain size and perform some operations.
The BW of this kernel is the total memory access size (i.e., twice
the array size) divided by execution time. We modify the number of
operations per word to control the operation intensities to generate
di�erent BW kernels. They serve as calibrators of our models. For
each variation of operational intensity, we record and report the
resulting standalone BW demand on the architecture it runs on.

The construction process of our model uses the calibrators (syn-
thetic tra�c generators) based on the source-oblivious assumption,
that is, the amount rather than the source of external tra�c matters.
It makes the construction processor-centric, avoiding runningmany
combinations of co-running scenarios. We validate the assumption
on NVIDIA Jetson AGX Xavier [3] by creating the external tra�c
with di�erent sources but with the same total amount. The achieved
relative speed was very close.

The model construction for a target PU includes two main steps.
The �rst step is to run each of the BW kernels on the target PU
under various external BW demands. The external BW demand is
generated by running the BW kernels on other PUs. We record the
achieved relative speeds of the kernels on the target PU under the
various external BW demands into a two-dimensional matrix. The
element A4;0[8] [ 9] in that matrix is the achieved relative speed of
the i-th smallest kernel running on the target PU under the j-th
smallest external BW demands.

The second step is to analyze that matrix to determine model
parameters in Fig. 6. The algorithm takes this matrix (rela[n][m]),
standalone BW (stdBW[n] and external BW (extBW[m]) as the
input. The analysis includes 5 steps to determine model parameters.

[1] To �nd the =>A<0;⌫, and"'"⇠ , 1 in Fig. 6, the algorithm
examines the last column of array rela[:][m-1]. The �rst value
from the top (row 0) that is two times larger than rela[0][m-1]
de�nes the boundary, :1>D=30A~ , for the normal region, and
the BW demand corresponding to this row is the normal BW.
The element on the previous row and last column de�nes the
"'"⇠ value.

[2] For the boundary program row, the algorithm examines the
value from left to right. The �rst columnwith notable reduction
(2*"'"⇠) de�nes the total bandwidth demandwith contention
by summing the total BW demand, TBWDC, as shown with 2
in Fig. 6.

[3] The algorithm examines the �rst column from the top (row
0). The �rst element that has a notable (2*"'"⇠) reduction
de�nes the intensive bandwidth boundary 3 in Fig. 6.

[4] Among the normal region rows, we calculate the relative speed
changes in each row from left to right to �nd the turning points
(columns) that start the �at region. The average external BW
of these points de�nes the contention balance point 4 in Fig. 6.

[5] The average achieved performance reduction rate within the
normal region and the contention balance point is the reduction
rate of the normal contention region 5 .

After these steps, the PCCS model of a PU is constructed for this
HSM-SoC.

https://github.com/processorcentricmodel/PCCS
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Handling multi-phase programs: To apply PCCS to mult-phase
programs, we can divide the program into di�erent phases and
apply the prediction on each phase to obtain slowdown under
contention. The total slowdown is obtained by aggregating each
phase according to the execution time percentage in standalone
running. We use cfd as a multi-phase example in Section 4.1 to
demonstrate PCCS’s applicability.

3.3 Model Scaling with Memory Bandwidth
In architecture design, memory and PUs are usually designed to-
gether. Fortunately, memory changes across the generations of
SoCs are often incremental, consisting mostly frequency changes;
the main memory technology changes (e.g., from DDR4 to DDR5)
are less common [2]. For example, between 2013 and 2020, the
same single-channel 32-bit low-power DDR3 (LPDDR3) memory
architecture was deployed in over 20 di�erent SoCs designed by
Qualcomm. The only major memory-related change across these
designs is the I/O bus clock frequency which varies between 533
and 933 MHZ [5].

While the PCCS model construction process outlined in Sec-
tion 3.2 requires runs on a physical system, our slowdown model
can well adapt to incremental clock frequency changes in the shared
memory subsystem via linear bandwidth scaling. To demonstrate
the feasibility of such an approach, (1) we �rst construct the orig-
inal PCSS model on Xavier AGX when the memory clock is set
to the highest possible value of 2133HMz and �nd the �ve key
bandwidth-related parameters using the methodology prescribed
in Section 4.1. (2) We then linearly scale down these �ve PCCS pa-
rameters to re�ect the proportional frequency and channel-count
changes if the memory clock were set to be 1066MHz, 1333MMz,
and 1600MHz. (3) Finally, we under-clock the Xavier memory clock
frequency to these three values and re-obtain the �ve PCCS param-
eters by following the empirical model construction process for
each frequency.

Table 5 shows the di�erence between the scaled-down and the
constructed values (i.e., the values which are empirically obtained
by underclocking the target SoC) of the �ve parameters that deter-
mine a PCCS model. The results show that the average error due to
the linear scaling of these parameters is lower than 3%. In summary,
in the case where there is a major memory technology change, one
would need to update the model through pro�ling on devices with
the new technology; after that, the model can be used via simple
scaling for the upcoming generations of the SoC just as described
earlier in this section.

Table 5: Linear Parameter Scaling in PCCS

Parameters Scaling method Avg. error of scaled
PCCS over cons-
tructed PCCS (%)

Normal BW (GB/s) Linearly scaled parameters
w.r.t to the ratio between
the original and the target
mem. freq. and # of channels.

1.5%
Intensive BW (GB/s) 2.1%
MRMC (%) 2.2%
CBP (GB/s) 1.7%
TBWC (GB/s) 2.2%
'0C4# (% per (GB/s)) Calculated based on the scaled

values of the parameters above
1.8%

'0C4� (% per (GB/s)) 2.5%

3.4 Uses in SoC Designs
The objective of hardware design space exploration is to predict how
potential workloads would perform and minimize the hardware
cost accordingly. This step typically needs many rounds to �ne
tune. PCCS helps this exploration process by providing how much
slowdown the tasks will experience when running in a collocated
manner. The accuracy of the slowdown predicted by PCCS is only
as good as the accuracy of the standalone performance predictions
or pro�lings fed into the PCCS model.

PU2PU1

Standalone 
Performance 

K1 K2

Task Placement 
Scheme

PU Variations
(Cores, frequency, features)

PCCS

BW 
demands Colocated

Slowdown

Memory Variations
(frequency, # of 

channels, bit width)
Linear Scaling

Figure 7: PCCS work�ow.

The work�ow of using PCCS is shown in Figure 7. A task place-
ment scheme for an application indicates a mapping of kernels  1
and 2 to %* s in a system. For a given placement, we can obtain the
standalone memory BW requirements of  1,  2, pro�ling results,
and bandwidth model of each PU. We use the total external demand
BW and the demand BW of the PUs as inputs for PCCS to obtain
collocated execution slowdown so that designers can explore the
e�ects of architectural features on the contention-based slowdown.

PCCS can help in the exploration of two critical sets of design
parameters:

PU-related architectural changes: The e�ects of the number of
cores in a PU (e.g., SMs or CPU cores), the PU clock frequency, and
hardware features, such as SIMD, on contention-caused slowdown
can be explored via PCCS. The architects can either utilize an ex-
isting architecture by recon�guring it in software to obtain new
standalone pro�ling results or analytically scale existing standalone
performance predictions for BW. Then, the new standalone BW de-
mand values can be fed into PCCS to obtain a slowdown prediction
that can be used to decide whether this PU variation will meet the
requirements. This process is explored in detail in Section 4.3.

Memory sub-system parameters: When designing new SoCs, de-
pending on the target domain, architects often adjust memory sub-
system parameters such as I/O clock frequency, number of channels,
and bit-width. Then, the designer can either modify, if possible, the
software con�gurable memory parameters of the existing architec-
ture to obtain new standalone pro�ling results or they can scale
their standalone performance models to re�ect memory-related
design changes. The PCCS model construction process does not
require the collection of collocated execution related parameters for
the new memory subsystem being considered. Instead, as detailed
in Section 3.3, PCCS model parameters can be linearly scaled to
match the resulting theoretical BW change ratio implied by the
considered memory-related design changes. Then, the scaled BW
parameters can be used to obtain a slowdown prediction that can
be used to decide whether this memory variation is feasible.
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Table 6: Two Experiment Platforms

NVIDIA Jetson AGX Xavier
CPU 8-core Carmel 64-bit ARMv8.2 @ 2265MHz
GPU 512-core NVIDIA Volta@1377MHz with 64 Tensor Cores
DLA NVIDIA DLA @1395.2 MHz, 512KB Convolutional bu�er
Memory 16GB 256-bit LPDDR4x @ 2133MHz | 137GB/s
Qualcomm Snapdragon 855
CPU 8-core Kryo 485 64-bit ARMv8.2 @1.8GHz
GPU Qualcomm® Adreno™ 640 GPU
Memory 16GB 64-bit LPDDR4x @ 2133MHz | 34GB/s

4 EVALUATION
4.1 Empirical Validation of The Slow-down

Model
Our slowdown model explained in Section 3 is built via synthetic
benchmarks. In this section, we validate the prediction accuracy of
our model using several widely used benchmark kernels and neural
networks.

4.1.1 Setup and Methodology. Target architectures: We use two
models of real heterogeneous SoC for experiments. One is NVIDIA
Jetson Xavier autonomous system [3] which consists of CPU, GPU
and DLA. The other is Qualcomm Snapdragon 855 [4] mobile plat-
form consisting of CPU and GPU. Table 6 shows the architecture
details.

Model construction: We follow the methodology detailed in Sec-
tion 3.2 to build the models. For CPU and GPU, we employ vector-
add kernels with di�erent operational intensities; for DLA, we use
MNIST neural network and control its operational intensities by
varying convolution �lter sizes.

Application selection: We evaluate our CPU and GPU slowdown
model on Rodinia benchmarks [11], and our DLA model on Im-
ageNet [13] with ResNet-50 and VGG19 models. We select 10
Rodinia benchmarks: three of them, hotspot (HS), leukocyte
(LC) and heartwall (HW), are compute intensive and 7 of
them, streamcluster (SC), pathfinder (PF), srad, k-means (KM),
b+tree (BT), CFD and BFS, are memory intensive.

Bandwidth characterization: To �nd requested memory band-
widths of applications and kernels, we need only the standalone
BW rates which can be obtained through NVperf, perf or Valgrind.

External memory pressure: To create contention, we run synthetic
kernels on other PUs. For the CPU model, we create the external
pressure using the GPU; for the GPU and DLA models, we create
the external pressure using the CPU. For every benchmark, we
vary the external pressure by changing the BW request of the other
processor from 10% to 100% of the peak DRAM BW on this PU with
a 10% peak BW as the stride.

Baseline: Gables [19] is the closest and most recent work that
proposes a sharing-aware analytical model for di�erent types of PUs
that run on HSM-SoCs. The memory contention model proposed by
Gables assumes that the e�ective bandwidth of a processor under
contention is not reduced as long as the total BW requested is
smaller than the SoC peak BW. Otherwise, the e�ective BW is
calculated by pro-rating the requested BW to the available BW.

4.1.2 Validation Results. Fig. 8 shows actual slowdown of 10 Ro-
dinia benchmarks running on the Xavier GPU as well as the pre-
dicted slowdowns by PCCS and Gables, under varying amounts of
external memory contention. The average error of our model for
GPU is 6.3%. For the benchmarks with small requested BWs, their
achieved speed is close to the standalone one under memory con-
tention. For other benchmarks that need medium BW in standalone
runs, the slowdown for lower external memory pressure is mini-
mal. However, as the pressure increases to exceed a certain level,
their achieved relative speed drops signi�cantly with the external
pressure, and eventually the slowdown �attens, as predicted by
our three-region contention categorization. Our model consistently
and accurately classi�es and predicts these trends. The highest pre-
diction error occurs with the BFS kernel, which has a poor locality
that is a�ecting the row bu�er hit rates signi�cantly.

Fig. 9 compares the predicted (PCCS and Gables) and the actual
achieved relative speeds of 5 Rodinia benchmarks that are run on
the Xavier CPU under external memory contention. Overall, the
average error of our model for CPU runs is 2.6%. Since hotspot
is computation intensive, it belongs to the minor contention re-
gion. The other four benchmarks belong to the normal contention
region. The accuracy slightly decreases during the �at regions
of streamcluster, pathfinder and k-means, however the upper
bounds for those regions still hold and overall has signi�cantly less
errors when compared to Gables.

Fig. 10 compares the predicted (PCCS and Gables) and the ac-
tual achieved relative speed of 10 Rodinia benchmarks running
on the Snapdragon 855 GPU, under varying amounts of external
memory contention. In this experiment, the average error of our
model for GPU is 5.9%. The results on the Snapdragon CPU are
more accurate, as shown in Figure 11 with only a 3.1% average
error in the predicted slowdown. As Snapdragon architecture uses
di�erent memory controllers and di�erent PU designs from Xavier,
programs show di�erent standalone bandwidth demands. Hotspot
for instance, runs with a lower requested throughput on Kyro cores
of the Snapdragon due to reduced frequencies in the core and mem-
ory. Our model hence moves it into the minor contention category.
Despite the di�erences between the two architectures, our PCCS
model gives accurate predictions of co-run slowdown on both of
them.

The achieved relative speeds for DLA runs on Xavier are shown
in Fig. 12. The average error of PCCS slowdown prediction for this
PU is 5.3%. Since the DLA is a specialized processor for inference,
we observe that the DLA can only achieve 20-30GB/s bandwidth
in most standalone runs. Therefore, the DLA’s slowdown under
external pressure only falls under the normal contention region,
while the kernels running on DLA are still sensitive to external
memory pressure. As shown in Fig. 12, the achieved relative speed
keeps reducing until ~70 GBpS of external pressure and there is only
a small �at region at the higher end of external pressure demand.

In comparison, the average prediction errors of the Gables model
on the GPU, CPU and DLA on Xavier are 39%, 10.3% and 26.7%, and
on the CPU and GPU on Snapdragon are 8.1% and 37.6% respectively.
The reasons for the low accuracy are (i) it assumes the peak band-
width is always achievable, and ignores the e�ects of contention;
(ii) it assumes that the e�ective bandwidth can be proportionally
divided down when the requested BW exceeds the DRAM capacity.
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Figure 8: The predicted and actual slowdowns of 10 Rodinia benchmarks on Xavier GPU

Figure 9: The predicted and actual slowdowns of 5 Rodinia benchmarks on Xavier CPU

Figure 10: The predicted and actual slowdowns of 10 Rodinia benchmarks on Snapdragon 855 GPU

Table 7: Model Parameters

Parameters Xavier Snapdragon
CPU GPU DLA CPU GPU

Normal BW (GB/s) 37.6 38.1 0 6.8 9.1
Intensive BW (GB/s) 65.7 96.2 27.9 19.1 24.1
MRMC (%) 3.7 4.9 NA 5.7 9.8
CBP (GB/s) 46.6 45.3 71.1 16.1 12.8
TBWC (GB/s) 82.8 87.2 22.1 14.1 13.4
'0C4� (% per (GB/s)) 0.57 1.11 0.35 1.22 2.27

Model parameters: The model parameters are shown in Table 7.
Di�erent types of PUs on the same SoC di�er in their model param-
eters. GPUs are more sensitive to external memory demand and
they have a higher reduction rate than CPUs have. DLA is a special
case in that it doesn’t contain a minor contention region; as a result,
even small external memory demands would trigger slowdowns of
DLA. It is likely due to the lack of thread-level parallelism in DLA
to hide memory latency.

Programs with phase shifts: We also test the prediction accuracy
of our model with applications that involve shifts of phases and
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Figure 11: The predicted and actual slowdowns of 5 Rodinia benchmarks on Snapdragon 855 CPU

Figure 12: The predicted and actual slowdowns of VGG19
and Resnet50 on the DLA

Figure 13: The predicted slowdowns of CFD with (a) average
BW and (b) piece-wise BW

exhibit obvious changes in memory bandwidth demands. CFD is
such a program, which embeds 4 di�erent kernels where one of
them (K1) is a high BWkernel and the other three (K2-4) aremedium
BW kernels. When we use the average BW of the 4 kernels to
characterize the interference behavior of CFD, as shown in the
results given Fig. 13 (a), our model’s prediction has an error rate
of 19.4%. It is because high BW demanding kernels su�er a larger
slowdown, but using the average BW as the input causes our model
to underestimate the slowdown. When we use the BW demand of
each kernel as the input to our model and combine the predictions
of di�erent kernels by using the execution time percentage of each
kernel as the weight, as shown in Fig. 13 (b), the prediction error
drops to 4.6%. It indicates the usefulness of our model on code with
phase shifts; phase detection [20, 36, 37] is a well-studied topic and
is orthogonal to this work.

4.2 Results of Co-locations of Real Programs
To further demonstrate the accuracy of PCCS on real scenarios,
we conduct the following experiments. We construct 3-PU co-run
workloads. For each workload, every PU runs a benchmark from
the Rodinia benchmark suite or an ML model. Table 8 lists 11 of the
representative workloads that we show results. We measure and
predict the achieved relative speed of the workloads (co-run speed
over the standalone speed) until one of PUs �nishes its program.

The results of the 11workloads on CPU, GPU andDLA are shown
in Fig. 14, where each bar shows either the actual or the predicted
achieved relative speed, and the numbers on the prediction bars
are the prediction errors. The average errors of PCCS on CPU,
GPU and DLA are 3.7%, 8.7% and 5.6%, while the errors of Gables
are 13.4%, 30.3%, 20.6% respectively. Di�erent PUs show di�erent
actual achieved relative speed results. The programs with small BW
running on CPU and GPU su�er from small memory contention
even though the external BW demand is large. Meanwhile, the
programs on the CPU have a smaller speed reduction than the
programs on the GPU. DLA is more sensitive to external BW on
di�erent machine learning models. PCCS is able to capture PU-
speci�c features. The errors on bfs, k-means and b+tree benchmarks
are a bit larger than on other programs as those benchmarks create
more BW pressure (e.g., row bu�er hit rate).

4.3 Demonstrations of the Use in SoC Designs
This section demonstrates the use of PCCS in helping with the pre-
silicon SoC design process. By comparing the PU con�gurations
yielded from the use of PCCS and Gables models, we demonstrate
how more accurate models could lead to more e�ective hardware
designs.

Setting: The assumed setting is as follows. The architects would
like to design an SoC similar to Xavier. Among the many optional
designs, one design includes an 8-core ARMv8.2 CPUs, one GPU of
a certain model, and one DLA of a certain model on the SoC. This is
pre-silicon time, so the SoC is not available yet. The speci�c design
task in this case study is to determine the appropriate frequencies
to clock the GPU. The architects have a crucial workload used in
guiding their hardware designs, and the kernel in the workload
that is supposed to run on the GPU is a clustering kernel, the
streamcluster.

Objectives: The architects would like to �nd out the appropri-
ate frequencies to clock the GPU. They consider two cases, the
clustering kernel su�ers a corun slowdown of no more than 5% or
no more than 20%.
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Table 8: Workloads Settings

Workload A B C D E F G H I J K
CPU streamcluster streamcluster streamcluster streamcluster path�nder path�nder k-means k-means hotspot srad srad
GPU path�nder path�nder leukocyte srad streamcluster heartwall b+tree srad bfs path�nder leukocyte
DLA Resnet-50 VGG-19 Alexnet Resnet-50 VGG-19 Alexnet Resnet-50 VGG-19 Alexnet Resnet-50 VGG-19

Workloads
(a) The predicted and actual relative speed on the CPU

Workloads
(b) The predicted and actual relative speed on the GPU

(c) The predicted and actual relative speed on the DLA
Workloads

Figure 14: The predicted and actual achieved relative speed of 11 workloads on CPU (a), GPU (b) and DLA (c)

Table 9: PU frequencies selected by PCCS and Gables

External BW demand (GB/s) 20 40 60 20 40 60 20 40 60 20 40 60 Avg. 20 40 60 Avg.
Selected PU frequencies (MHz) on di�erent external BW demands Erros (%)
Ground truth PCCS Gables PCCS Gables

Maximum allowed
Slowdown

5% 840 650 620 860 670 630 880 880 880 2.4 3.1 1.6 2.4 4.8 35.4 41.9 27.4
20% 790 600 550 800 610 570 820 820 820 1.3 1.7 3.6 2.2 3.8 36.7 49.1 29.9

Figure 15: PU frequency exploration and validation for GPU
using streamcluster.

Given: (i) the standalone performance models of each kernel in
the workload, from which one can get the standalone performance

and memory bandwidth demand of each kernel on any of the pro-
cessors at a given frequency; (ii) the PCCS slowdown model of each
of the processors; (iii) the Gables’ performance model.

Method: The ways to use the two models are similar. The ar-
chitects can use either of the two models, along with other given
conditions, to get the co-run slowdown curves of the clustering
kernel under each GPU frequency. From the curves, they can easily
tell how much slowdown the kernel would su�er at a given GPU
frequency and external memory BW contention. They can then
pick the frequencies that meet the requirements in the two cases.

Validations: To quantitatively examine the quality of the out-
comes from the use of each of the two models, we check how well
the method works on the real NVIDIA Jetson AGX Xavier. We build
both the PCCS and the Gables on this processor. For the validation
purpose, we get the true standalone performance of the clustering
kernel through pro�ling, and collect the true co-run slowdown
curves of the clustering kernel at each frequency. Table 9 reports
the frequencies picked by using the two models and the ground
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truth at either the 5% or 20% allowed co-run slowdown case. In
each case, it shows the results at one of three external memory BW
contention levels, 20GB/s, 40GB/s, and 60GB/s.

The frequencies picked with PCCS are 1.3-3.6% o�, while Gables
3.8-49.1% o�. The large di�erences are the result of the di�erent
accuracies of the two models in predicting co-run slowdowns. Fig-
ure 15 shows the co-run relative speed curves predicted by the two
models and the ground truth, at each of several frequencies. From
the graphs, we can see that for streamcluster, its true co-run per-
formance curve at the top frequency, 1377MHz, is almost identical
to the curve at frequency 900MHz. It is because the standalone
performance of streamcluster shows no drop until the frequency
goes below 900MHz; there is hence no change in its memory band-
width demands. Even though such information is given to both
PCCS and Gables models, they get very di�erent conclusions. PCCS
accurately predicts the co-run curve, while Gable’s model fails to
do so. It mistakenly predicts that there is no memory contention
at 900MHz when there is 20GB/s or 40GB/s external BW demand
because the total BW of the SoC is su�cient to accommodate all
demands, and hence gives the curve signi�cantly di�erent from the
ground truth. The curves at frequencies 670MHz shown in the other
graph in Figure 15 show the predictions of the two models when
the reduction of frequency causes reductions of the standalone
performance. Gable’s result again shows a much larger discrepancy
from the true curve than PCCS does.

This use case demonstrates that the more accurate slowdown
model of PCCS can indeed lead to meaningful bene�ts in hardware
design choices. Similarly, it can help decide the appropriate number
of cores, types of PUs, or other hardware settings to use for an SoC.

5 DISCUSSIONS
We brie�y discuss two complexities.

Synchronization: Our assumptions do not rule out inter-PU syn-
chronizations as long as they occur after the end or before the
beginning of a kernel. Synchronizations with external devices in
the middle of the kernel is not common, consideration of which is
left for the future.

Address mapping and multi-MC:. Recent HSM-SoCs (Xaiver se-
ries, Tegra X1, Tegra X2, and Snapdragon 855 series) usually use
channel interleaving mapping and one MC to construct a wider bus
width (256-bit), such that applications can use peak BW without
considering address mapping. For the case where SoC uses multi-
MC and maps di�erent channels to each MC, our model can be
extended to support that by considering speci�c address mappings
and coordinations between MCs.

Power budget: Our current model does not explicitly model
power or thermal throttling. The experiments on the two real-
world SoCs already show much better accuracy than the state of
the art; a deeper integration of those other factors could potentially
further improve the accuracy. In SoC design, our current model
could potentially work with power budgeting by predicting the
co-run performance under each given power budget.

6 RELATEDWORK
There is a rich set of studies on performance modeling with memory
interference awareness. Table 10 lists some studies on memory
interference modeling.

Table 10: Related Work Comparison

Related Work Memory
Interference Model Accuracy Arch. Design

Exploration
Bubble-up [29] Empirical High ⇥
GDP [22] Dynamic High ⇥
Co-run [47] Lookup Table High ⇥
ESP [31] Linear Regression Medium ⇥
Gables [19] Analytical Low X
PCCS Empirical & Analytical High X

Bubble-up [29] proposes to empirically measure the memory
interference sensitive curve over di�erent other processor memory
pressures for each application. Each application has its own sen-
sitive curve which has a high accuracy in predicting the memory
interference over memory pressure. Graph-based Dynamic Perfor-
mance (GDP) [22] estimates the number of load-related stall cycles
by multiplying critical path length with the estimated average pri-
vate mode memory latency, whereby estimates interference-caused
slowdown. Another work on co-run scheduling [47] proposes a
memory interference performance lookup table to predict co-run
performance. This lookup table is measured by pro�ling di�erent
co-run combinations. Another study [31] uses di�erent co-run com-
binations to train a linear regression model. During the prediction,
they use this linear regression model to match maximum likelihood
co-run application characteristics. Through a black-box method,
their accuracy is lower than the previous three studies. The above
four studies provide an accurate memory interference performance
for runtime usage purposes, but are for post-silicon runtime uses
rather than SoC designs.

A variety of slowdown models have been proposed to improve
hardware utilization or QoS. In CPUs, Du Bois et al [14] proposed
hardware-e�cient per-thread cycle accounting architecture for mul-
ticore processors to detect inter-thread cache/memory interference
and predict slowdown percentage. Application Slowdown Model
(ASM) [38] proposed to use a runtime monitor to periodically give
the highest priority to one processor’s memory requests to estimate
standalone performance. In GPUs, Hybrid Slowdown Model [45]
proposed to use a hybrid of white-box [21] and black-box [43, 44]
methods to predict slowdown for multitasking GPUs.

7 CONCLUSION
Heterogeneous SoC design has been facing the dilemma of accuracy
and coverage. Accurate simulations are time-consuming, di�cult
to cover a large design space; rough estimations by experience or
analytical models face high risks of inaccuracy. The new approach
proposed in this work strives to bridge the gap. We propose a novel
processor-centric performance modeling methodology, and a new
three region interference-conscious performance model. The modeling
process needs no measurements of co-runs of various combinations
of applications. The new method reduces average prediction errors
of the state-of-art model from 24.8% to 8.7% on GPU, and from 13.0%
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to 3.3% on CPU, and has demonstrated much-improved e�cacy in
guiding SoC designs in several use-case studies.
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