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ABSTRACT

Existing techniques for unionable table search define unionability
using metadata (tables must have the same or similar schemas) or
column-based metrics (for example, the values in a table should
be drawn from the same domain). In this work, we introduce the
use of semantic relationships between pairs of columns in a table to
improve the accuracy of union search. Consequently, we introduce
a new notion of unionability that considers relationships between
columns, together with the semantics of columns, in a principled
way. To do so, we present two new methods to discover semantic
relationship between pairs of columns. The first uses an existing
knowledge base (KB), the second (which we call a “synthesized KB”)
uses knowledge from the data lake itself. We adopt an existing Table
Union Search benchmark and present new (open) benchmarks that
represent small and large real data lakes. We show that our new
unionability search algorithm, called SANTOS, outperforms a state-
of-the-art union search that uses a wide variety of column-based
semantics, including word embeddings and regular expressions. We
show empirically that our synthesized KB improves the accuracy of
union search by representing relationship semantics that may not
be contained in an available KB. This result hints at a promising
future of creating a synthesized KBs from data lakes with limited
KB coverage and using them for union search.
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1 INTRODUCTION

Table search is of growing practical relevance [7, 23, 30, 49]. It
allows data scientists to find datasets needed for analysis or training
of machine learning algorithms [14, 33]. Google’s dataset search,
for example, uses keyword search over metadata which Google
incentivizes data owners to use in a standard way [4]. However,
when dealing with enterprise data or open data, keyword search via
textual queries or over metadata is challenging because metadata
may be missing, inconsistent, or incomplete [1, 10, 32, 47]. Hence,
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table search for those domains must rely on the data available within
given tables instead of relying on well-curated metadata [7, 23].

In this work, we focus on table union search, which is the prob-
lem of finding tables that can union with a query table and possibly
extend it with more rows. Prior work by Nargesian et al. [33] con-
siders two tables to be unionable if “they share attributes from the
same domain". We believe that this is a necessary, but not sufficient
condition. In particular, we argue that the relationships modeled
by pairs of attributes in a table should share a common semantic
meaning. We illustrate this with an example.

ExampLE 1. Consider Tables (a), (b) and (c) in Fig. 1 describing
(a) parks, (b) films shown in different parks, and (c) the birth places
of famous people, respectively. Suppose the user supplies Query Ta-
ble (a) and Tables (b), (c) reside in a data lake. The user wants to
find data lake tables that union with the Query Table (a). Typi-
cally, union search has been defined to permit either the full query
table or a projection of it to union with the full data lake table
or a projection of it [3]. Now, if we only consider attribute union-
ability, Table (c) may be considered the most unionable table with
three unionable attributes (Person, Birthplace, Country) having
high attribute unionability scores with the attributes (Supervisor,
City and Country) in the query table. This may be true if we are
considering data values [33] or if we consider the attribute names
and values [3, 21, 24]. However, if we consider the relationships in
the tables, then we would notice that in Query Table (a), City is
where the Park is located (and the person in Supervisor works),
but in Table (c), Birthplace contains cities where the people in
the Person column were born. Deciding unionability based only
on attribute unionability, without considering the semantics of the
relationships between attributes, can lead to false positives. Even
worse, it can lead to the omission of good answers like Table (b)
which has information about parks and the city in which they are
located, but might be considered less unionable than (c) based solely
on column semantics.

We present a new definition of unionability based on both the
attribute semantics and the relationship semantics between attributes.
Relationships have been used to a limited extent in web table search.
Their tables are often assumed to be “entity tables” (i.e., all attributes
are properties of a known common entity represented by a single
attribute) [7, 8, 28] or they use a subject column and a single re-
lationship from that column to search for tables [43]. However,
we do not assume that every table has a single subject attribute
that all other attributes describe, nor that we can automatically
detect such an attribute. While the entity-table assumption may
be mostly true in web tables, data lake tables (in both open data
and enterprise lakes) tend to be much wider and may describe the
interplay between more than one entity.
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Figure 1: (a) A table about parks. Relationships between Park Name and Supervisor (ledBy) and between Park Name and City
(locatedIn) are found and depicted by the solid lines above the table. We have also found a relationship between Country and

City (locatedIn). (b) A table about parks and films shown in

the park. Some of the relationships we found are shown by solid

and dashed lines above the table. (c) A table about famous people. (d) A semantic graph for Table (a) with the relationships
found related to the root Park Name. (e), (f) Semantic graphs for Tables (b), (c), respectively.

In this work, we provide a new definition of table union search.
Given a query table Q and a set of data lake tables 77, the top-k
table union search problem is to find the best k tables from 7~ that
can be unioned with the query table by taking the column and
relationship semantics of all involved tables into account.

ExAMPLE 2. The columns City and Country in Table (a) are
unionable with Birthplace and Country in Table (c) because
the columns are unionable and their relationships are the same
(locatedIn). If a user is interested in amassing a collection of cities
and their properties like location, then these tables are unionable.
However, if a user wants to collect a set of park supervisors and their
properties (the city and country in which they work), then Tables (a)
and (c) are not unionable. This is because the relationship between
Supervisor and City (worksIn)is not the same as the relationship
between Person and Birthplace (bornIn). A user may consider
Table (b) to be unionable with Table (a), but only on m(Park Name,
City, Country). If we only consider attribute semantics, we might
mistakenly say Park Name, Supervisor, City isunionable with
Park Name, Film Director, Park City. But the relationship
semantics reveal that Supervisor has a different relationship to
Park Name than Film Director has to Park Name.

1.1 Contributions

Our contributions can be summarized as follows.

® Relationship-based Semantic Table Union Search. We present a new
definition of table union search that comprehensively integrates
column and relationship semantics.

o KB Solution. We present a solution to the relationship-based se-
mantic table union search problem that uses a knowledge base (KB)
to determine column and relationship semantics. Our solution cre-
ates semantic graphs for tables whose nodes are columns and edges
are binary relationships found in the KB (depicted in Fig. 1(d)-(f)
and explained in Sec. 3). We present a scoring function to match
the semantic graph of a data lake table to that of a query table.

o Synthesized KB Solution. We present a second, novel solution to
the search problem that uses the data lake itself to determine if a

set of columns have the same or similar semantics. Our solution
determines if the binary relationship between two columns has
similar semantics with other binary relationships in the data lake.
We show how this synthesized KB can be used to create semantic
graphs and solve the table union search problem.

o Empirical Evaluation. Our two solutions were designed to be used
in concert with the Synthesized KB compensating for a curated KB
that has only partial coverage over a data lake (which is typical
when using both open KBs and proprietary enterprise KBs). We
show that when used together, our solutions outperform a state-of-
the-art table union baseline. We also experiment with using each
solution independently. Finally, we use the Synthesized KB together
with different sized samples of the curated KB to understand how
accurate our solution is as the coverage of the curated KB decreases.
o Benchmarks. We develop (and openly share) three new relation-
ship union benchmarks. In the first, we reuse part of the TUS bench-
mark [33] and label it with relationship semantics. In the second,
we use real open data tables and queries, and label a groundtruth.
The third is a larger data lake with open data tables and queries,
where we only label the query results that either our technique or
a baseline technique returns. Hence, this larger benchmark can be
used to evaluate precision and efficiency, but not recall.

2 RELATED WORK

There is a rich literature on table union search that started with
work on web tables. We begin by describing the state-of-the-art in
table union search (Sec. 2.1), after which we discuss related work
on attribute annotation (Sec. 2.2) and other related work (Sec. 2.3).

2.1 Searching for Unionable Tables

Cafarella et al. [5] uses search-style keyword queries and returns
a ranked list of relevant web tables. They mainly use tf-idf score
and mean string length difference to find the similarity between
the columns and combine them to infer the table similarity.
Sarma et al. [7] defines the problem of finding unionable web
tables as an entity complement problem. Two tables are deemed
unionable if they share similar schemas and a “subject” column,
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which is a single column that contains the entities the table is about.
This work assumes that each table has a single subject column, a
common trait of web tables, but as we argued in Sec. 1 is a limiting
assumption in data lakes and open data. Also, this approach relies
solely on an existing KB.

Lehmberg et al. [20] uses attribute labels and value overlap
between attributes to determine table matching. They build on
work from Ling et al. [24] that relies on web tables having identical
or similar schemas and uses value overlap. However, attribute labels
can be ambiguous or missing in data tables [32], so we cannot rely
on such metadata to be complete and consistent.

Nargesian et al. [33] considers two tables to be unionable if
they have a bipartite matching between a subset of their columns.
This approach generates attribute unionability scores using three
different statistical tests, one of which is semantic unionability that
makes use of an existing KB. Since they also look at set overlap
and word embeddings, they do not rely exclusively on a KB. How-
ever, they do not consider the semantics of relationships between
columns as discussed in Ex. 1. This in turn, may yield false positive
results when searching for unionable tables.

Fernandez et al. [11] introduces SemProp, which links related
tables by creating DAGs of table elements and external sources
such as ontologies and embeddings, connected by semantic and
syntactic links. Although the goals are similar, we solely leverage
the data values in tables whereas SemProp mainly uses the tables’
schemas and names to find related tables.

Bogatu et al. [3] proposes an attribute-unionability framework
similar to Nargesian et al. [33] that adds attribute name similarity,
regular expression similarity, and distribution similarity to deter-
mine the relatedness between tables. We focus on attribute values,
and also include relationship and type hierarchy semantics.

2.2 Annotating Attributes and Relationships

Supervised Approaches. Sherlock is a supervised technique to
annotate attributes with 78 semantic types [19]. Zhang et al. ex-
tended Sherlock with SATO, a hybrid machine learning model that
uses topic modeling and structured learning [46] Recently, Suhara
et al. introduced a multi-task learning approach called Dopuo [40]
that fine-tunes a BERT-base language model [9] and predicts the
column types and the relationship types between columns using
column values. These approaches, along with other supervised ap-
proaches [23, 42] require training over annotated data. Due to the
diversity of data lakes (and the large number of possible column
and relationship types) and the lack of comprehensive training data,
it is difficult to employ a supervised approach to solve the table
union problem.

Unsupervised Approaches. There are several unsupervised
approaches that annotate columns using KB’s. Mulwad et al. [31]
and Syed et al. [41] base their work on KBs to find type labels
for column headers. Mazumdar and Zhang propose TableMiner+
[28, 48], which detects a subject column and incrementally finds
attribute values in a KB to classify the columns. Venetis et al. [43]
extracts data from the web and constructs an isA database for types
and a relation database for properties (relationships) to provide
a wide coverage of types and relationships. These existing unsu-
pervised approaches rely on information that is sparse in a data

lake, such as column headers. Our approach uses both an existing
and a synthesized KB to find column and relation semantics from
only attribute values. Also, we make use of a KB type hierarchy to
expand the range of union search.

2.3 Other Related Work

Embeddings. Nargesian et al. [33] introduced the used of word
embeddings for table union search. Cappuzzo et al. [6] proposed to
create relational embeddings for each table based on neighboring
values in rows and columns. They consider a few data integration
tasks, but not unionability and require significant training data.

Domain Discovery. Ota et al. [34] introduce D4, an unsuper-
vised algorithm that uses co-occurrence of values in different tables
to discover the set of values that belong to the same domain. Our
approach also makes use of co-occurrence of values when creating
our synthesized KB, and we not only use co-occurrence of values in
a column, but also consider the co-occurrence of values in binary
relationships to discover relationship domains.

Semantic Search over Structured Data. Galhotra et al. [14]
proposes S3D, a system that finds related tables, rows, and columns
from KBs and datasets. S3D’s search method is similar to ours, but
they do not account for low KB coverage.

3 RELATIONSHIP UNIONABILITY

We now introduce the building blocks of SANTOS (SemANTtic Table
uniOn Search). SANTOS determines unionability based on not just
the semantics of columns (column semantics), but also the semantics
of binary relationships between columns (relationship semantics).

Column Semantics. Like previous approaches to semantic an-
notation or column-type discovery in data lakes [19, 34, 46], we
associate each column with a set of semantic annotations. An an-
notation may be a type in a KB or, when using unsupervised tech-
niques [33, 34], we may determine that a set of columns have the
same, but unknown semantics (for example, they are attribute union-
able [33]). We call this column semantics. As an example, in Tables
(a) and (b) of Fig. 1, even if no known semantics can be found for
Park information, we can still determine that the first columns
share the same (but unknown) semantics. As the discovery process
is uncertain, each annotation or type in the column semantics is
associated with a confidence score.

DEFINITION 3 (COLUMN SEMANTICS). Each column c in a table
T has a column semantics (denoted CS(c)) which is a set of annota-
tions each defining a conceptual domain to which the values in the
column may belong. Each annotation a € CS(c) has a confidence
score between 0 and 1 that reflects the confidence in the inclusion of
the annotation a in CS(c).

ExAMPLE 4. In Table (b) of Fig. 1, CS(Park Name) may have a
set of types {Place, Tourist Attraction, Park} and CS(Film
Title) may have {Creative Work, Movie}. The confidence score
will reflect our confidence in each type, for example if, hypothet-
ically, more values in column Park Name map to type Tourist
Attraction and only a few to the more specialized type Park, then
a method may assign a lower confidence score to Park. There may
be other columns for which the column semantics is the empty set.



Relationship Semantics. In addition to column semantics used
in previous table union search approaches [3, 33], we use relation-
ship semantics to guide the search. Note that a relationship is any
binary relation between column values (in particular, it does not
need to be a function). In SANTOS, each pair of columns is associ-
ated with a set of relationships, each with a confidence score. Using
a KB, we may assign a column pair with a known relationship (for
example, a property) in the KB [18, 36], or we may use unsupervised
techniques to determine that a set of column pairs have the same
(but unknown) relationship.

DEFINITION 5 (RELATIONSHIP SEMANTICS). Each pair of columns
c1, ¢z in a table T has a relationship semantics (denoted RS(c1, c2))
which is a set of annotations, each defining a conceptual relationship
to which the tuples in 7, ¢c,(T) may belong. Each annotation a €
RS(c1,¢2) has a confidence score between 0 and 1 that reflects the
confidence in the inclusion of the annotation a in RS(cq, ¢2).

EXAMPLE 6. Relationship semantics in Table (b) of Fig. 1 in-
cludeDirectedBy between Film Title and Film Director, and
HasPhone between Park Name and Park Phone. There may be no
relationship discovered between Film Title and Park Name, in
which case RS(Film Title, Park Name) = 0.

Semantic Graph. A relationship can be represented as a (Sub-
ject, Predicate, Object) triple or an edge in a graph whose nodes
are the columns of a table and edges connect pairs of columns. For
now, we assume we have an oracle (which may be a KB or any
relationship discovery tool) that provides column and relationship
semantics. We can form a semantic graph for each table T that con-
tains a node for each column and an edge between two columns if
they have non-empty relationship semantics.

DEFINITION 7 (SEMANTIC GRAPH). Given a set of columns C =
{c1,¢2...cm} inatableT, the semantic graph of T is a graph SG(T) =
(V, E) with a distinct vertexv; for each column c;, labeled with CS(c;).
For each column pair (cj,cj),i # j, with non-empty relationship
semantics RS(cj, cj) # 0, there is an undirected edge e;j between v;
andv; labeled with RS(c;, cj).

EXAMPLE 8. Semantic graphs for data lake Table (b) about parks
and films and Table (c) about people are shown in Fig. 1 (e), (f)
respectively (with column semantics omitted). As seen in (e), seman-
tic graphs of data lake tables may not be connected, depending on
the relationship discovery. Some edges are dashed only to make the
connection with Tables (b) and (c) more intuitive.

Unionability Search over Semantic Graphs. In SANTOS, a
user (a data scientist) provides a Query Table (denoted by Q) and
specifies its intent column (denoted by I), which is a column of most
interest to the user that forms relationships of interest with other
columns. SANTOS creates a semantic graph for the query table that
is restricted to being a tree rooted at the intent column, called the
Query Semantic Tree. We find relationships from the intent column
to other columns in the query table, then transitively search for
relationships from these columns. This process allows a user to
direct the search to include their intent column. We search for
data lake tables that contain a column with a similar (matching)
semantics to the intent column and with similar relationships. More
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specifically, we will look for a tree within each semantic graph of
data lake tables that matches a subtree of the query tree rooted at
the intent column. We do not require that the full query semantic
tree be covered by a data lake table. We assume a scoring function
that considers the strength of column and relationship matching
as well as how much of the query tree is matched. We define a
precise scoring function in Sec. 6, after we describe how we compute
column and relationship semantics. The scoring function captures
how closely the Semantic Graph of a data lake table matches with
the Query Semantic Tree.

ExAMPLE 9. Consider Table (a) about parks in Fig. 1 as a
query table. Suppose a user’s intent column is Park Name, which
has two relationships (1) Park Name-LedBy-Supervisor and
(2) Park Name-LocatedIn-City. City forms a third relation-
ship: City-LocatedIn-Country. The semantic graph is depicted
in Fig. 1 (d). For brevity, we omit the CS in the figure and in-
clude only one RS for each edge. With the intent column I, we
can determine if the semantic graph of Table (b) (Fig. 1(e)) con-
tains a subtree that maps to the query semantic tree rooted at I If
the CS for Park Name and City match in (a) and (b) and RS of
locatedIn matches locatedIn, then (b) is a candidate unionable
table that unions on Ipark Name, Park City- Notice however the se-
mantic graph Fig. 1(f) of Fig. 1(c) about people. Although there is
a possible matching relationship involving Birthplace and City
(with City—-LocatedIn-Country), (c) is not a candidate unionable
table as there is no good match with the user’s intent column.

DEFINITION 10 (SANTOS Tor-x UNION SEARCH SOLUTION).
Given a set of Data Lake Tables T, a query table Q with a speci-
fied intent column I, a semantic graph for Q, SG(Q), which forms
a tree rooted at I. We assume a semantic graph matching or scoring
function S that for each T € T returns the highest scoring subtree
of SG(T) that matches a subtree of SG(Q) rooted at I along with its
score. The SANTOS union search solution is the top-k data lake tables
having the highest score modeled by S.

We introduce two methods to create semantic graphs. Sec. 4
describes one that uses an existing KB, and Sec. 5 introduces another
that is designed to be used when there is no or partial KB coverage
over the data lake (as commonly seen with enterprise and open
data lakes). We discuss how we leverage these methods to create
semantic graphs in Sec. 6 and walk through our implementation in
Sec. 7. Finally, we present experiments (Sec. 8) using each method
independently and together to provide better accuracy.

4 SEMANTIC GRAPH CREATION WITH KB

In this section, we present a method for creating semantic graphs
using an existing KB. Recall that metadata (like column headers,
table name, etc.) may be missing, inconsistent or incomplete in data
lake tables [1, 10, 32, 47]. Therefore, we create the semantic graphs
by using the cell values only.

4.1 Column Semantics

To create column semantics (CS), we associate a set of KB types
(called annotations in Definition 3) to each column. Associating
columns with types from a KB is a well-studied problem [19, 38,
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43, 46, 48]. Like previous work on unionability [33] and column
type detection [34, 40, 46], we only use values within a column
to determine the associated KB types. Like others [33, 43], we use
both the KB types and type hierarchy to define CS, since there may
be tables that match with a query table at a different granular level.
Therefore, instead of annotating each column with a single type, we
annotate with a set of types. This provides flexibility in matching a
data lake table with query tables of different granularity.

ExampLE 11. Consider the Birthplace column in Table(c) of
Fig. 1 that describes where people were born. We might assign a more
specific type city to this column because the majority of values
are cities. However, we might also assign a broader type Place as
this column also contains information on places that are not cities
(e.g., Texas and Barnet). Consequently, using any single type for
the columns in the data lake tables can impact the effectiveness of
union search as it may differ from the detected type in the query
table. Therefore, we keep a set of types as the CS and select one to
use at query time depending on the query table CS. This allows us
to match the same data lake table column with the columns from
different query tables—some with just cities and some with places.

CS is assigned based on semantic consistency. For example, if a
column is assigned a type place, it can also be assigned another
granular type city but not music album, which is semantically incon-
sistent. We make use of the KB type hierarchy to ensure semantic
consistency by only assigning types to a column that are in a ISA
relationship in the KB type hierarchy.

SANTOS can be used with any open, enterprise-level, or domain-
specific KB. We use YAGO 4 [36] (referred to as YAGO hereafter) in
our setup which has a single root. The KB root is a generic type and
is uninformative to use as part of CS. As YAGO has a large and rich
set of types that are direct descendants of the root, we choose to use
all direct descendants of this root as the top level types denoted by
Atop- These are types that can form the root of CS and are assumed
to be semantically disjoint.! To define the CS(c), we map each value
in ¢ to the KB. If the value appears in the KB in a type a, we add
a and all its ancestors up to a top level type € Aty to the column
semantics candidate set CS;andidate (€). Note that a single value may
map to multiple types (for example in YAGO, Boston? maps to
City and Music Album) and different values may map to different
or identical types. After going through all values, if CS;andidate (¢)
contains multiple top level types, then we keep only the top level
type (and all its descendants) in CS¢andidate (¢) mapped to by the
majority of values, which ensures semantic consistency.?

ExampLE 12. Consider Birthplace column in Table (c) of Fig. 1
that has 5 unique values. The value Boston is associated with place
and creative work, both of which are in Atop. The KB returns both
types for the Birthplace column, as well as descendants of place
to which at least one value is mapped: {administrative area,
city, state} and the descendant of creative work to which at
least one value is mapped: {music album}. Notice the majority of
the values are associated with place. Therefore, we select place as
the top level type for theBirthplace column and discard creative

!In a different KB, a different choice may be made.
Zhttps://en.wikipedia.org/wiki/Boston_(album)
3In the rare case of ties, we keep the rarer top level type having the fewest entities.

work and its descendants. Therefore, CS(Birthplace) is the set of
types: {place, administrative area, city, state}.

4.2 Column Semantics Confidence

We assign a confidence score to each type by taking the product of
the frequency score (fs) and granularity score (gs). This score captures
the same intuition as the well known measure TF-IDF [2, 37]. TF-IDF
measures the importance of a word in a document considering its
occurrence and specificity. Here we want to measure the importance
of each type. In our case, TF, which is the occurrence of a term
in the document [25], aligns with fs and IDF, which captures the
specificity and rareness of the term [39], aligns with gs.

Concretely, the frequency score fs(a) of type a € CS(c) in column
¢ is the fraction of unique values in ¢ that are mapped to a (|c4|)
out of all unique values in ¢ mapped to the KB (|ckg|):

|cal

|exs]

fs(a) = (1)

ExampLE 13. Consider the CS for the column Birthplace
of Fig. 1(c) which includes the annotations city and state. These
annotations are siblings in the KB, each with an ISA relationship
to a parent place Notice however, that only 1 unique data value
(Texas) out of 5 is associated with state while 3 are associated
with city (Barnet is mapped to neither city nor state but does
map to place). To model this difference, we assign frequency scores
fs(state) = 0.2 and fs(city) = 0.6. As all values are mapped to the
top level type place, fs(place) = 1.0.

A set of entities of a descendant type is always a subset of entities
belonging to its ancestor types in the type hierarchy. So, the higher
level types are always mapped to by the same or more entities
than children types. This is reflected in the frequency score. From
the perspective of information theory, the less probable outcome
has greater information [26, 39]. In our case, a type that appears
more frequently in the KB is less informative. As mentioned earlier,
inspired by the well-known tf-idf measure [2], we penalize the fre-
quent ancestor types by using a frequency-based strategy utilizing
KB statistics and assign a granularity score (gs) to each type. The
basic idea is to count the frequency of each type a by counting the
entities that map to type a and penalize the frequent types. The
granularity score is computed in Eq. (2) which uses a log function.

1
min(1,log(a.count))

gs(a) = @)

To keep gs consistent with fs, gs also ranges from 0 to 1. Note that
for rare types with less than 10 entities, the log function returns a
value less than 1. Thus, we use the min function in the denominator.

ExaMPLE 14. Consider the entity Boston, which belongs to the
types city and place. In YAGO, over 6 million entities have type
place, and ~42,000 entities have type city. Then, city is a more
informative type than place, which is an ancestor type. Hence, the
granularity scores are gs(place) ~ 0.14 and gs(city) ~ 0.22.

We assume that the computations of granularity score and fre-
quency score are independent of one another as the former is based
on KB statistics and the latter is based on the semantics of values
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in a column. Our objective is to prioritize those types that are more
specific (i.e. higher granularity score) and also capture the semantics
of the column values better (i.e. high frequency score). Thus, given
a column ¢ with annotation a, we define the KB Column Semantics
Confidence Score by aggregating fs and gs of a:

s(a) - gs(a) ifc € data-lake table T
CSeona(e.) = {f( ) - gs(a)

. ®)
fs(a) ifc € query table Q

Note that to avoid double penalization, we only penalize the
top-level types in the data-lake tables.

ExamPLE 15. Birthplace in data lake table Fig. 1(c) has CS with
respective CSconr {place:1.0-0.14, administrative area:1.0-
0.17, city:0.60-0.22, state:0.20-0.35}.

4.3 Relationship Semantics

We compute relationship semantics (RS) for every pair of string
(non-numeric) columns within the query table and within data lake
tables. Note that many pairs of columns (like Park Name and Film
Director) may not have a semantic relationship represented in the
KB. Intuitively, there is at least an indirect relationship between all
columns in a table (in this case, the director of a film shown in the
park), but in this section, we are only interested in relationships
found in the KB. Suppose columns ¢ and ¢y in table T have non-
empty CS (meaning they are annotated with at least one KB type).
To determine RS, we determine if a pair of values in ¢, ¢, (T) is
associated with entities (e, ez) that have a KB relationship p. The
RS Confidence Score RScons (¢, p, ¢j) for a binary relationship p
between columns c;, ¢j (r¢;,¢c;(T)) in T is:

[(ciscj)pl
|(ci, cj)xBl
such that |(c;, ¢j)| is the number of unique value-pairs with predi-
cate p from KB, and |(c;, ¢j)xg| is the total number of unique value

pairs mapped to the KB. Note that only the relationship semantics
with the maximum score is included in the semantic graph.*

RScone(¢i» ps Cj) = 4

ExAMPLE 16. In Fig. 1(c), RS(Person,Birthplace) contains the
annotation birthplace with confidence score RScony = 1.0.

5 SYNTHESIZED KB SEMANTIC GRAPH

KBs may have limited coverage over real data lakes. Hence, using
only an existing KB (even a set of KBs) to determine CS and RS
can lead to low coverage. Our experimental study indicates that
YAGO [36], a well-known and maintained KB, covers only 42% of the
string cell values in UK open data and 34% in Canada open data. To
solve this problem, we propose a novel data-driven approach using
the data lake itself, creating a synthesized KB. Our key insight is that
we can replace the role of an existing KB in finding CS and RS with a
KB that captures co-occurrence information across data lake tables.
To determine CS, instead of mapping values to an existing KB, we
now use a mapping to other columns with the same values. Rather
than finding actual semantic types, we leverage type co-occurrence
across columns to decide their semantic compatibility. To do so,

“If there is a tie, we pick the annotation for p that has the smallest number of entity
pairs in the KB, thus preferring the rarer predicate.
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we annotate all values that co-occur in a column or a meaningful
relationship with a “synthesized type.” We then determine CS and
RS by also considering other column and column pairs (thus their
synthesized types) with overlapping values.

5.1 Synthesized Column Semantics

Generally, values within the same column share the same semantic
types. For example, in Fig. 1(c), all values in the Person column
have type person and values in Birthplace share type place. Con-
sidering this property and assuming we do not have homographs
[22], we start by assigning to each column in the data lake a unique
synthesized column semantics with a confidence score equal to 1.
For example, considering Table 1 about parks and movies in Fig. 2,
we assign synthesized column semantics A, B to the columns. Simi-
larly, we assign D, E and F, G as column semantics to the columns
in Tables 2, 3 respectively.

There can also be different columns that share the same column
semantics. For instance, consider Tables 1 and 2 in Fig. 2. Notice
that columns A and D are both about parks while columns B and
E are about movies. We hypothesize that columns with common
semantics have overlapping values that share the same types. We
want to determine how likely it is for a column c to share semantics
with column ¢}, and thus inherit CS(c;). Formally, along with its
own column semantics, Like in Sec. 4.2, we also assign synthesized
type a from column c; to column ¢ with a confidence score. We
define a synthesized column semantics confidence score for column
¢ where CSconr 0f a is the fraction of unique values in c that are
also in ¢;j (|c N ¢;|) over the total unique values in ¢ (|c]). If ¢ = c},
then CSconr Of @ is 1.

1 ifc=c¢j

CSconr(c,a € CS(cj)) =9 le N cjl . (5)
T otherwise
c

Note that as we do not have type hierarchy information for the
synthesized column semantics, we assume all synthesized CS are
of the same granularity level and set gs(a) = 1 for each type.

5.2 Synthesized Relationship Semantics

For column pairs in a table that share a "meaningful relationship",
we assign a synthesized relationship semantics (RS). For example,
consider Table 1 of Fig. 2 about films shown at parks, where columns
A and B have a meaningful relationship, annotated as RS(A, B).
Following the same logic as annotating synthesized CS, we consider
two column pairs to have the same RS if their value pairs overlap.
For instance, column pairs (A, B)and (D, E)in Table 2 of Fig. 2 have
overlapping value pairs (depicted in bold text), indicating that they
likely share a meaningful relationship. Therefore, along with its
own synthesized RS, we also assign a synthesized RS p € RS(d;, d;)
of column pair (d;, dj) to the column pair (¢, ¢j) (7r¢;,¢; (T)) of table
T with synthesized RScoyr given by:

1 ifc; =dj,cj=dj

RScone(ci, p,cj) = 1 |(ciscj) N (di, dj)| otherwise (6)
[(circj)l

where |(c;, ¢j) N (d;, dj)| is the number of unique overlapping value
pairs between distinct column pairs and |(c;, ¢j)| is the total unique
value-pairs in (cj, c;).
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Table 1 Table 2
A B D E
Brands Park Moana Kells Park | Spider-Man

Kells Park | Spider-Man Eckhart Park| Avengers
Eckhart Park| Avengers Union Park | Black Panther

RS(D, E): 0.66 Chopin Park Trolls
Wicker Park Moana

RS(A, B): 0.4 RS(F, G): 0.2

CS(A): 1.0, RS(AB): 1.0 CS(B): 1.0,
CS(D): 0.66 RS(D.E): 0.6 CS(E): 0.66
(D,E): 0.66
O O
Semantic graph for Table 1
Table 3 CS(A): 0.4, :
1 o C8(0) 10. RS(h, B): 0.4, oy 10
Union Park | Black Panther| ~ CS(F): 0.2 Rs;F;G;:- 02 CS(G): 0.2
Gill Park Wonder O O
RS(D, E): 0.5 Semantic graph for Table 2
CS(D): 0.5, RS(D,E): 0.5 CS(E): 0.5,
CS(F): 1.0 RS(FjG)_, 10 CS(G): 1.0
O O

Semantic graph for Table 3

Figure 2: Synthesized relationship semantics of data lake tables and their respective semantic graphs. Value-pairs bolded and
highlighted in orange appear in Tables 1 and 2, and the value-pair italicized and highlighted in blue appear in Tables 2 and 3.

Note that although we may have multiple types in relationship
semantics for each column pair (seen in Semantic Graphs in Fig. 2),
we use only the type that best matches with the query table during
the query phase (Sec. 6). We discuss implementation details for
efficient indexing of the synthesized KB in Sec. 7.

6 SANTOS UNION SEARCH

In the previous sections, we presented two methods for creating
semantic graphs: one relying on a high-quality existing KB (YAGO),
the other on our proposed synthesized KB. We now discuss how to
compute a unionability score from both semantic graphs.
Scoring function. Recall that SANTOS takes a query table as in-
put from the user and the objective is to generate a ranked list of top-
k unionable tables. Generating a ranked list of relevant documents
for a given query is a well-studied problem in the literature [13, 15].
Recently, Ho et al. formulated a ranking function to rank a list of
relevant text documents for a given sentence query [16]. They ex-
tract a set of tokens representing the context of the query sentence
and each candidate document. Each token is assigned a confidence
score. The (normalized) summation of the confidence scores of
matching tokens is used to rank the documents. This function is
modified and used to rank the relevant web tables for the given
quantity queries [17]. We use the same concept to motivate our
scoring function without normalization as this does not change the
ranking. In our work, the context is represented by matching query
table’s column pairs with data lake table’s column pairs and the
confidence is represented by their matching quality. Specifically,
we match a connected subtree of Q’s semantic query tree, rooted
at the intent column, into the semantic graph of data lake tables.
Intuitively, the larger the number of matching column pairs and the
higher the confidence that the corresponding semantic types agree,
the higher the match score. Note that in the score computation,
nodes and edges may each be annotated with multiple possible CS
and RS (Sec. 4.1, Sec. 5.2), each with respective confidence scores.

ExampLE 17. Consider table (a) of Fig. 1 about parks. Pos-
sible semantics for column pair (Park Name, City) are
park-locatedin-place, park-locatedin-city, etc. based on
the given KB. When value pairs from these columns are not covered
by the given KB, we also obtain semantics from the synthesized
KB such as CS(W)-RS(W, X)-CS(X) and CS(Y)-RS(Y,Z)-CS(Z),

where CS(W), CS(X), CS(Y) and CS(Z) are the synthesized CS and
RS(W,X), RS(Y,Z) the synthesized RS.

With semantics from both the KB and synthesized KB for the
same column pair, we propose a 2-step approach for computing the
unionability score. First, an “intra-method” technique selects the
best semantic match between query and data lake table for each
source separately. Then an “inter-method” comparison selects the
semantic match that maximizes the overall unionability score.

Let aj,az...ax = (CS(Qc) N CS(T;)) be the intersecting CS be-
tween a query table Q’s column Q. and a data lake table T’s column
T given by a semantic graph creation method G (i.e., either KB or
the synthesized KB). For each i, let the corresponding confidence
scores be CSconr(Qc, ai) and CSconr (Tt ai), respectively. Since the
column semantics assigned to the query table and data lake table
are independent of each other, we take a product of confidence
scores for each token to get their match score. Then, we select
the match that maximizes the score. Intuitively, the match score
between Q. and T, is determined by the column semantics with
the greatest product of confidence scores:

colMatchg(Qc, Tc) = ml?lx CSconr(Qc» ai)-CSconr (Te, ai).  (7)

We determine the relationship match score for column pairs
(Qc1, Qc2) in Q and (T¢1, Tp2) in T analogously as:

relMatchg ((Qc1, Qc2), (Te1, Te2))
= ml?X RSconr (Qct, pi, Qc2) - RScone (Tet, pi Te2). (8)

Here p1,p2,....px = (RS(Qc1, Qc2) N RS(T¢1, Tez)) are the inter-
secting relationship semantics between the column pairs. Note
that depending on the KB, RS(T¢1, Tc2) may differ from RS(Teo, Te1).
Therefore, the KB may return RS(T;1, Tcz) for the data lake table
and RS(Qcz, Qc1) for the query table. To model this, we preserve
both RS(T¢1, T;2) and RS(T¢2, T;1) for the data lake table. Once we
get RS for the query table, we match the data lake table’s RS that
maximizes the score with respect to the query table’s RS in Eq. (8).

The overall match score between Q’s column pair (Qc1, Qc2) and
T’s column pair (T¢1, Tc2) based on method G is then computed as:

pairMatchg ((Qc1, Qc2), (Te1, Tez)) = colMatchg (Qe1, Te1)
-relMatchg ((Qc1, Qc2), (Te1, Tez)) - colMatchg (Qcz, Tez)  (9)
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pairMatchs,y,: CS(W)-RS(Y.Z)-CS(X): 0.45 * 0.60 * 0.65 * 0.85 * 0.62 * 0.75 = 0.17 * 0.55
pairMatch: park-locatedln-city.m

Figure 3: Computation of pairMatch score between the se-
mantic tree of the parks table Fig. 1(a) as query table (left)
and the parks-and-movies table Fig. 1(b) as data lake table
(right). From the data lake table’s semantic graph, we extract
the semantic tree rooted at Park Name. The dotted arcs con-
nect the matching columns and relationships.

Let KB and Synth represent the semantic graph creation methods
based on the given and synthesized KB, respectively. Recall that
CSconr based on the given KB is assigned a granularity score for
penalizing the top-level types (Eq. (3)). However, due to the absence
of a type hierarchy in the synthesized KB, we consider all types
to be of same level and assign a granularity score of 1 to each
synthesized column semantics (Eq. (5)). To avoid bias, we compare
the “inter-method” pair matches ignoring the granularity score.

Formally, let a; and a; be the column semantics se-
lected in pairMatchgp((Qc1, Qc2), (Te1, Tcz)). With f denoting

a flag such that f = 1 iff pairMatchgp((Qc1,Qc2),(Te1,Tec2)) >
& gs(ar).gs(az) =
pairMatchSynth((ch, 0Qc2), (Te1, T2)), the match score between

(Qc1, Qc2) and (T¢1, T2) is computed as:

pairMatch((ch, 0c2), (Te1, Teo)) =
{pairMatchKB«ch, Qc2). (T1.Te2))  iff =1

; . (109)
palrMatChSynth((ch) Qc2), (Te1, Tez))  otherwise

ExaMmPLE 18. Let Table (a) in Fig. 1 about parks be the query table
(Q) withPark Name as the intent column. Consider Table (b) in Fig. 1
about parks and movies as the data lake table (T). There is a possible
match between these two tables such that Park Name matches with
Park Name and City matches with Park City. We compute the
corresponding pair match score as follows. Fig. 3 shows the semantic
graphs and the scores involved in selecting the matching pairs. The
query table semantic tree is shown on the left and the semantic tree
extracted from the data lake semantic graph rooted at Park Name is
shown on the right. The semantic graph before extracting the tree is
shown in Fig. 1(e). The dotted arcs connect the matching nodes and
edges. First, we use Eq. (7) to find the matching column semantics at
each node between the tables using existing and synthesized KBs. For
Park Name and Park Name, park and CS(W) are selected from the
existing and synthesized KB, respectively. Also for City and Park
City, city and CS(X) are selected using the same formula (Eq. (7)).
Furthermore, as we have only one relationship semantics for KB,
i.e., locatedIn, it is selected as the winner. For the synthesized KB
method, RS(Y,Z) wins over RS(W,X) according to Eq. (8). Finally,
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we use Eq. (10) to perform the inter-method comparison between
park-locatedIn—-city and CS(W)-RS(Y,Z)—CS(X). As shown in
the figure, as max(0.48 - 0.893,0.166 - 0.552) = 0.48-0.893, we select
park-locatedIn—city as the pairMatch between the column pairs.

If a branch is selected from the existing KB, we include the
granularity score in the pairMatch score so that when we compare
the score between the query table and different data lake tables, the
data lake tables matching in the granular types are prioritized over
the tables that match just on the top level types. Our pairMatch
score may be low if there is no match at the most granular level. One
can design a different penalization scheme to penalize the frequent
types to change the trend of scoring. However, our objective is to
introduce relative difference in the match between the query table
and each data lake table rather than the absolute unionability score.

Let there be m matching column pairs between Q’s semantic
tree SG(Q) rooted at intent column I and T’s subtree SG(T) rooted
at c. We compute the unionability score (S) between Q and T using

m
S(Q.T) = Z pairMatch((Q.I, Q.c;), (T.c,T.c;)). (11)
i=1
Intuitively, Eq. (11) favors the data lake table that has more
matching columns, finer granularity of matching types, and greater
probability of matching types.®. The latter two are captured by
the individual matching scores while the former is addressed by
the summation of such scores. Note that unionability between two
tables is often viewed as a binary decision, i.e., either the tables are
unionable or not. In a traditional database setting, two tables are
unionable iff they have compatible schemata.® In the data-lake set-
ting, the constraint of aligning a unionable table’s schema exactly
with that of a query table is not practical. Existing works [3, 33]
have relaxed this in their unionability definitions. However, they
solely consider column unionability without considering the rela-
tionships and the preservation of the query table’s topics. Thus, by
introducing SANTOS, we aim to show the importance of consider-
ing relationships when searching for unionable tables that share
the same intent as the query table.

7 SANTOS IMPLEMENTATION

We now describe SANTOS implementation, namely, the KB use, the
synthesized KB creation, and the pre-processing and query phases.

7.1 Knowledge Base Implementation

When creating CS and RS using YAGO types, we build four dic-
tionaries for efficient access. First, we store labels and alternate
names (synonyms) that describe the corresponding entity, derived
from YAGO, mapped to URIs’, in an entity dictionary. ® We con-
nect tables to the KB by mapping column values to KB labels and
alternate names. Note that YAGO permits multiple entities to have
the same label or alternate name, so a value may be mapped to
entities of different types (e.g. homographs [22]). Second, we build
an inheritance dictionary that stores each Top level type and their

5The score is normalized between 0 and 1 in the literature [16, 17].

®One might also pre-process the tables for compatibility, for example, project out
columns or rename attribute names.

"We only index labels and alternate names in English.

8 https://www.w3.0rg/2004/12/q/doc/rdf-labels.html
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Figure 4: Pipeline of SANTOS. (a) Preprocessing phase: data-lake tables are labeled with types from YAGO or synthesized KB.
(b) Query phase: the query table is annotated, and we query the data lake to retrieve and rank unionable tables. Columns
highlighted in blue represent the (matching) intent column. The type hierarchy is omitted for simplicity.

children types. Next, we use a type dictionary to lookup entities as
keys, which are also values in the entity dictionary, with their set
of (types, granularity score) as values (e.g. Boston: {(place, 0.14),
(city, 0.22),...}). Finally, we use a relationship dictionary to store
the set of binary relationships (properties) for each value-pair in the
KB, similar to the (proprietary) relation database used to recover
semantics of webtables [43].

As we index only the necessary KB triples, the total space taken
by these dictionaries in main memory is 3.75 GB. We need 965.18 MB
to store them persistently. ° Note that, creating these dictionaries is
a one-time task and takes less than 20 minutes in our experimental
setup (see Sec. 8.1).

7.2 Synthesized KB Implementation

For the synthesized KB, we create a Synthesized Type Dictionary and
Synthesized Relationship Dictionary. As we directly use cell values
as entities, an entity dictionary is not required. Also, the inheritance
dictionary is not needed as we consider all synthesized types to
have the same granularity. We will only discuss the creation of
the Synthesized Relationship Dictionary for column pairs, since the
Synthesized Type Dictionary is created in the same way.

Relationship RS: Type Score

(Brands Park, Moana) RS(A, B): 1.0,RS(D, E): 0.66

(Kells Park, Spider-Man) RS(A, B): 1.0,RS(D, E): 1.0, RS(F, G): 0.2
(Union Park, Black Panther) RS(A, B): 0.4,RS(D, E): 1.0, RS(F, G): 1.0
(Chopin Park, Trolls) RS(A, B): 0.4,RS(D, E): 1.0, RS(F, G): 0.2
(Gill Park, Wonder) RS(D, E): 0.5, RS(F, G): 1.0

Figure 5: Synthesized Relationship Dictionary for Fig. 2.

Synthesized Relationship Dictionary. In Sec. 4, we built a
relationship dictionary using an existing KB to create annotation to
add to the RS. Here, we follow an inverse process, i.e., we first assign
a new binary RS to each column pair, then populate a synthesized

9 We report main memory space returned by sys.getsizeof() and indexes are stored as
compressed pickle files (https://docs.python.org/2/library/pickle.html).

relationship dictionary with each value-pair in the column pair that
is not in any existing KB. For each such value-pair, we assign a
binary synthesized relationship semantic (RS), which is a distribution
of column pairs that exhibit some meaningful relationships among
value-pairs. A similar idea exists in topic modeling [35], where
some latent topic of a document (value-pair) is represented by a
distribution over other documents (column-pairs).

We first assign all value pairs in a column pair with the same
synthesized RS. For instance, value-pairs (Brands Park, Moana),
(Kells Park, Spider-Man) and (Eckhart Park, Avengers) in
Table 1 of Fig. 2 are all assigned RS(A,B). As we have discussed
however (Ex. 6), some binary relationships between columns in
a data lake are not meaningful and may be indirect. For example,
in Fig. 1 Table (c), value-pairs in IlpijmTitle ParkLocation like (Bee
Movie, 6748 N. Sacramento Ave.) and (Coco, 5210 W. 64th
St.), have a tenuous relationship at best (film shown in a park
with this address). Thus, we aim to capture only meaningful binary
relationships in which one column functionally determines another.
For example, in Fig. 1(b), Park Name functionally determines Park
Location, indicating a possible meaningful relationship. We hy-
pothesize that column pairs in a functional dependency are more
likely to contain a meaningful semantic relationship that also exists
in other tables and may be useful in union search. This also has
a benefit of reducing the synthesized relationship dictionary size.
We use an existing functional dependency (FD) discovery algorithm
called FDEP [12] to find unary FDs (FDs with a single column de-
terminant in binary relationships), and run their bottom-up variant
that first considers all pairwise relationships, then checks if a depen-
dency satisfies an FD. Although FDEP time complexity is quadratic,
we only use it offline.

To generate our synthesized relationship dictionary, we first
iterate over the data lake tables and store value-pairs in column
pairs (not found in the existing KB) that form an FD, and their
synthesized RS with a type score of 1, in a lookup dictionary. We
then find the type score of each RS to capture the likelihood for the
associated value-pair to have that semantics. Type scores, also seen
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as confidence scores for value-pairs, are also calculated based on
the overlap of value pairs in different tables (consistent with Eq. (6)).
However, we now consider value-pairs rather than column-pairs,
so we calculate the overlap score for each value-pair in a column
pair. Thus, we fill the Synthesized Relationship Dictionary (S) with
RS from the lookup dictionary and their associated type scores. We
clarify the computation using the following example.

ExAMPLE 19. Consider Tables 1, 2, and 3 in Fig. 2 and S in Fig. 5.
First, we assign all value-pairs with RS(A,B), RS(D,E) and RS(F,G)
with respect to their consisting column pairs with type score 1. Next,
consider Table 1 (RS(A,B)), which shares two value-pairs (bolded)
with Table 2 (RS(D, E) ) out of three total value-pairs. (Brands Park,
Moana) in Table 1 is then also assigned RS(D, E) with a type score of
%. Now consider Table 2, which shares two value-pairs with Table 1
(bolded) and one value-pair with Table 3 (italicized), out of five total
value-pairs. Then, (Chopin Park, Trolls) is assigned RS(A,B)
with a type score of% = 0.4 and RS(F,G) with a type score of% =
0.2.

7.3 Pre-Processing Phase

During the offline pre-preprocessing phase, we find CS and RS for
data lake tables using an external KB (Sec. 4), and discover FDs in
the data lake tables to create a synthesized KB (Sec. 7.2). To reduce
query time, we create two inverted indexes. First, a node inverted
index maps a column to its CS with respective CScong. The second
is an edge inverted index that maps RS to its connected columns in
the same table, with RScons-

Time Complexity. Consider a set of data lake tables 7~ and let
m and n be the largest number of columns and rows respectively
in a data lake table. We make a linear pass over each column and
record the count of each candidate CS (include candidate top-level
types) in an inverted index. So, the asymptotic time complexity of
computing CS is O(|7| - m - n). Similarly, for computing RS, we
only consider columns with non-empty CS, which can then find RS
in the KB [36]. Let m be the largest number of columns having CS
in a data lake table such that m. < m. The time taken to compute
RS is bounded by O(|77| - m2 - n).

The time complexity of creating synthesized KB includes the
creation of Synthesized Type Dictionary and Synthesized Relationship
Dictionary. Synthesized Type Dictionary creation is analogous to
CS computation, where we make a linear pass over each column
(O(|7"| - m - n) time). Also, the creation of Synthesized Relationship
Dictionary is analogous to RS computation. But in addition, we
also need to mine unary FDs, which is quadratic in the number
of columns [12]. So, its creation is linear in the highest number of
rows and quadratic only in the highest number of columns across
any table i.e., O(|7|-m?-n). Recall that this is a pre-processing task
and does not need to be done during the query phase. We report
the pre-processing time on different benchmarks in Sec. 8.4.

7.4 Query Phase
At query time, shown in Fig. 4(b), the user provides a query table

Q in which the intent column is marked.! We then create the

19The user may also select a set of property columns to consider. In our experiments
(Sec. 8), we simply assume that the user is interested in all property columns.

Aamod Khatiwada®, Grace Fan*, Roee Shraga, Zixuan Chen,
Wolfgang Gatterbauer, Renée J. Miller, Mirek Riedewald

semantic tree for Q, rooted at the intent column. For this, we access
KB and synthesized KB to find the CS and RS for the query table.
Given the annotated semantics of the query table, SANTOS searches
for unionable tables. It does so by retrieving a set of candidate tables
and their respective confidence scores from the inverted index.
SANTOS computes the unionability score between column pairs of
Q and candidate tables based on different hierarchy levels, allowing
us to match columns of different granularities (see Eq. (7)).

Time complexity. Given a query table Q with m columns and
n rows, we compute its CS from both KB and synthesized KB by
making a single pass over each column, which takes O (m - n) time.
Recall that we only find RS for columns that have non-empty CS.
Let m be the number of columns having CS such that m; < m. RS
can thus be computed in O(m?.n) time. After finding CS and RS
for the query table, the computation of unionability score depends
linearly on the number of semantics found for the query table. With
inverted indexes and the number of possible CS and RS as constant
during the query phase, it is efficient to compute the unionability
score. We report the query time using real data lake tables in Sec. 8.4.

8 EXPERIMENTS

In this section, we compare SANTOS with a state-of-the-art union-
ability approach D3L [3] that uses column unionability. Notice that
D3L builds on Table Union Search [33] by adding regular expres-
sions, domain distributions, etc. Hence, we only compare with D3L
to analyze the importance of relationship semantics in union search.

8.1 Experimental Setup

SANTOS is implemented in Python on a server with Intel(R)
Xeon(R) Gold 5218 CPU @ 2.30GHz processor. Our code is publicly
available.!! Our experiments aim to answer the following questions:

(1) How effective is SANTOS in returning top-k unionable tables
relative to the baseline given a query table? (Sec. 8.2)

(2) How do each component of SANTOS (use of existing KB,
use of synthesized KB, and use of both) influence the quality
of the results? (Sec. 8.3)

(3) How well does SANTOS scale over real data lakes, as com-
pared to prior work? (Sec. 8.4)

Evaluation Measures. Since our method, along with other table
union search methods, returns a top-k list of unionable tables, we
use mean average precision (MAP@k) to evaluate the effectiveness
of table union search approaches [27]. Following previous works [3,
33], we also report Precision at k (P@k) and Recall at k (R@k) [27].
When creating our ground truth for evaluations, we assign a binary
score € {0, 1} to a data lake table T, given a query table Q to label
T as unionable or not-unionable to Q. Formally, let 7 be the set
of unionable tables based on the ground truth and ‘f'Q be the set
of top-k unionable tables based on some method with respect to a
query table Q. Then, P@k and R@k with respect to Q are given by:

T6 N ¢ To N J¢
Pak=-2""2 pok=-2_72 (12)
70 70

Note that the size of ‘7"Q is set to k, while 7o may, in general,
be larger (or smaller) than k. To best understand the results, we

Uhttps://github.com/northeastern-datalab/santos
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create benchmarks where the ground truth (7p) is at least k. Hence,
using P@k, if a method returns less than k results, the results not
returned are considered incorrect (false). For instance, if k = 10
and the ground truth has 20 results, if a method returns only 2
results out of which 1 is correct and the other is incorrect, then

P@10 = % and R@10 = %). So when k < |7p| then perfect recall

is not possible as the R@k can at best be |‘7~LQ‘.

The mean average precision (MAP@k), defined as follows:
| T2l
MAP@k = — " P@k (13)
7ol i=
We compute P@k, R@k, and MAP@k for each query and report
the average performance over several queries for a fixed k (e.g.
average P@k). We also measure the pre-processing and query times
for scalability experiments.
Benchmarks. Figure 6 details the statistics of the benchmarks
that we use, both for their data lake tables and the query tables.
The benchmarks are publicly available. '2

Data lake Tables Query Tables
Table Source
# Tables | # Columns | # Rows | # Tables | # Columns | # Rows
TUS 1,530 14,810 6.8 M 125 1,610 557 K
SMALL 550 6,322 3.8M 50 615 | 1.07M
LARGE 11,090 123,477 70M 80 1,017 | 1.03M

Figure 6: Benchmarks used in the experiments.

1. TUS Benchmark (TUS): The TUS benchmark [33] focuses on
attribute unionability, ignoring relationships between columns.
Specifically, two tables in the benchmark are unionable if they
have unionable attributes. To repurpose this benchmark, we la-
beled tables in the benchmark unionable if they share relationships,
not just attributes. Specifically, out of the 10 original seed tables
used to produce 1530 tables in the benchmark, we found meaningful
relationships in tables that originate from 6 seed tables. From these,
we randomly selected 125 tables as Query Tables and marked the
intent columns. We use the original data lake from the benchmark.

2. SANTOS Small Benchmark (SMALL): The SANTOS Small
Benchmark contains 550 data lake tables from Canada, UK, US,
and Australian open data. First, we collected 296 real data lake
tables from 35 distinct domains. To further expand the benchmark,
we selected 19 large tables among them and manually annotated
the relationships between their columns. Using the benchmark cre-
ation technique from TUS [33], we then partitioned the annotated
tables horizontally and vertically to obtain 254 non-overlapping
tables, thereby increasing the total number of tables to 550. Then
we randomly selected 50 tables having at least 10 unionable tables
as query tables (at most 2 query tables from each domain) and
labeled the intent columns and the ground truth. As the tables are
taken from real data lakes, they contain nulls, string values, date,
numerical values, etc. We will refer to this benchmark as SMALL.

3. SANTOS Large Benchmark (LARGE): To evaluate SANTOS in a
broader environment, we collected 11,090 real tables from Canada
and UK Open Data for the data lake. From these tables, we randomly
selected 80 tables as query tables, each having at least 20 unionable

2https://github.com/northeastern-datalab/santos/tree/main/benchmark

tables, and marked their intent columns. For this benchmark, we
only report P@k and MAP@k (and runtimes) as reporting R@k
requires a laborious annotation of the full data lake. For similar
reasoning, we manually verify P@k and MAP@k only up to k = 20.
Like SMALL Benchmark, these tables also contain nulls, string
values, dates, numerical values, etc. We refer to this benchmark as
LARGE from now on.

Baselines. The table union search problem based on determin-
ing if column values are drawn from the same domain was first
defined and addressed by Nargesian et al. [33]. Recently, Bogatu et
al. proposed D3L for the broader problem of finding related tables
(both joinable and unionable tables) [3]. D3L adds metrics based
on column names, regular expressions and domain distributions
to the word-embedding and value overlap-based models of Narge-
sian et al. [33]. Therefore, we compare SANTOS to DL with these
extended metrics, by reproducing D3L using their code.!?

TURL is a recent method that uses representational learning over
web tables [8]. TURL learns table representations that successfully
find CS (column type annotation) and RS (relation extraction) in
web tables [8]. Although it does not support union search directly,
we extended it to create a SANTOS-like technique. Specifically, we
treat TURL as a KB and, similar to SANTOS, use it to annotate
the CS and RS for each table. Then we index the data lake tables
similarly to the method in Sec. 4. This approach provides an analysis
of a learning-based alternative that uses a pre-trained model.

8.2 SANTOS Effectiveness vs. Baselines

To analyze the effectiveness of SANTOS, we compare P@k, R@k
and MAP@k of SANTOS against our baselines D3L and TURL. We
then analyze variations of SANTOS in an ablation study in Sec. 8.3.

Figure 7 reports the average performance of SANTOS compared
to the baseline D3L on all three benchmarks. We only report TURL
for TUS benchmark, since its performance is similar on the other
benchmarks, with its measures significantly less than SANTOS.
For consistency with previous research [3, 33], and to ensure that
each query table has at least k expected unionable tables, we report
results for k = 60 on TUS. Considering the number of unionable
tables per query table, we report results at k = 10 on SMALL and
at k = 20 on LARGE (Fig. 7). Note that when the ground truth
contains more than k results, 100% R@k is not possible. Rather the
highest possible R@60 is around 62% for TUS and R@10 is around
72% for SMALL (Ideal lines in (b) and (d)). In the LARGE data lake
the whole corpus is not labeled. Therefore, we cannot report R@k.

We first evaluated a version of SANTOS that only considers
column semantics, SANTOS(,, compared against D*L. On TUS,
SANTOS, has MAP@60 of 65% and P@60 of 62%, which is com-
parable to D3L results. When we included relationship semantics
and evaluated full SANTOS against D3L, however, SANTOS per-
forms better than D3L over all measures in all benchmarks. On
TUS, SANTOS outperforms D3L by over 20%, 25% and 19% in terms
of P@60, MAP@60, and R@60, respectively. On SMALL, SANTOS
outperforms D3L by over 56%, 78%, and 61% for P@10, MAP@10,
and R@10 respectively. In terms of R@k, SANTOS is closer to ideal
recall than the baseline in both benchmarks. This indicates that
relationship semantics is important in union search.

Bhttps://github.com/alex-bogatu/d3l
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Benchmark Method MAP@k P@k R@k
TURL 0.13| 0.16 0.08
TUS 5

(k=60) D3L 064 | 058 0.31
SANTOS 0.80 | 0.70 0.37
SMALL D3L 052 | 058 0.42
(k=10) SANTOS 0.93 | 0.90 0.68

LARGE D3L 029 026
(k=20) SANTOS 0.77 | 0.73 -

Figure 7: Comparison of P@k, MAP@k and R@k of TURL,
D3L and SANTOSp,; on TUS, and D3L and SANTOSg,; on
SMALL and LARGE benchmarks.
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Figure 8: Effectiveness of SANTOS and its variations against
baselines in different benchmarks

On a real data lake (LARGE), we observe even further improve-
ments (P@20 and MAP@20 by over 180% and 165% compared
to D3L respectively), indicating that relationships are even more
important in this benchmark. For illustration, consider a query
table Q in LARGE benchmark about biodiversity in different coun-
ties (with columns like county_name, animal_scientific_name,
documented_year, etc.). For this table, the top-k results by SAN-
TOS contain tables about alpine birds, fish, and trees and the places
they are found, which seems to be correct. However, as discussed
in Ex. 1, although tables returned by DL have common (unionable)
columns, they are about different topics with different relationships.
For instance, they include tables about emergency hospital admis-
sions after accidents because they contain columns like county
(unionable with county_name in Q) that describes the place of ac-
cident and year (unionable with documented_year) that describes
when the accident took place. For both approaches, we manually
verify P@k and MAP@k up to k = 20. The raw results for each
query table on LARGE by SANTOS and D3L are available in the
supplementary materials. 1
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Figure 9: Average MAP@k of SANTOSg,; (k = 60 on TUS, k =
10 on SMALL) for different percentages of the existing KB

Figure 8 shows detailed comparison of precision and recall for
different values of k in both TUS and SMALL benchmarks. In these
graphs, SANTOS is labeled SANTOSg, ;- The other lines labeled
SANTOS will be explained below. For each k, SANTOS outper-
forms competing methods. Notice that perfect R@k is also plotted
in Fig. 8(b) (solid black line). TURL-based implementation has the
least precision (P@60 = 0.15), MAP (MAP@60 = 0.1) and Recall
(R@60 = 0.1) on TUS. It is possible that the reason TURL per-
forms poorly is that is trained over web tables, which have different
characteristics from real open data [29]. We only report TURL per-
formance on TUS as the results in other benchmarks show a similar
trend that is well below D3L and SANTOS.

8.3 SANTOS Effectiveness Ablation Study

We perform an ablation study to understand the impact of one of
our key innovations, the use of a synthesized KB, on the accuracy of
SANTOS. We compare the full version of SANTOS (SANTOSg), a
version of using solely the existing KB (SANTOSkg), and a version
only using the synthesized KB (SANTOSgyp) over varying values
of k on TUS and SMALL benchmarks. Fig. 8 shows these compar-
isons in detail. SANTOSg, obtains the best results over all values
of k in both benchmarks. On TUS (Fig. 8 (a) and (b)), SANTOSgy ;i
(circle/grey line) has lower P@k and R@k than SANTOSkg be-
cause it is not able to retrieve enough results for all the query tables.
However, using the synthesized KB with the existing KB together
(SANTOSgy1) provides the best performance. We see a different
trend on SMALL (Fig. 8 (c) and (d)) where SANTOSkp was not
able to return enough results. Specifically, the existing KB had no
coverage for 14 of the 50 query tables. However, SANTOSgy 1, was
able to handle those queries and hence, maintain the overall perfor-
mance of SANTOSg, . This suggests that the synthesized KB helps
SANTOS alleviate the effect from the imperfect coverage of a KB.
Note that we ran our experiments using an open KB over open data
tables. YAGO may cover less (or more) entities in an enterprise data
lake, but enterprises generally maintain their own domain-specific
KB’s [18, 44, 45]. SANTOS can easily be adapted to such data lakes
by augmenting YAGO with the respective enterprise KBs.

To better understand the contribution of the KB and synthesized
KB, we compute the average MAP@k of SANTOSg, by varying
the percentage of information from the existing KB randomly. We
systematically remove portions of the existing KB entities that are
in the data lake tables and evaluate how the synthesized KB com-
pensates for the loss of KB coverage. Fig. 9 shows this analysis on
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the TUS and SMALL benchmarks for k = 60 and k = 10, respec-
tively. We first turn off the existing KB and compute MAP@k for
SANTOSsynth- Then we gradually increase the existing KB cover-
age until we reach 100%. In both benchmarks, increasing the usage
of the KB increases SANTOS’s effectiveness almost linearly, empiri-
cally validating that SANTOS performs better with more KB cover-
age. Furthermore, it shows the significance of both SANTOSkp and
SANTOSgyn, where, SANTOSkp increases SANTOSgy’'s MAP by
18% on TUS and 15% on SMALL and SANTOSgyy, increases it by
8% on TUS and 43% on SMALL. This shows that SANTOSgy gy, alone
has decent accuracy (68% on TUS and 81% on SMALL), and incre-
mentally adding entries from the KB improves the accuracy further
in a near-linear trend. Thus, leveraging relationship semantics for
union search is benefited by the use of both KB’s.

Recall that, SANTOS only uses cell values to create the semantic
graphs. So, the accuracy of the created graph may depend on the
number of rows in the query tables i.e., fewer rows may impact
its accuracy. However, even a human expert would need an ade-
quate number of rows to understand the table semantics and so
does SANTOS. As reported in Fig. 6, the data lake tables generally
contain thousands of rows and hence, SANTOS is fairly effective
in understanding their semantics as reported in our experiments.

8.4 SANTOS Scalability

Benchmark Method Indexing Query (sec)
D3L 1hr21 min | 54.1(20.5-97.3)
- SANTOSg, 4 hr 26 min 22.9 (1.7 — 48.6)
SANTOS,g 1 hr 38 min 6.1(0.7-13.9)
SANTOSg 1, 3 hr 45 min 15.6 (0.7 — 43.2)
D3L 17 min 22.4 (7.4 -43.3)
SANTOSg, 4 hr 46 min 28.2 (0.8 - 102)
SMALL
SANTOS,g 1 hr 8 min 10.0 (0.3 -33.6)
SANTOSg 3 hr 41 min 18.2 (0.5 -98.6)
D3L 7 hr7 min | 177 (13.0 - 325.0)
LARGE
SANTOSg,, | 21 hr59 min | 35.8 (0.21 - 57.2)

Figure 10: Comparison of Indexing and Query times of
SANTOSgynth, SANTOSkB, SANTOSy, and DL in different
benchmarks. For Query time, we report both the average
query time and in parenthesis we include 80% confidence in-
terval (10% to 90% percentile).

As a final analysis, we experimentally validate that SAN-
TOS scales to large data lakes. We report indexing and query
times for SANTOS (SANTOSE,), the two variations of SANTOS
(SANTOSkp and SANTOSgypp,) and D3L on all three benchmarks
(Fig. 10). For discussion, we focus on LARGE as it is largest in size.

Although D3L is around 3x faster than SANTOS when index-
ing data lake tables (Sec. 7.3), the relationship-based approach of
SANTOS proves to be significantly more effective than the column-
based approach of D3L. Nevertheless, SANTOS is much faster than
D3L at query time (Sec. 7.4). In LARGE, SANTOS takes 7 sec on
average to index each data lake table, and thus is able to scale to
tables with thousands of rows and columns (see Fig. 6). The in-
dividual index creation time of SANTOSgy g, which includes the

time taken to discover FDs, is 17 hr 19 min. Recall that SANTOS
may be further effective if the tables do not contain homographs.
Using the state-of-the-art technique [22], the time taken to detect
the homographs is 17 min on the TUS Benchmark. Therefore, we
can detect homographs in fairly small and feasible pre-processing
time. Notice however, the absence of homographs is not a necessary
condition and SANTOS is still more effective than baselines with-
out this pre-processing step (see Sec. 8.2). Similarly, SANTOSkg’s
index creation time is 12 hr 40 min. One can create these indexes in
parallel, so SANTOSg, indexing time can alternatively be max(17
hr 19 min, 12 hr 40 min) = 17 hr 19 min plus few seconds to com-
bine the indexes (rather than 21 hr 59 min reported in Fig. 10). The
synthesized KB created over LARGE uses 3588 MB of main memory
at query time and occupies 3441 MB in the secondary storage. °
This further validates SANTOS’s scalability. In the future work, we
will study other spaces for optimizing the creation of synthesized
KB.

We analyze 125 Query Tables on TUS, 50 Query Tables on SMALL
and 80 query tables on LARGE, for which we report the average,
10th, and 90th percentile query times. Notice that the query time
can vary depending on the complexity of the query table. SANTOS
average query times are faster than D3L query time, since D3L
searches through each of their five indexes when finding union-
able tables, whereas we only search through synthesized KB index,
YAGO index, or both. Also, the query time of D3L and SANTOS
are comparable on SMALL because D3L is faster on smaller data
lakes. However, SANTOS is faster than D3L for larger data lakes as
suggested by the average query time on TUS (over 3 times faster)
and LARGE (almost 6 times faster). All in all, even with the new
synthesized KB, our indexing and query times are comparable or
even faster than those of a state-of-the-art approach.

9 CONCLUSION

We presented SANTOS, a method for finding unionable tables in
data lakes based on both column and relationship semantics. SAN-
TOS discovers and uses relationship semantics between pairs of
columns in a table using an existing knowledge base (KB) and a syn-
thesized KB created by exploiting the knowledge of the data lake.
We conducted experiments on an adapted version of the existing
TUS benchmark as well as our new SMALL and LARGE bench-
marks and showed that SANTOS unionability search outperforms a
state-of-the-art table union approach. Also, the experimental results
showed the robustness of our approach and the importance of our
synthesized KB in overcoming curated KBs with limited coverage.
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