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Abstract—Hardware memory disaggregation is an emerging
trend in datacenters that provides access to remote memory as
part of a shared pool or unused memory on machines across
the network. Memory disaggregation aims to improve memory
utilization and scale memory-intensive applications. Current state-
of-the-art prototypes have shown that hardware disaggregated
memory is a reality at the rack-scale. However, the memory
utilization benefits of memory disaggregation can only be fully
realized at larger scales enabled by a datacenter-wide network.
Introduction of a datacenter network results in new performance
and reliability failures that may manifest as higher network
latency. Additionally, sharing of the network introduces new
points of contention between multiple applications. In this work,
we characterize the impact of variable network latency and
contention in an open-source hardware disaggregated memory
prototype — ThymesisFlow. To support our characterization, we
have developed a delay injection framework that introduces delays
in remote memory access to emulate network latency. Based
on the characterization results, we develop insights into how
reliability and resource allocation mechanisms should evolve to
support hardware memory disaggregation beyond rack-scale in
datacenters.

I. INTRODUCTION

Hardware memory disaggregation [1]–[3] is an emerging

trend in datacenters that provides access to remote memory as

part of a shared pool, or by borrowing unused memory from re-

mote machines across the network. To enable memory accesses

across the network, processor cache misses are re-directed

on a cache-coherent interconnect [4]–[6] to a special remote

memory controller that further forwards the cache misses on the

network. Memory disaggregation has multiple advantages as it

can potentially 1) increase utilization of data center memory by

upto 30–40% [7], and 2) scale memory-intensive applications

(such as in-memory databases [8], parallel data processing

frameworks [9], and HPC applications [10]) by provisioning

them with additional memory in a cost-effective manner.

Current state-of-the-art prototypes 1 have shown that hard-

ware disaggregated memory is a reality at the rack-scale [1].

However, scaling disaggregation further to fully realize its

1We consider the memory borrowing model for disaggregation, where
compute nodes can borrow unutilized memory from other datacenter nodes.
An alternative model is memory pooling where nodes access CPU-less memory
devices over the network (as discussed in §V)

benefits can be challenging because of higher and dynamic

memory access latency imposed by the datacenter network.

In this work, we characterize the impact of contention and

variable network latency in a rack-scale hardware disaggregated

memory prototype — ThymesisFlow [1]. To support our

characterization, we have developed a delay injector that delays

outgoing remote memory requests to emulate delays associated

with the network. Injecting delay is a useful approach to

assess a system [11], [12] as delays can arise due to multiple

performance (such as network congestion) and reliability (such

as link repair) failures. Our delay injection experiments help

characterize the performance and reliability properties of a

hardware disaggregated memory system. We extrapolate the

characterization to suggest future research directions for the

evolution of resource management and reliability mechanisms

in hardware disaggregated memory beyond the rack-scale.

Our key findings and insights are following:

• Current processor architecture is resilient to timeout-
induced failures introduced by tail network latency.
While very high network delay leads to OS-level timeouts

and system crashes, we find that such delay is beyond the

tail latency observed in current datacenter network fabrics.

For example, we find that introducing additional network

delay which corresponds to the 99th percentile datacenter

network latency [13] to a hardware disaggregated memory

system, leads to performance degradation but does not

cause any system crashes. Therefore, improving processor

resilience to delay-induced failures is not of immediate

concern for beyond rack-scale memory disaggregation.

• Resource management mechanisms for disaggregated
memory need to enable Quality-of-Service (QoS) features.
Impact of network delay on application-level metrics (such

as request completion rate and job completion times)

is drastically different across workloads. For example,

a delay injection of 30 μs leads to a performance

degradation of less than 1% in Redis, an in-memory

key-value store, but an identical delay injection in the

Graph 500 benchmark leads to a 7× job completion

time increase. As the impact of additional delay is

substantially different for different applications, future

resource allocation mechanisms need to enable Quality-
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Figure 1: Overview of a remote memory access in a hardware disaggregated memory borrowing system.

of-Service (QoS) features to support workloads that are

sensitive to memory access latency increase. Examples

of such resource allocation mechanisms include page

migration at the operating system, congestion control and

packet scheduling at the network, and remote memory

allocations at the control plane.

• Impact of network latency dominates over memory con-
tention at lender node. Multiple concurrently running

applications at the lender node do not lead to a significant

performance impact on disaggregated memory at the bor-

rower node. As memory bus bandwidth is typically much

higher than network bandwidth, the network continues to

remain the bottleneck even when memory is shared. These

experimental insights can be used to improve the dynamic

assignment of disaggregated memory. For example, a

lender node with multiple running applications and an

idle lender node can be equally viable candidates for

remote memory reservation and access.

II. BACKGROUND

Several academic and industry prototypes have been pro-

posed to enable memory disaggregation by making changes to

the application [14], operating system [15], and hardware [1].

While each approach comes with its own advantages, we focus

on a hardware-based approach for memory disaggregation as

it has the lowest memory access latency and does not need

modifications to applications and the operating system kernel.

A. A model for hardware memory disaggregation

State-of-the-art architectures [1], [2] for hardware memory

disaggregation in the datacenter have proposed using cache

lines as basic blocks for remote memory accesses. Using

cache-line-sized memory accesses has gained traction as it

allows finer-grained access to memory (compared to pages)

and avoids expensive page faults. Enabling transfer via cache

lines involves: 1) Reserving memory at a datacenter node for

remote access, and 2) Enabling processor cache miss redirection

to access the reserved remote memory. Decisions involved in

reserving memory and configuring access to remote memory

are performed by a control plane.

Remote Memory Reservation: Each node in the system is

designated a role of either “borrower” (borrowing memory)

or “lender” (lending memory) node by the control plane. Role

assignment is dynamic and dependent on real-time memory

availability and demand of each node across the datacenter.

Additionally, the control plane decides the size of memory

reservations at each lender node.

Remote Memory Access: Figure 1 shows a representation of a

remote memory access from the borrower node CPU (left) to

memory at the lender node (right). We describe the memory

access path in further detail. Any remote memory address

accessed by the borrower node CPU that is not present in the

last-level cache is sent to a custom disaggregated memory NIC
via a cache-coherent interconnect protocol such as CXL [4] or

OpenCAPI [6]. The disaggregated memory NIC is implemented

via a custom ASIC or FPGA that transforms the cache miss

into a network packet by encapsulating with a packet header

for network transmission (such as the destination network

address, checksum, etc.). Additionally, address translation is

implemented to convert addresses at the borrower node to

corresponding addresses at the lender node. The network packet

containing the cache miss is then transmitted on a network

shared between multiple borrower-lender node pairs and can

include intermediate switches to support a large-scale datacenter.

The network packet reaches the lender node at the disaggregated

memory NIC that extracts out the address information. The

address is accessed from the local memory of the lender node

again via a cache-coherence protocol. The corresponding data

is then returned to the borrower node by reversing the entire

path. Note that the operating system kernel and applications at

the borrower and lender node do not need to be modified to

access disaggregated memory.

B. Challenges in scaling current architecture

State-of-the-art prototypes for hardware memory disaggre-

gation are limited to the rack-scale as they use direct point-to-

point links (instead of a shared network as described in §II-A)

between borrower and lender nodes [1]. Scaling beyond the

rack-scale can be advantageous as it can help fully realize the

benefits of memory disaggregation such as further improved

memory utilization. Attempts are being made to enable the

transition beyond rack-scale with the introduction of switching

support such as the CXL interconnect [4] and the Gen-Z

consortium [16]. The CXL standard provides a cache-coherent

interconnect between CPU and accelerators/memory, while the

GenZ standard provides a memory-centric server interconnect

across nodes. The recent merging of the Gen-Z specification

into CXL [17] has sent a clear sign of disaggregation of
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memory being pushed beyond the limits of the single machine

and rack. However, the introduction of a switched network

brings additional challenges due to new failure modes (such

as network congestion), some of which manifest as increased

network latency [18]. Additionally, the use of a large-scale

and shared disaggregated memory system introduces resource

contention due to multi-tenancy (i.e. multiple applications from

different nodes competing for the same lender node).

C. Addressing the Gap

In this work, we characterize a rack-scale hardware disag-

gregated memory prototype [1] under variable network latency

and different contention scenarios to understand the behaviour

of a beyond rack-scale hardware disaggregated memory system

with a switched network. To emulate higher network latency,

we have developed a delay injection framework that adds

specified delay values to remote memory access (as described

in §III). To create contention, we vary concurrency (i.e. number

of applications running simultaneously) at both lender and

borrower nodes (as described in §IV-E). Our characterization

results provide insights for designing future resource allocation

and reliability mechanisms in beyond rack-scale disaggregation

with a switched network.

III. DELAY INJECTION

In this section, we describe ThymesisFlow, the hardware

disaggregated memory system that we use as a characterization

testbed. We also discuss implementation details of the delay

injection framework that we use to synthetically emulate higher

network latency.

A. Prototype System

We use ThymesisFlow [1], an open-source prototype for

hardware memory disaggregation. ThymesisFlow implements

a hardware-software co-designed memory disaggregation in-

terconnect on top of the POWER9™ architecture, by directly

interfacing the memory bus via the OpenCAPI cache coherence

protocol. The prototype is composed of two IBM Power

System AC922 nodes. Each node features a dual socket

POWER9™ CPU (32 physical cores and 128 parallel hardware

threads) and 512GB of RAM. Both nodes are equipped with

an AlphaData 9V3 card that features a Xilinx Ultrascale FPGA

that implements the OpenCAPI stack and the ThymesisFlow

interconnect. Our prototype implements a two-node version of

the disaggregated memory model described in §II-A where:

1) the shared network is replaced by a 100Gb/s point-to-point

connection over a copper cable, and 2) the disaggregated

memory NIC is deployed on the AlphaData 9V3 cards. On the

software side, we rely on libthymesisflow, a user-space library

part of the ThymesysFlow project that configures the FPGAs,

and takes care of reserving the memory at the lender node and

hot-plugging it to the borrower node. The memory borrowed

is dedicated to the borrower node, and it is not accessed from

any process running on the lender node.

B. Delay Injection Implementation

We have created a delay injection framework that syn-

thetically emulates the delay between consecutive memory

requests. To synthetically generate delays, we introduce an

additional module between the routing and multiplexer modules

at the compute node egress in the ThymesisFlow prototype.

In the context of Figure 1, the delay injection module is part

of the borrower’s disaggregated memory NIC. The module

introduces delay while obeying the AXI4-Stream [19] protocol

conventions, used to interconnect the internal blocks of the

ThymesisFlow hardware design. The AXI4-Stream data transfer

is based on a two-way handshake mechanism of VALID and

READY binary signals that indicate whether data is available

and can be processed by the module downstream. Both READY
and VALID signals need to be high for the data to be read and

further processed. Our key modification was to keep the VALID
signal unchanged and set the modified READYNEW signal to

be high once every PERIOD FPGA clock cycles obeying (1).

In (1), COUNTER is the number of FPGA clock cycles that

have elapsed since system start and READYOLD is the original

unmodified READY signal.

READYNEW = READYOLD &(COUNTER%PERIOD==0) (1)

Effectively, a transaction is allowed to proceed once every

PERIOD cycles if READYOLD and VALID signals remain high.

We test our delay injection framework along with the

STREAM benchmark at varying values of PERIOD. Using our

delay injections, we: 1) validate that our injection framework

is able to emulate network latency at levels observed in

datacenter network fabrics, 2) find strong linear correlation

between PERIOD and application-level latency measurements,

and 3) observe that the overall system continues to have a

constant bandwidth-delay product (BDP) across different delay

injections. We elaborate on these results further in §IV.

IV. EVALUATION

In our evaluation, we first validate the correctness of our

delay injection framework (described in §III) in §IV-B. Next,

we use the delay injection framework to assess system resilience

and application performance degradation in §IV-C and §IV-D.

Additionally, we evaluate the effects of application concur-

rency (i.e. number of simultaneously running applications) at

borrower and lender nodes in §IV-E. Using our results, we

present insights for design of resource control and reliability

mechanisms in future hardware disaggregated memory systems

(at the end of each subsection).

A. Benchmarks

We consider benchmarks that represent applications with di-

verse memory bandwidth demands and latency requirements. In

this section, we describe each of these benchmarks and specific

configurations used to execute them in the ThymesisFlow

prototype with remote memory access.

STREAM: STREAM [20] is a memory testing benchmark that

measures memory access times and bandwidth for commonly

used kernels. We configured STREAM to use 10 million array

elements, requiring a total memory of 0.2 GiB, which is beyond
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Figure 2: Latency measured by

STREAM for varying delay injection.
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STREAM for varying delay injection.
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Figure 4: System reliability testing under

heavy delay injection.

the total cache size of 120 MiB on each node. Each benchmark

run executes four kernels, i.e., “copy”, “scale”, “add” and

“triad”. “copy” reads/writes 16 bytes (1 read, 1 write ops) of

memory per iteration, performing no floating point operations

(FLOPs), “scale” reads/writes the same amount of memory

with the same number of operations but it performs 1 FLOP

per iteration, “add” accesses 24 bytes of memory (2 read and

1 write ops) and executes 1 FLOP per iteration, and “triad”

accesses 24 bytes of memory (2 read and 1 write ops) executing

2 FLOPs per iteration.

Redis: Redis [21] is an in-memory data structure store used as a

database, cache, and message broker. To improve performance,

Redis works with an in-memory dataset. We test performance

of Redis with the Memtier [22] benchmark that generates data

for a variety of structures, performs stress testing, and helps

understand performance limits. We configured Memtier to use

4 threads with 50 connections per thread that cumulatively

send 10000 requests per client. The Memtier benchmark along

with Redis uses a working memory set of size ∼4 GB.

Graph 500: The Graph500 benchmark [23] constructs large

graphs and performs multiple iterations of Breadth First Search

(BFS) and Single Source Shortest Path (SSSP) on a generated

graph. We use a problem size of 20 with a edge factor of 16

with the Graph500 benchmark. In this configuration, Graph

500 uses a working memory set of size ∼1 GB.

B. Validating Delay Injection

To validate the functionality of the delay injection framework,

we run STREAM on the borrower node while keeping the

lender node idle, and introduce varying levels of delay via our

delay injection framework. Figure 2 shows the variation in

measured STREAM latency for varying PERIOD values set

via the delay injection framework. For the smallest PERIOD =

1, the system effectively behaves as the vanilla ThymesisFlow

prototype as all valid transactions pass through without any

waiting. Other values of PERIOD lead to varying levels of

delay injection and STREAM-measured latency lies between

1.2–150 μs. The measured range of latency corresponds to the

[0-90th]-percentile network latency in production datacenter

networks [13], [24]. Thus, our delay injection framework is able

to generate sufficiently high latency values to enable realistic

emulations of network conditions.

Figure 3 shows variation in measured STREAM bandwidth

for varying PERIOD values set via the delay injection frame-

work. We find that consumed bandwidth rapidly decreases

with additional delay and the bandwidth-delay product remains

roughly constant across all the delay injections with a value

equal to ∼16.5 kB.

C. Resilience Assesment

In this set of experiments, we intend to assess the potential

resilience limits of the processor and applications running

in the context of a hardware disaggregated memory system.

Our experimental setup is identical to the setup described

in §IV-B where we run a single STREAM instance on the

borrower node while keeping the lender node idle. We use

the delay injection framework (described in Section III) to

add exponentially increasing levels of delay to stress test our

system. Figure 4 shows the impact of increasing latency via

increasing PERIOD on latency measured by the STREAM

benchmark. At PERIOD = 1000, STREAM is able to run to

completion and measures the average memory access time to be

close to 400μs. Despite introducing such high delay, the system

stack at the borrower node (including the POWER9™ CPU,

OpenCAPI, and the FPGA) continues to remain functional.

Thus, we infer that the CPU is resilient to high values of delay.

When we increase PERIOD further and set it to 10000, the

ThymesisFlow compute-side FPGA is no longer detected due

to timeout and the disaggregated memory cannot be attached.

However, such a high value of PERIOD corresponds to a delay

of 4 ms, which is far beyond the 99th percentile tail network

latency as reported in existing datacenters [13], [24].

PERIOD=1 PERIOD=1000

Redis 1.01x 1.73x
Graph500 BFS 6x 2209x
Graph500 SSSP 5.3x 1800x

Table I: Impact of high delay on application performance.

We also evaluate the impact of high delay on application

performance as shown in Table I. To estimate performance

degradation, we use the ratio between the completion time on

disaggregated memory under delay injection and the original

completion time on local memory. For some applications

(Graph 500 and STREAM), we find that extremely high

delay leads to severe performance degradation that makes
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lender node.

the application completely unresponsive. For example, the

performance of Graph 500 degrades by almost 2209× compared

to local memory performance. Such an extreme performance

hit effectively renders the application unusable and could

violate service-level agreements (SLAs) provided by the

datacenter operator.

Takeaway: While the CPU is resilient to extremely high

delay values, severe performance degradation could violate

SLAs for applications.

D. Application Performance Impact

We measure the impact of varying delay on application

performance to understand the end-to-end impact of higher

network latency. We define application performance on a per-

application basis. For example, the number of requests served

per second and job completion times are used as metrics to

measure the performance of Redis and Graph 500, respectively.

To calculate performance degradation, we use the ratio between

the degraded runtime due to delay and the original baseline

runtime when running on vanilla ThymesisFlow with disaggre-

gated memory. Figure 5 shows the performance degradation due

to delay by setting different values of PERIOD (as discussed

in §III). We observe that application performance degradation

can be significantly different for different applications. For

example, the performance degradation of Redis is 1.01× at

high delay values, effectively amounting to a loss of less than

1%. However, the performance degradation of both Graph

500 benchmarks (BFS and SSSP) is upto 10.7× and 8× ,

which is significantly higher than Redis. The difference in

performance degradation arises because Redis serves requests

via the network stack which adds significant serving overhead.

While memory access time is also a component of the end-

to-end latency, it is negligible compared to the network stack

overheads that act as the limiting factor. On the other hand,

the Graph 500 benchmarks are almost completely limited by

memory and compute, and suffer from much more severe

performance degradation.

A hardware disaggregated memory datacenter will run a

mix of applications that have different sensitivity to memory

access latency. During periods of increased network latency,

applications with higher sensitivity to remote memory access

latency can benefit from additional resource allocation such

as network packet prioritization or page migration to local

memory. Therefore, resource allocation mechanisms across the

system stack should enable Quality-of-Service (QoS) features

to benefit sensitive applications. Examples of such resource

control mechanisms include: memory allocation at the control

plane, congestion control at the network, and page migration

at the operating system.

Takeaway: Application performance degradation under

increased remote memory access latency is variable and

warrants including QoS features in resource control mecha-

nisms.

E. Resource Contention

We run multiple memory contending applications concur-

rently to understand the impact of contention on application

performance at both the borrower and lender nodes. Specifically,

we run multiple instances of the STREAM benchmark in the

following two configurations:

• Memory Contention at the Borrower Node (MCBN):
All instances of STREAM run on the borrower node and

use disaggregated memory from the lender node.

• Memory Contention at the Lender Node (MCLN): All

but one instance of STREAM run on the lender node. A

single instance of STREAM runs on the borrower node

and uses disaggregated memory from the lender node,

thus contending with other STREAM instances running

on the lender node.

Figure 6 and Figure 7 show available bandwidth reported

by STREAM running at the borrower node in the MCBN

and MCLN scenarios respectively. We find that in the case

of MCLN, the available bandwidth on the borrower node is

independent of the number of concurrent running instances of

STREAM. The network bandwidth acts as a greater bottleneck

compared to decrease in available memory bus bandwidth at

the lender node. Therefore, the impact of memory contention at

the lender node does not lead to significant drop in performance

at the borrower node. In general, we expect the lender node

contention to be insignificant compared to the network as

memory bus bandwidth is significantly higher compared to

network bandwidth (100s of GB/s vs. 100s of Gb/s).

However, in the case of MCBN, multiple STREAM instances

contend on the same borrower node and there is an equal divi-
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sion of bandwidth amongst the competing STREAM instances

as they compete for the bottleneck network bandwidth.

The insight that lender-side contention for memory is

relatively insignificant can be used to drive better memory

allocation decisions at the control plane. For example, a lender

node with multiple running applications and an idle lender

node can be equally viable candidates for remote memory

reservation and access.

Takeaway: Memory allocation mechanisms can be

contention-aware to take advantage of variable contention

at borrower and lender nodes.

V. DISCUSSION

Limitations of the delay injection framework. Our delay

injection framework injects a near-constant delay and does not

create variability across memory accesses. However, production

datacenter networks have variable latencies with significant

variation at short timescales. In this paper, we demonstrate the

effects of variation in a coarse-grained manner by changing

injected delay values between two application runs. However,

injected delay for a single application is kept constant. It would

be interesting to explore the impact on application performance

when the delay varies at shorter timescales (i.e. within an

application run).

Applicability to alternate models of memory disaggregation.
An alternate model of hardware memory disaggregation is

memory pooling where the dedicated memory is mananged by a

controller without any attached CPUs. If disaggregated memory

is deployed with memory pools, results presented in §IV-E

could be significantly different. For instance, the memory

bandwidth contention between multiple applications could be

significantly higher depending on the available bandwidth of

each memory pool and the bottleneck could shift from the

network to the memory pool itself.

Differences between cache-coherence protocols. Our test

system ThymesisFlow uses the OpenCAPI protocol to redirect

cache misses to the network. A competing cache coherent

interconnect for memory disaggregation is the CXL [4] standard

which is similar to OpenCAPI but has some major differences.

CXL supports native packet switching on the network and

hence does not rely on Ethernet or Infiniband networks. Unlike

OpenCAPI, CXL works only with physical addresses at the

compute and memory nodes. Additional experimentation is

required to understand our results in the context of a CXL-based

hardware memory disaggregated system.

VI. RELATED WORK

Remote Memory Systems. Works on distributed shared

memory [25]–[29] provide shared memory and cache coherence

across nodes. In contrast, hardware memory disaggregation

leverages local cache coherence within a single host to expose

remote memory to applications without any code changes.

The availability of low-latency networking has recently made

remote memory practical, resulting in a resurgence of research

in this area [15], [30]–[33]. However, these works, including

disk swapping [34] rely on page faults and page-based tracking,

which severely limits their performance. Some remote memory

systems [14], [35]–[37] use an object-based interface that

avoids the virtual memory subsystem’s overhead, but these

systems require modifications of the application code. Hardware

memory disaggregation avoids virtual memory overhead by

using the local cache coherence traffic to access remote data

while remaining transparent to applications.

Impact of Memory Latency on Applications. Previous work

has explored the impact of memory bandwidth and latency on

application performance. Using the right hardware performance

counters to analyze the performance of memory subsystem has

been studied. For example, in [38] performance counters are

identified to measure the usage of available bandwidth and

the percentage of cycles consumed by the components in the

memory hierarchy. However, the work does not address the

measurement of memory request latency. Workload memory

characterization has also been studied extensively. For example,

a performance model is proposed in [39] to evaluate the

workloads’ sensitivity towards memory bandwidth and memory

access latency. The model focuses on the characterization of

different types of workloads in a static offline environment.

However, the static evaluation does not account for the

complexity of runtime memory subsystem performance that

impacts the application performance. An analytical memory

model is presented in [40] to predict the performance of a

program on different processors. The model uses static analysis

based on reuse distances to estimate the memory latencies at

different hierarchies of the memory subsystem. However, the

static analysis does not account for the varying runtime factors

such as interference from other co-located workloads.

Memory Fault Injection. There has been a large body of work

that tests the impact of DRAM errors on operating system

and application performance [12], [41]. To the best of our

knowledge, no work injects latency to memory requests at an

order of magnitude close to network latency.

VII. CONCLUSION AND FUTURE WORK

In this work, we characterize a hardware memory disaggre-

gated prototype under emulated network delay and performance

contention due to multi-tenancy. Our results suggest directions

to explore for future reliability and resource management

mechanisms in hardware disaggregated memory. As a part of

future work, we aim to improve the delay injection framework

by enabling injecting delays according to a distribution instead

of fixed values. Additionally, we aim to integrate our insights

into resource management mechanisms to improve system

performance and reliability.
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