
  

  

Abstract— Administration of drugs requires sophisticated 
methods to determine the drug quantity for optimal results, and 
it has been a challenging task for the number of diseases. To 
solve these challenges, in this paper, we present the semi-blind 
robust model identification technique to find individualized 
patient models using the minimum number of clinically acquired 
patient-specific data to determine optimal drug dosage. To 
ensure the usability of these models for dosage predictability and 
controller design, the model (In)validation technique is also 
investigated. As a case study, the patients treated with warfarin 
are studied to demonstrate the semi-blind robust identification 
and model (In)validation techniques. The performance of 
models is assessed by calculating minimum means squared error 
(MMSE).  

Clinical Relevance— This work establishes a general 
framework for adaptive individualized drug-dose response 
models from a limited number of clinical patient-specific data. 
This work will help clinicians in decision-making for improved 
drug dosing, patient care, and limiting patient exposure to agents 
with a narrow therapeutic range. 

I. INTRODUCTION 

Thromboembolic events occur when blood clots break loose 
and are stuck in narrow vessels further downstream in 
potentially harmful locations. The effect of warfarin in the 
human body is determined by testing the International 
Normalized Ratio (INR). For optimal therapeutic results, the 
INR value should be between 2-3 [1]. Due to inter and intra-
variability of patient characteristics, warfarin management is 
one of the most common causes for accidental in-house 
hospitalization and the failure of a general drug dosing 
strategy would be costly to any care facility that employs it 
for a long enough period. In the case of improper warfarin 
dosage, problems related to atrial fibrillation, post-myocardial 
infractions, and deep vein thrombosis (DVT) could arise. 
Therefore, individualized predictive models reflecting each 
patient's unique dose-response characteristics would be ideal. 

Population-based drug dosing strategies developed and 
proven to be effective through common Warfarin 
management protocols [2], [3], however, run a risk of being 
ineffective or harmful in cases of overdose for outlier patients. 
In [2], individualized models based on a population 
pharmacokinetic (PK) are created using knowledge of genetic 
markers that effectively dose patients, with good results for 
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patients with low responsiveness to anticoagulant. Similarly, 
in [4], Warfarin Regimen using A Pharmacogenetics-guided 
Initiation Dosing (WRAPID) algorithm is proposed to 
incorporate the loading and maintenance of doses based on 
genetic information. The collection of genetic markers from 
patients is expensive, and time-consuming and requires 
months of measurements for each patient to generate their 
predictive models.  [2], [4], [5].  In [6] individualized patient 
models based on a Bayesian forecasting method are created 
that do not utilize genetic markers and do not rely on a large 
amount of patient data to be effective. However, the Bayesian 
forecasting method requires large amounts of patient 
background information, which may not always be available. 
Warfarin dosage prediction models are also developed using 
supervised machine learning and recurrent neural network 
(RNN) in [7], [8]. These methods do not address the inter and 
intra-variability among patients as it does not develop 
individualized models and requires a higher number of data 
points for training and testing the model. The research work 
in [9] showed that it was possible to create an individualized 
approach to Warfarin dosing utilizing a reinforcement 
learning approach that kept a patient’s INR in the therapeutic 
range. In this approach, it is known beforehand how a patient 
will respond to anticoagulation therapy, which is not realistic 
in some circumstances and is a common problem to be 
addressed in other research works [2], [5].  

The classical methods such as auto-regressive with 
exogenous input (ARX) are useful to create the patient dose-
response model to warfarin. The disadvantage of classical 
methods is the requirement of large data set for better model 
performance and the model structure is required to be defined 
beforehand. On the other hand, robust identification (RI) 
methods would be ideal to create an individualized patient 
model with fewer experimental data points [10].  

In robust system identification, the information on the 
maximum gain of the system 𝐾𝐾, the stability margin of the 
system response 𝑟𝑟, and an upper bound on the noise are 
required[10], [11]. In the literature, 𝑙𝑙1 robust identification 
and 𝐻𝐻∞ robust identification techniques are used for time 
domain and frequency domain data, respectively. However, 
in these techniques, zero initial conditions are assumed which 
is not a valid assumption for the applications of personalized 
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drug dosage as the patient may have been using medication 
prior to the model identification process.  To consider the 
effect of the initial condition, the semi-blind robust 
identification technique provides appropriate tools for patient 
modeling with time-domain data [12], [13], [14].  

This paper outlines the individualized dose-response 
models for patients treated with warfarin obtained using a 
semi-blind robust system identification technique and patient-
specific time-domain clinical data [13], [15]. To adapt the 
models to the change in patient status, the identified models 
are checked for (In)validation using new patient-specific 
clinical data [12], [13]. 

The remainder of this paper is organized as follows. First, 
we discuss the semi-blind robust system identification in 
section-II. Section III discusses the model (In)validation and 
section-IV presents the individualized patient model results 
obtained by the one-step-ahead prediction along with the error 
analysis followed by the conclusion. 

II. SEMI-BLIND SYSTEM IDENTIFICATION 

The semi-blind robust identification technique incorporates 
the effect of initial conditions of the system (patient) [12], 

[13]. By considering, 𝐺𝐺 = �
𝐴𝐴𝑔𝑔 𝐵𝐵𝑔𝑔
𝐶𝐶𝑔𝑔 𝐷𝐷𝑔𝑔

�, as the state space 

representation of model, 𝐺𝐺, problem for semi-blind 
identification can be defined as follows:  

Problem 1: Given input sequence 𝑢𝑢, output sequence 𝑦𝑦, 
noise bound ∈ 𝒩𝒩, maximum stability gain and characteristics 
of past input 𝑢𝑢−, determine 𝐺𝐺(𝑧𝑧) = 𝐺𝐺𝑝𝑝(𝑧𝑧) + 𝐺𝐺𝑛𝑛𝑛𝑛(𝑧𝑧), which is 
compatible with priori and posteriori information, such that 
τ is a non-empty set, where τ is defined as: 

 τ(y) ≐ yi = � gi
N

i=0
uN−i + CgAg

N−1�ΓgNu−�
i=0

 (1) 

where g0 = DG; gi = CG(AG)i−1BG. The solution to (1) 
involves solving a Bi-Affine matrix, which is a non-convex, 
NP-hard problem. The above problem can be converted to the 
convex problem as mentioned in [13]. The convex problem 
can be defined as follows: 

Problem 2: Determine 𝐺𝐺(𝑧𝑧) = 𝐺𝐺𝑝𝑝(𝑧𝑧) + 𝐺𝐺𝑛𝑛𝑛𝑛(𝑧𝑧), which is 
compatible with a priori and a posteriori information, such 
that 𝜏𝜏 is non-empty set: 

 𝜏𝜏(𝑦𝑦) = �𝐺𝐺(𝑧𝑧) ∈ 𝑆𝑆: 𝑦𝑦𝑖𝑖 − �𝑇𝑇𝑔𝑔𝑁𝑁𝑢𝑢+�𝑖𝑖 + �𝛤𝛤𝑔𝑔𝑁𝑁𝑢𝑢−�𝑖𝑖� (2) 

where, ��𝛤𝛤𝑔𝑔𝑁𝑁𝑢𝑢−�𝑖𝑖� ≤  𝛾𝛾 𝐾𝐾𝑢𝑢; 𝑖𝑖 = 0,1,⋯ ,𝑁𝑁 − 1 and 𝑇𝑇𝑔𝑔𝑁𝑁 is the 
Toeplitz matrix and 𝛤𝛤𝑔𝑔𝑁𝑁 is the Hankel matrix. 

The first part of the τ set corresponds to the patient 
response for input u and the latter part provides information 
for system response for past inputs u−. This problem can be 
solved by following LMIs as presented in [13]:  

𝑀𝑀(𝑔𝑔) = �𝐾𝐾𝑅𝑅
−2 �𝑇𝑇𝑔𝑔𝑁𝑁�

𝑇𝑇

𝑇𝑇𝑔𝑔𝑁𝑁 𝐾𝐾𝑅𝑅−2
� ≥ 0, 

�y − (TuNpP + TuNg) − ΓgNu−� ∈ 𝒩𝒩, 
−γKu ≤ ΓgNu− ≤ γKu, 

where γ, Ku, p, P represents γ-ball in a normed space, 
bound on the norm of sequence u−, affine parameters, and the 

parametric portion of the model, respectively.  
As time passes, the patient’s characteristics may change 

due to aging, change in food habits, and new medication for a 
new disease. The change in patient’s status may reflect in the 
patient’s drug-dose response model identified at an early 
stage, and the model may not match the patient’s current dose-
response characteristics. To solve this problem, the 
individualized patient-specific model needs to be adapted to 
reflect the current status of the patient. This is achieved via 
model (In)validation methodology discussed in the next 
section.  

III. MODEL (IN)VALIDATION 
The theory gives the tools to design the system model 

which is robust and stable in theory but no information 
regarding the stability and robustness of the model in practice. 
This issue rises due to the system uncertainties and 
unmodeled dynamics in the system. The model (In)validation 
techniques provide evidence about the usability of the model 
under these uncertainties for controller design and prediction 
to some extent by testing the identified model on a new 
experimental data set.  The number of data points required for 
model (In)validation is equal to the order of the identified 
model. By assuming multiplicative and additive noise, the 
problem can be stated as follows: 
Problem 3:  Given 𝑁𝑁𝑡𝑡 experimental data points (𝑦𝑦𝑖𝑖 ,𝑢𝑢𝑖𝑖), the 
nominal model 𝐺𝐺(𝑧𝑧) ∈ 𝑆𝑆, descriptions of admissible noise 
 𝒩𝒩, uncertainty Δ and initial conditions 𝑥𝑥0, determine if there 
exists at least one triple (η,Δ, x0) that can reproduce the 
available experimental data by the following equation [12], 
[13]: 

 𝑦𝑦 = (𝐼𝐼 + Δ)�𝑇𝑇𝑔𝑔𝑢𝑢+ + 𝑇𝑇𝑔𝑔𝑖𝑖𝑖𝑖𝑥𝑥0� + 𝜂𝜂 (3) 
where 𝑢𝑢+is the input after t=0, 𝑇𝑇𝑔𝑔 maps the input to the 
output, whereas 𝑇𝑇𝑔𝑔𝑖𝑖𝑖𝑖maps the initial conditions to the output.  

The above problem has a term 𝑇𝑇𝑔𝑔𝑖𝑖𝑖𝑖𝑥𝑥0, where 𝑥𝑥0 is the initial 
condition. During the identification, this unknown term can 
be replaced with some term representing the effect of these 
initial conditions such as 𝑢𝑢− ∈ 𝒰𝒰−.  

 

Fig. 1. The convex relaxed model (In)validation for semi-blind 
robust identification. 

 Fig. 1 shows the setup for the model (In) validation, where 
measurement noise is also affected by Δ, η ≐ (1 + Δ)𝜂̅𝜂. 
Equation (3) can be modified as follows: 

 𝑦𝑦 = (𝐼𝐼 + Δ)�𝑇𝑇𝑔𝑔𝑢𝑢 + 𝛤𝛤𝑔𝑔𝑁𝑁𝑢𝑢− +  η�� (4) 
where 𝒰𝒰− and 𝛤𝛤𝑔𝑔𝑁𝑁 denote the past admissible inputs and 

Hankel matrix. Equation (4) is satisfied if a triple (𝑢𝑢−, η� ,Δ) 
exists and ‖∆‖∞ <  1. For further details of convex relaxation 
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of the model (In)validation process, please see [13].  

IV. SIMULATION RESULTS  

To demonstrate the practical use of this approach, the clinical 
data of forty-six patients treated with warfarin has been 
collected at The Robley Rex Vetrans Administration Medical 
Center as part of a separate project by author MEB. Each 
patient has been dosed with warfarin with INR recorded on 
the daily basis. The data consists of patient ID numbers, daily 
warfarin dosage and INR values. Due to the limited space, 
only the results of the two patients with the most challenging 
cases from the available database are shown in this paper. In 
the following figures of semi-blind robust identification 
simulation results, the red line with square markers shows the 
actual clinical INR values, the solid blue line shows the model 
prediction results of the identified full order model, the green 
line with diamond markers shows the prediction results of the 
identified reduced-order model, the magenta vertical dashed 
line shows the number of data points, 𝑁𝑁𝑡𝑡, used in the 
identification process for the first and the cyan vertical dashed 
line represents the points where the model is invalidated and 
the model is updated. Finally, the vertical blue bars in Figs. 2 
and 3 show the daily warfarin dosages. 

 
Fig. 2. Prediction results for patient-40 model obtained by semi-
blind robust system identification technique. 

It is important to mention that whenever the model is 
(In)validated, all the previously available data points are used 
to update the model.  The full order model is equal to the 𝑁𝑁𝑡𝑡 +
2, model consists of parametric and non-parametric portion. 

TABLE  I Model (In)validation for patient 40. 

Time Step 
(days) 

5-62 63-65 66-70 

Model 
(In)validation.  

‖∆‖∞ 

0.1 0.88 0.99 

The selection of reduced-order model is based on model 
(In)validation conditions, the model order which satisfies the 
model (In)validation condition of ‖∆‖∞ < 1 is selected as the 
final reduced-order model.  

𝐺𝐺40(𝑧𝑧) =

⎩
⎪⎪
⎨

⎪⎪
⎧ 0.2𝑧𝑧3 − 0.2𝑧𝑧2 + 0.1𝑧𝑧 − 0.01

𝑧𝑧3 − 1.7𝑧𝑧2 + 0.8𝑧𝑧 − 0.14
                             5 ≤ 𝑛𝑛 ≤ 62

0.1𝑧𝑧4 − 0.1𝑧𝑧3 − 0.02𝑧𝑧2 + 0.1𝑧𝑧 − 0.02
𝑧𝑧4 − 2.2𝑧𝑧3 + 1.2𝑧𝑧2 + 0.5𝑧𝑧 − 0.4

             63 ≤ 𝑛𝑛 ≤ 65

0.05𝑧𝑧4 − 0.06𝑧𝑧3 − 3𝑒𝑒−3𝑧𝑧2 + 0.03𝑧𝑧 − 4𝑒𝑒−3

𝑧𝑧4 − 2.3𝑧𝑧3 + 1.6𝑧𝑧2 + 0.1𝑧𝑧 − 0.4
    66 ≤ 𝑛𝑛 ≤ 70

 

 
 
(12) 

The one-step-ahead prediction results for the patient with ID 
number 40 are shown in Fig. 2. The patient-40 is a challenging 
patient to find the model representing its characteristics as the 
clinical data of patient 40 shows a lot of variations, which 
strongly proves the need for individualized models instead of 
population-based models for drug dosing. For the model 
identification, the first five data points are selected. These 
five-time steps contain most of the patient dose-response 
information and can be seen in Fig. 2. Therefore, the model 
identified at the first identification point worked till the 62nd 
day. At the 63rd-time step, the model faced a change in 
warfarin dosage, which is not captured by the first model, 
therefore, the model is (In)validated, and a new model is 
identified which accommodates these variations. The model 
(In)validation results for patient-40 are shown in TABLE I. 
The mathematical expressions for the patient with ID number 
147 are shown in (13).  

G147(z) =

⎩
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎧ 0.1z3 + 0.2z2 + 0.1z − 1.5e−14

z3 + 0.4z2 − z − 0.4
                        5 ≤ n ≤ 6

0.1z3 − 0.1z2 + 0.03z − 9.2e−5

z3 − 1.9z2 + 1.1z − 0.23
                              n = 7

0.12z3 − 0.14z2 + 0.05z − e−3

z3 − 2.1z2 + 1.4z − 0.3
                         8 ≤ n ≤ 72

0.03z4 + 0.01z3 + 0.02z2 + 0.02z − 2e−3

z4 − 0.6z3 + 0.6z2 − 0.5z − 0.4
     73 ≤ n ≤ 74

0.03z4 + 0.02z3 + 0.03z2 + 0.02z − 2e−3

z4 − 0.4z3 + 0.5z2 − 0.6z − 0.4
     75 ≤ n ≤ 84

 

 
 
 
(13) 

The prediction results for the patient with ID number 147 are 
shown in Fig. 3.  Patient 147 is also challenging because due 
to a lot of variation even in the early days, the model is 
updated two times. This shows that the model identification 
for patient 147 is difficult. However, around the 9th day, the 
identification process can find the model which worked for a 
longer time and satisfied the conditions of model 
(In)validation throughout till the 72nd day. On 73rd and 75th 
day, the model was required to be updated to accommodate 
the changes in data for better prediction.  

TABLE  II Model (In)validation for patient 147. 

Time Step 
(days) 

5-6 7 8-72 73-74 75.84 

Model 
(In)validation.  

‖∆‖∞ 

0.46 0.5 0.22 0.89 0.80 

The model (In)validation results are shown in  TABLE II, 
which shows that model (In)validation conditions are satisfied 
for each identified model, proving that the models are useful 
for controller design and prediction purposes. The MMSE 
values are 0.078 ± 0.044, which shows that the predicted 
values are close to the actual clinical data, and identified 
models were able to adapt according to the change in data and 
performed good predictions. 

V. CONCLUSION 
This paper presents the approach based on the individualized 
patient models that use a semi-blind robust identification 
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technique for patients treated with warfarin by considering 
non-zero initial conditions. The measurement data of forty- 
six patients from the Robley Rex Veterans Administration 
Medical Center are used to demonstrate the practical use of 
the algorithm. 

 
Fig. 3 Prediction results for patient-147 model obtained by semi-
blind robust system identification technique. 

For prediction and controller design using the identified 
models, the models are adaptive and change in time due to the 
progress of the disease, life changes. In this paper, we 
investigate the model (In)validation technique as a model 
adaptation strategy for the patient-specific individualized 
models. It is shown by the simulations using time-domain 
patient-specific clinical data that the model (In)validation 
algorithm can adapt the models efficiently to capture the 
varying model dynamics. The MMSE results show that 
models identified by semi-blind robust identification 
performed very well and predicted the INR values close to the 
actual data in response to warfarin dosage. The future aim is 
to design the controller based on the individualized models 
identified by the Semi-blind robust identification technique.  
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