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Abstract. Collaborative game-based learning environments offer significant 
promise for creating effective and engaging group learning experiences. These 
environments enable small groups of students to work together toward a common 
goal by sharing information, asking questions, and constructing explanations. 
However, students periodically disengage from the learning process, which neg-
atively affects their learning, and the impacts are more severe in collaborative 
learning environments as disengagement can propagate, affecting participation 
across the group. Here, we introduce a multimodal behavioral disengagement de-
tection framework that uses facial expression analysis in conjunction with natural 
language analyses of group chat. We evaluate the framework with students inter-
acting with a collaborative game-based learning environment for middle school 
science education. The multimodal behavioral disengagement detection frame-
work integrating both facial expression and group chat modalities achieves 
higher levels of predictive accuracy than those of baseline unimodal models. 

Keywords: Multimodal Learning, Collaborative Game-Based Learning, Behav-
ioral Disengagement. 

1 Introduction 

Game-based learning environments are designed to enhance positive cognitive and af-
fective outcomes among learners by embedding curricular content in gameplay [4]. 
Collaborative game-based learning environments integrate collaborative elements such 
as group chat so that students can interact with each other, which can potentially in-
crease engagement [3, 4]. However, disengagement may appear throughout the learning 
process in game-based learning environments and the impact is even higher in a col-
laborative learning space as students’ behavioral disengagement can distract other stu-
dents, impeding the learning process and engendering negative attitudes [6]. Prior work 
has characterized different types of disengagement behaviors and their impacts [5], but 
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identifying disengagement behaviors is challenging, as what constitutes disengagement 
is often dependent on the context and modality of the learning environment [2].  

This paper introduces a multimodal behavioral disengagement detection framework 
leveraging facial video recordings and group chat logs from middle school students and 
investigates the effectiveness of different modalities when identifying disengagement 
behaviors in a collaborative game-based learning environment, CRYSTAL ISLAND: 
ECOJOURNEYS. We labeled the two modalities for disengagement behaviors and inves-
tigated the impacts of features from both modalities for predicting disengagement. Re-
sults show that multimodal models can achieve higher predictive accuracy when auto-
matically detecting disengagement behaviors compared to unimodal baselines. 

2 Multimodal Disengagement Modeling 

A classroom study was conducted with 26 middle school students (8 females; 18 males) 
as they interacted in a collaborative game-based learning environment for ecosystem 
science, CRYSTAL ISLAND: ECOJOURNEYS. In the game, the students were divided into 
groups of three or four (total 7 groups) to determine the cause of the sudden sickness 
of fish on a remote island using in-game chat and a collaborative whiteboard system. A 
total of 2,560 chat messages and 44 hours of facial video recordings were collected.  

We first annotated both modalities (group chat and video recording) as engaged or 
disengaged. Two raters marked all the chat messages that are either content or task 
related as engaged (35.35%) and the rest as disengaged (κ=0.925). Next, for tagging 
the video recordings, two raters used the HELP coding framework [1] with a window 
size of 10 seconds [7] and tagged each window as disengaged whenever a student was 
disengaged for more than 4 seconds (κ=0.763). The final labels contain 4,863 disen-
gaged segments (30.85%) and 10,898 engaged segments (69.15%). To combine the 
chat-based labels with video-based labels, we considered the “window of a chat” to be 
a window of 10 seconds after a chat message was sent. We combined the labels using 
three different heuristics: chat_first prefers chat-based labels whenever there is a chat 
message; engaged_first prefers engaged behavior whenever there is disagreement be-
tween chat-based and video-based labels; and, disengaged_first prioritizes disengaged 
behavior whenever there is disagreement. 

For chat-based features, we transformed the tokenized in-game chat messages into 
distributed vector representations using ELMo. For each chat message, we averaged a 
1024-dimension vector over all tokens to generate a single word embedding. We refer 
to these as chat_only features. For video-based features, we utilized the action unit fea-
tures, pose features, and gaze features (total 49 features) from the OpenFace1 behavior 
analysis toolkit. We refer to these as video_only features. We also created a multimodal 
feature set called all features that combines chat_only and video_only features.   

 
1  https://openface-api.readthedocs.io 
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3 Results and Discussion 

To compare our feature groups across different labels based on different modalities, we 
utilized three off-the-shelf classifiers, namely, Random Forest (RF), Decision Tree 
(DT), and Logistic Regression (LR). All classifiers were trained to predict engagement 
(1) and disengagement (0) behaviors among students on individual 10-second time seg-
ments. We repeated all experiments with three random seeds, each with five-fold cross-
validation, and only report the mean scores.  

Table 1. Precision, Recall, and F1 scores (in percent) for unimodal and multimodal features 
across multiple labels using different classifiers. Highest F1 scores are bolded. 

  chat_only  
unimodal 
features 

video_only  
unimodal 
features 

all  
multimodal  

features 

Labels Clas-
sifier Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 

chat-based 
LR 76 69 73 62 33 43 77 71 74 
DT 60 62 61 45 42 43 58 61 59 
RF 78 63 70 64 34 44 79 61 69 

video-based 
LR 16 1 1 74 44 55 72 47 57 
DT 20 2 3 60 56 58 61 57 59 
RF 34 1 1 79 60 68 80 56 66 

chat_first  
(combined) 

LR 77 12 21 72 43 54 75 52 61 
DT 61 11 18 58 54 56 60 56 58 
RF 77 10 18 78 58 66 79 59 68 

en-
gaged_first 
(combined) 

LR 25 1 1 74 43 54 73 47 57 
DT 20 1 2 59 54 57 60 56 58 
RF 39 0 1 79 59 68 79 57 66 

disen-
gaged_first 
(combined) 

LR 74 13 22 73 45 55 74 53 62 
DT 59 11 19 59 55 57 61 57 59 
RF 75 13 21 78 60 68 79 60 69 

 
For unimodal features, we can see that video_only unimodal features outperform 

chat_only unimodal features in all cases except for chat-based labels. Only for chat-
based labels, chat_only unimodal features are significantly better at predicting disen-
gagement behaviors than video_only unimodal features. This shows that video_only 
features are dominant in predicting disengagement behaviors when disengagements are 
defined either using video-based annotations or using a combination of video-based 
annotation and chat-based annotations. But video_only features are ineffective in pre-
dicting chat-based disengagement behaviors. When all features are used, most of the 
classifiers perform better than the unimodal features, indicating that combined labels 
achieve better predictive scores when both modalities of features are present. 

A potential explanation for chat_only features performing worse in most cases 
maybe the low number of segments that contain chat messages (2,560) when compared 
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against the total number of segments (15,761) that contain video_only features. As for 
other limitations, we defined disengagement behaviors using 10-second segments for 
video-based annotations. Previous work also used different sizes of segmented win-
dows to define student behavior [7], but in reality, such behaviors are continuous.  

4 Conclusion 

Collaborative game-based learning environments offer engaging learning opportunities 
for groups of students. However, students may become disengaged from the learning 
process, and these disengagement behaviors can be detrimental to the learning process 
of individuals as well as their groups. Automatically detecting disengagement behav-
iors is challenging as they are often difficult to identify with a single modality. We have 
introduced a multimodal behavioral disengagement detection framework that leverages 
in-game chat messages in conjunction with facial video recordings of individual learn-
ers to detect disengagement behaviors among students. The results show that the mul-
timodal behavior disengagement detection framework outperforms unimodal models 
for detecting student disengagement. These findings suggest that the multimodal be-
havior disengagement detection framework can inform the design of adaptive scaffold-
ing for collaborative game-based learning environments.  
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