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A B S T R A C T

Conventional deep neural network (DNN) training with an end-to-end cost function is unable to exert control
on, or to provide guarantees regarding the features extracted by the layers of a DNN. Thus, despite the pervasive
impact of DNNs, there remain significant concerns regarding their (lack of) interpretability and robustness. In
this work, we develop a software framework in which end-to-end costs can be supplemented with costs which
depend on layer-wise activations, permitting more fine-grained control of features. We apply this framework
to include Hebbian/anti-Hebbian (HaH) learning in a discriminative setting, demonstrating promising gains in
robustness for CIFAR10 image classification.
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1. Introduction

Deep neural networks (DNNs) have gone well beyond their image
classification roots to impact an increasing variety of applications [1–
4]. Conventional top-down training employs a cost function based on
the DNN output, thus providing little insight and no guarantees on the
features extracted by the layers of the DNN. The use of the resulting
‘‘black box’’ DNNs in many safety- and security-critical applications is
blocked by concerns about their lack of interpretability and robustness.
While data augmentation has been shown to enhance robustness to
some extent (e.g., the use of adversarial examples generated on the fly
during adversarial training), it is only a partial solution.

In this paper, we develop and open-source a training framework
aimed at shaping the features generated by a DNN layer, by supple-
menting end-to-end costs with costs that depend on the activations at
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each layer. We apply this framework to neuro-inspired Hebbian/anti-
Hebbian (HaH) learning, seeking to generate sparse activation patterns
with a small fraction of large activations, instead of the large proportion
of small activations produced by a standard DNN. With HaH costs,
neurons which are strongly activated by an input take a step in the
direction of the input, while the remaining neurons take a step in
the direction opposite to the input. We also introduce changes in the
inference framework, replacing a standard DNN layer with a HaH
block which includes implicit weight normalization for each neuron,
allowing us to interpret its output as a projection, and divisive output
normalization, allowing us to suppress weak activations using strong
ones. These result in invariance to input and weight scaling.

We implement our ideas via a publicly available extension module
to PyTorch [5] called HaH (Hebbian/Anti-Hebbian): a neuro-inspired
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DNN toolbox, with new components such as Cost, Regularizer, Divisive
normalizer, and Threshold. Experiments on CIFAR10 [6] image clas-
sification, including HaH Blocks into VGG16, show that training with
HaH costs is more robust to noise and adversarial perturbations than
the baseline, even without data augmentation.

1.1. Related work

Since the neocognitron proposed about four decades ago [7], there
have been sporadic attempts to introduce Hebbian learning in artificial
neural networks, including recent work on deep architectures [8]. Divi-
sive normalization is also a well-known concept in neuroscience [9,10],
and was shown to be competitive with standard batch norm in [11].
However, as far as we know, ours is the first work to show how to
employ a combination of these concepts to obtain sparser activations
and demonstrable gains in DNN robustness. We use neuro-inspiration
for extracting high-level design principles to guide software architec-
tures for DNN training and inference, in contrast to recent work which
attempts to directly apply known features from mammalian vision, such
as [12] (Gabor filters and stochasticity) and [13] (DNN regularization
based on neural activity measurements from mice). Our HaH-based
approach to sparse activations can be realized with standard stochastic
gradient training, unlike the iterative computations required for sparse
coding with a reconstruction-based objective [14]. A recent study [15]
shows the promise of weight and activation sparsity in the context
of adversarial robustness. While our HaH-based framework enhances
robustness via large, sparse activations, it is of interest to explore
potential enhancements to its robustness by imposing weight sparsity.

2. Description

HaH training is governed by the HaH cost, which is incorporated
into standard backpropagation based training. The HaH block is de-
signed to take advantage of the features shaped by the HaH cost, intro-
ducing competition between neurons and enforcing scale-invariance.

2.1. HaH cost

We design the HaH cost to reward large elements of a given tensor
along a dimension while penalizing the remainder of the tensor. While
any DNN tensor, including weight tensors, layer outputs, and layer
inputs, can be fed to the HaH cost to promote sparsity, we use it on
convolutional layer outputs, since we wish to promote sparse, strong
activations. After sorting the activations along the channel dimension
for a given layer output, we define HaH cost as follows:

𝐿𝑏𝑙𝑜𝑐𝑘(𝑙𝑜𝑐) =
1
𝐾

𝐾
∑

𝑘=1
𝑦(𝑘)(𝑙𝑜𝑐) − 𝜆 1

𝑁 −𝐾

𝑁
∑

𝑘=𝐾+1
𝑦(𝑘)(𝑙𝑜𝑐) (1)

where 𝑦 corresponds to the activations of 𝑘’th layer for a single image,
𝑙𝑜𝑐 corresponds to the spatial location of the activation, 𝑏𝑙𝑜𝑐𝑘 is the
layer we want to have layer-wise HaH cost, and 𝜆 is a hyperparameter
determining how much to emphasize the anti-Hebbian component.

2.2. HaH block

We design the HaH block such that it can replace a standard block in
popular DNNs (e.g., VGG, ResNet, EfficientNet). The key components,
shown in Fig. 1, are described in the following.

Implicit weight normalization: If we represent a given activation
as a vector product of a filter weight 𝐰 and input patch 𝐱, then the
output of a convolutional layer after implicit normalization is given by

𝑦 =
⟨𝐰, 𝐱⟩ (2)

which implicitly normalizes each filter’s weight tensor to unit 𝓁2 norm
without requiring weight decay, 𝓁2 regularization or explicitly setting
each filter to unit norm ‖.‖2 = 1 after backpropagation.

Custom Divisive Normalization: We normalize each activation by
the activity of a pool of neighboring neurons in the spatial dimension
as suggested by [11]. However, we also suppress (or promote) the
activation depending on the activity along the channel dimension.
Specifically, the output of the 𝑘th divisive normalization block is given
by

𝑧𝑘(𝑙𝑜𝑐) =
𝑦𝑘(𝑙𝑜𝑐)

𝜎𝑀𝑚𝑎𝑥 + (1 − 𝜎)𝑀(𝑙𝑜𝑐)
, 𝑘 = 1,… , 𝑁 (3)

where 𝑀(𝑙𝑜𝑐) = 1
𝑁

∑𝑁
𝑘=1 𝑦𝑘(𝑙𝑜𝑐) is the local suppression field, and

𝑀𝑚𝑎𝑥 = max𝑙𝑜𝑐 𝑀(𝑙𝑜𝑐) is the maximum of this suppression field across
the layer. The hyperparameter 0 ≤ 𝜎 ≤ 1 can be separately tuned for
each HaH block. For 𝜎 > 0, the use of 𝑀𝑚𝑎𝑥 in the denominator helps
us suppress weak ‘‘noise’’ blocks for which 𝑀(𝑙𝑜𝑐) and 𝑧𝑘(𝑙𝑜𝑐) are both
small. Since all of these quantities scale with the layer input, the output
remains scale-invariant.

Fractional Thresholding: We apply neuron-specific thresholding
after divisive normalization, in order to keep only the significant out-
puts. The output of the 𝑘th neuron at location 𝑙𝑜𝑐 is given by

𝑜𝑘(𝑙𝑜𝑐) =
{ 𝑧𝑘(𝑙𝑜𝑐) if𝑧𝑘(𝑙𝑜𝑐) ≥ 𝜏𝑘

0, otherwise
(4)

where the channel-specific threshold 𝜏𝑘 is also input-dependent. For
example, if we wish to limit the activation rate of each channel to 10%,
we may set 𝜏𝑘 to the 90th percentile of the statistics of 𝑧𝑘.

2.3. Insight into HaH updates

In this section, we provide quick analytical and geometric insight
into the HaH framework. By rewarding large activations 𝑦, the HaH
cost targets learning weight tensors more aligned with input tensors.
To see this, consider an activation 𝑦 = ⟨𝐰, 𝐱⟩∕‖𝐰‖2 which among the
top 𝐾, and is therefore receiving a Hebbian update. The gradient along
which 𝐰 is to be updated can be computed as

𝜕𝑦
𝜕𝐰

=
⟨𝐰,𝐰⟩𝐱 − ⟨𝐰, 𝐱⟩𝐰

‖𝐰‖32
=

⟂
𝐰𝐱

‖𝐰‖2
(5)

where ⟂
𝐰𝐱 denotes the projection of the input 𝐱 orthogonal to the

one-dimensional subspace spanned by 𝐰. The update 𝛥𝐰 = 𝜂 𝜕𝑦
𝜕𝐰 is

therefore proportional to this orthogonal component, and moving in
this direction reduces the angle between 𝐰 and 𝐱, provided that 𝜂
is small enough. We skip details due to lack of space, but note the
following geometric interpretation. Because of implicit normalization,
the original activation can be written as

𝑦 = ⟨𝐰, 𝐱⟩∕‖𝐰‖2 = ‖𝐱‖2 cos 𝜃 (6)

where 𝜃 is the angle between 𝐰 and 𝐱. By reducing 𝜃 via the weight
update, we increase the implicitly normalized activation. Thus,

𝑦𝑛𝑒𝑤 = ⟨𝐰 + 𝛥𝐰, 𝐱⟩∕‖𝐰 + 𝛥𝐰‖2 > 𝑦𝑜𝑙𝑑 = ⟨𝐰, 𝐱⟩∕‖𝐰‖2 (7)

Note that exactly the opposite phenomenon occurs for an anti-Hebbian
update: those weight vectors become less aligned with the input.

This procedure trains the neurons such that, during inference, the
highly activated neurons at a given location tend to be better aligned
with the input. Not only does this make these top activations more
resilient to the impact of noise or perturbations, but larger activations
also help attenuate the impact of noise on smaller activations by
virtue of divisive normalization. In fact, many of these smaller noisy
activations get eliminated via the thresholding applied after divisive
normalization.
‖𝐰‖2
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Fig. 1. HaH block consists of a convolutional layer, implicit 𝓁2 normalization, ReLU activation, divisive normalization, and a thresholding layer.

Table 1
CIFAR10 classification: Performance comparison between a HaH trained network and a standard network
for different input corruptions on the test set. Clean corresponds to the test set without any corruption,
Noisy corresponds to Gaussian noise injection on the test set with a standard deviation of 0.1, Adv(𝓁∞)
corresponds to adversarial attack on inputs bounded by the 𝓁∞ norm with budget 𝜖 = 2∕255, and Adv(𝓁2)
corresponds to the adversarial attack on inputs bounded by the 𝓁2 norm with budget 𝜖 = 0.25. For all of
the adversarial attacks, we use AutoAttack [16] which is an ensemble of parameter-free attacks.

Clean Noisy
(𝜎 = 0.1)

Adv (𝓁∞)
(𝜖 = 2∕255)

Adv (𝓁2)
(𝜖 = 0.25)

Standard VGG16 92.5% 26.6% 10.4% 13.9%
HaH VGG16 87.3% 64.0% 21.5% 27.6%

2.4. Additional utilities

We provide additional utility functions to extract and use the layer
outputs. We provide a wrapper class for torch.nn.Module which utilizes
forward hooks from PyTorch to extract all the outputs and inputs of
a specific layer type from a DNN while training. The wrapper expects
a model and the layer type and makes the layer outputs and inputs
accessible whenever an input is fed to the neural network.

3. Impact

Given the shortcomings of standard DNNs in terms of both inter-
pretability and robustness, we believe it is time to explore how to
better control the features generated within a DNN. We present our
HaH framework as a first step in this direction. Our proposed approach
plugs seamlessly into standard end-to-end training with the addition
of HaH costs. The HaH blocks are defined so as to directly replace
standard DNN blocks consisting of filters, ReLU and batch norm. Given
the importance of understanding the features generated by each layer,
the HaH module also includes several utilities for feature analysis.

Our initial results show promising gains in robustness. Table 1
compares baseline VGG16 against VGG16 with HaH layers for CIFAR10
image classification. These results show that a model armed with the
HaH module (HaH blocks and HaH regularizer) performs significantly
better against corruptions such as Gaussian noise and 𝓁𝑝 norm bounded
adversarial attacks, while incurring a small decrease in accuracy for
clean inputs. See [17] for more detail.

We hope that these promising initial results, and the release of
our software, motivates the community to explore these ideas further.
Although our experiments are limited to an image classification task,
the HaH module, with small modifications, can be incorporated into
any DNN.
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