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ABSTRACT
Most existing brain imaging work focuses on resting-state fMRI (rs-
fMRI) data where the subject is at rest in the scanner typically for
disease diagnosis problems. Herewe analyze task fMRI (t-fMRI) data
where the subject performs a multi-event task over multiple trials.
t-fMRI data allows exploring more challenging applications such as
prognosis of treatment but at the cost of being more complex to an-
alyze. Not only do multiple types of trials exist but the trials of each
type are repeated a varying number of times for each subject. This
leads to a multi-view (multiple types of trials) and multi-instance
(multiple trials of each type of each subject) setting. We propose a
deep multi-model architecture to encode multi-view brain activities
from t-fMRI data and a multi-layer perceptron ensemble model to
combine these view models and make subject-wise predictions. We
explore domain adaptation transfer learning between models to
address unbalanced views and a novel way to make predictions
out of multi-instance embeddings. We evaluate our model’s perfor-
mance on subject-wise cross-validations to accurately determine
performance. The experimental results show the proposed method
outperforms published methods on the AX-CPT fMRI data for the
prognosis problem of predicting treatment improvement in recent-
onset childhood schizophrenia. To our knowledge, this is the �rst
data-driven study of the aforementioned task on voxelwise t-fMRI
data of the whole brain.
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1 INTRODUCTION
Analysis of functional magnetic resonance imaging (fMRI) data is
most frequently performed for patients in “resting state" (absence
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Table 1: Di�erences between rs-fMRI and AX-CPT t-fMRI.

Events During Trial Number of Trials

rs-fMRI None One
AX-CPT CueA, ProbeX,

CueB, ProbeY
Varies by subject
and trial-type

of a task) during which the default mode network (DMN) [9] is
the most active network. Since the brain is in a steady-state this
facilitates many common machine learning methods as the under-
lying data can be converted to a graph (if correlations between
voxels over time are used as edge-weights) or even a simple picture
(if the voxel values over time are averaged). Such analysis of the
DMN has been useful for exploring disease diagnosis such as Post
traumatic stress disorder (PTSD) [13], Alzheimer’s Disease [14] and
even Traumatic Brain Injury (TBI) [4].

However, important problems such as prognosis (the forecast
of the e�ectiveness of a treatment for a disease) can not be easily
determined by analyzing resting state fMRI (rs-fMRI) and the DMN
[9]. Instead task fMRI (t-fMRI) data is used when the subject is
performing a multi-event task inside the scanner. Since the brain
is performing a task, its behavior is dynamic and hence the simple
representations such as graphs or pictures for rs-fMRI data are in-
appropriate. Such t-fMRI data, unlike the rs-fMRI, is understudied
in machine learning contexts ([22, 25]). In this paper, we focus on
the executive network elicited by the AX-version of the Continuous
Performance Task (AX-CPT) (Figure 1) but our work can be gener-
alized to other tasks which involve multi-event task with repetitive
trials. The application of our work is to forecast the symptomatic
improvement due to treatment for recent-onset schizophrenia in
children by analyzing the baseline AX-CPT t-fMRI data before the
treatment is applied.

Analyzing t-fMRI data is challenging and di�ers from rs-fMRI
in several ways as shown in Table 1. For example, in the AX-CPT
task each trial consists of several events with each trial-type being
repeated di�erent number of times to each subject (see Figure 1).
However, only one clinical evaluation (label) is given to each sub-
ject. This leads to a novel multi-view (a view for each type of trial)
and multi-instance (an instance for each trial taken by the subject)
setting. In our work, we propose a deep learning architecture as
shown in Figure 3 to address the challenges in t-fMRI data (see
section 2). We build a model for each trial-type (CueA!ProbeX,
CueA!ProbeY, CueB!ProbeX, CueB!ProbeY), which we will de-
note as: AX, BX, AY, BY. Since trial-types are not performed with
equal frequencies between each other and subjects, we leverage
transfer learning to make the training on rarer types possible. We
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then use a multi-layer perceptron (MLP) ensemble model to com-
bine the models to make subject-level1 predictions.

Figure 1: An illustration of the AX-CPT task. Each trial is
started with a cue (‘A’ or ‘B’) and followed by some Rest
frames (‘+’) and then a probe (‘X’ or ‘Y’). The subject is ex-
pected to press a button only for the combination where a
CueA is followed by a ProbeX. This task elicits an executive
reasoning network in the brain. There are 4 types of trials
(CueA!ProbeX, CueA!ProbeY, CueB!ProbeX, CueB!ProbeY).
Each type of trials repeat for varying number of times across
trial-types and subjects.

The main contributions of this work are as follows:
• We explore beyond diagnosis to prognosis applications by
analyzing t-fMRI data in a novel multi-view multi-instance
(MVMI) setting. We show our method (section 3) can be used
to address prognosis problem in a small data situation.

• We propose a novel deep learning architecture (Figure 3)
combining multiple trial-type models to make an ensem-
ble prediction that is easily adaptable to t-fMRI data with
repeated independent trials.

• To improve performance limitations caused by data scarcity,
we utilize domain adaptation transfer learning to inject knowl-
edge from the trial-type model with more training instances
to other trial-type models with scarce training instances.

• Weempirically show that our best practice reaches the subject-
wise accuracy of 75.6% ± 3.2% in comparison with the previ-
ous best practice 72.6% ([26]) despite the latter method using
more data 2

The rest of this paper is organized as follows. In section 2, we ex-
plain the challenges of the t-fMRI data we use which motivated the
MVMI learning setting. We explored the deep model architecture
and technical details in section 3. Then we show our experimental
setup and results in section 4. Finally, a discussion of our approach
(in section 5), related work (in section 6) and future work is demon-
strated (in section 7).

2 DATA CHALLENGES AND MVMI SETTING
We now overview the challenges of working with t-fMRI data
in the context of the AX-CPT task. However, these insights as
is our approach, are applicable to other multi-event multi-trial task
settings.

We sketch the correspondences between medical terminologies
and multi-view multi-instance setting in Table 2. In the following
1No instances from the same subject exists in both the validation set and training set.
2The data used in ([26]) are collected from two scanners with di�erent lengths of trials.

paragraphs, we use the terminologies: subject, scan, trial-type, trial,
event, frame. A subject is a participant performing the tasks while
the brain activity is recorded. Each subject has a label (response to
treatment or not). A scan is the whole fMRI sequence of one subject.
A trial is a snippet of a scan from the beginning of a cue to the last
frame before the next cue. An event is either a "Cue", a "Probe" with
"Rest" frames (delay time) between any cues and probes. A frame
is a 3-dimensional (3D) picture of the brain consisting of voxels. In
our data BOLD (blood-oxygen-level-dependent) measurements are
taken at the voxel level.

2.1 AX-CPT fMRI Data
The AX-version of the Continuous Performance Test is a clinical
test to: i) evaluate a human’s ability to maintain a goal in short-
term memory and ii) process a perceptive context. The AX-CPT
and associated task parameters have been described in detail [26].
Brie�y, subjects repeat a series of clinical trials with each trial
consisting of a cue event followed by a probe event with some delay
time between the two events. There are 4 types of cue and probe
combinations: (CueA, ProbeX), (CueB, ProbeX), (CueA, ProbeY)
and (CueB, ProbeY) which de�nes four types of trials (see Figure 1).

The subjects are instructed to make a target response (pressing
a button) if and only if the probe letter X was preceded by the cue
letter A. For all other trial-types (AY, BX, BY), the subject should
not press the button. The target sequence trials (AX) are frequent
(70% occurrences) and set up a prepotent tendency to make a target
response when the probe letter X occurs. A typical CueA!ProbeX
clinical trial consist of the following frames (CueA, Rest, ProbeX,
Rest, Rest, Rest), where CueA and ProbeX can be replaced with
CueB and ProbeY for other types of trials. The time resolution
between two frames in a scan is 2 seconds. Each subject performs
the clinical trials many times in varying proportions of trial-types.
In our work, we propose a classi�cation problem with the label
being "response to treatment".

2.2 Challenges in AX-CPT Data
Given the above, there are 3 main challenges in t-fMRI data analy-
sis which though similar to existing machine learning settings is
di�erent enough to warrant a new approach.

• Multi-view Problem. There are four trial-types (AX, BX,
AY, BY) for AX-CPT t-fMRI scans in descending order of
proportion. Each trial-type reveals a di�erent aspect of brain
activities and hence can be seen as a di�erent view of the
subject.

• Multi-instance Problem. As each trial-type occurs multi-
ple times for a subject and one subject-wise clinical evalua-
tion (label) is given to the whole scan, this creates a multi-
instance setting.

• Small Data Entity Problem. Most t-fMRI settings involve
at most 100 subjects. In our data, we have only 51 scans from
di�erent subjects, which is a small data problem.

Unsuitability of ExistingDataModellingApproaches. Since
with t-fMRI data, the brain is not in a consistent state (i.e. resting)
but instead performing di�erent functions, rs-fMRI representation
schemes are not suitable. For example, the co-activation matrix ([7])
or brain anatomical region graphs ([11]) methods require one stable
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time-invariant brain networks. Similarly, though the AX-CPT fMRI
data is sequential in nature, the dependencies between trials are
very weak and each trial is short, hence it is not appropriate to
learn LSTM or RNN temporal models models.

A Di�erent MVMI Learning Setting. Here we justify our
multi-view multi-instance (MVMI) setting that simultaneously in-
corporates both multi-view learning and multi-instance learning.
We treat each trial-type as a view of the subject and each view
is a bag of trials of the same trial-type performed by the subject.
By splitting the long subject-wise scan into trials, we also miti-
gate the small data problem by enlarge the training examples. We
sketch the correspondences between medical terminologies and
multi-view multi-instance setting in Table 2. Though this setting
is super�cially similar to existing works, the existing works are
not directly applicable. Unlike classic multi-view learning [33], our
data doesn’t have a �xed set of features but a varying sized bag of
instances to represent a view; Unlike with classic multi-instance
learning [5], our goal is not to make instance-level prediction but
to make bag-level predictions.

One work [21] has the most similar setting as ours, however their
labels are assigned to each instance in the bag and it’s an non-deep
method. The classic de�nitions and related works of multi-view
learning and multi-instance learning can be found in section 6.

Figure 2: Our multi-instance multi-view setting. Unlike pre-
vious work, the number of instances per view is not constant
and there is a single label per subject not per instance.

3 OUR APPROACH
We begin by overviewing the entire approach and then going into
greater detail in each sub-section:

• For each trial type, we create a di�erent trial-type model (see
subsection 3.3). Each of them is a deep CNN model trained
from all instances of the same trial type.

• Due to the varying amount of trials of trial-types, we explore
transfer learning to transfer knowledge from the dominant
trial-type model (AX) to other trial-type models (see subsec-
tion 3.4).

• Each view can be considered as being an expert and we
explore a mixture of experts style ensemble method to fuse
the di�erent views. This dynamically combines the multiple
views in an instance-speci�c manner. (see subsection 3.5)

Table 2: The correspondences betweenmedical terminologies
(�rst line) and our multi-view multi-instance setting (second
line).

scan/subject trial-type trial frames voxel
data example view instance channels pixel

3.1 Our Problem Formulation
We formalize the problem of multi-view multi-instance (MVMI)
learning as follows. Assume the input features is X and the label
space isY, then the dataset is de�ned as D = {(-=,.=) |= = 1...# },
where -= 2 X and .= 2 Y. As this is a multi-view multi-instance
setting, each training example consists of + views when each view
being a bag of instances rather than just one instance. For example,
the n-th example -= in D is a set of + views, -= = {B=,E |E =
1...+ }. Each view B=,E is a multiset (bag) of"=,E instances, B=,E =
{x=,E,< |< = 1..."=,E}, where"=,E (varies by = and E) denotes the
number of instances in the v-th view of the n-th example. The goal
of the MVMI is to estimate a predictor 5 (· , ) ) : X ! Y, with a
hypothesis ) .

3.2 Converting t-fMRI Data to Our Setting
Each fMRI scan of one subject consists of a series of 3D frames
and one binary label of prognosis. Assume the =C⌘ scan of # scans
is s= 2 R, ⇥�⇥⇡⇥) . We split each whole scan into trial instances
of length ! for each of the + trial-types, where + = 4 given trial-
types (AX, BX, AY, BY) and ! = 6 (3 frames for after each cue and
3 frames for after each probe). Each ! consecutive 3D frames of
size (, ,� ,⇡) beginning with each "Cue" are concatenated into a
training instance x=,E,< 2 R, ⇥�⇥⇡⇥! for each trial-type model.
The bag of all trial instances from B= are put together to form a
training bag -= . Given the training bag -= and subject-wise label
~= of the =C⌘ subject out of the total # subjects, the goal of the
model is to estimate the conditional probability ? (~= |-=), where
-= = {x=,E,< |E = 1...+ ,< = 1..."=,E}.

3.3 Model Architecture
The deep learning architecture we have created for this situation is
shown in Figure 3a. We build four 3D CNN models with the same
architecture, called the trial-type model or view model, to train
and evaluate the instances of each trial-type. Each trial-type model
model has two heads sharing the same backbone feature extraction
network (see Figure 3b), one reconstruction head and one classi-
�cation head. Assume the feature extraction network is ⇢2 and it
extracts =5 features from a trial instance. ⇢2 and the reconstruc-
tion head ⇡2 forms an autoencoder to minimize the reconstruction
loss LA42 (xn,v,m,⇡2 (⇢2 (xn,v,m))). ⇢2 and the classi�cation head
⇠= forms a binary classi�er and minimize the calssi�cation loss
L18= (~=,⇠=(⇢2 (xn,v,m))). It can give predictions independently
based on a trial instance x=,E,< from one view E . We treat each
trial instance x=,E,< and the corresponding subject-wise label ~=
as an independent data pair (x=,E,<,~=) to feed into the model for
learning the binary classi�cation task.

Each trial-type model has 3 hidden blocks with a convolutional
layer, a batch normalization layer, a max-pooling layer, a ReLU
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(a) Architecture (b) Trial-type model

Figure 3: An overview of our architecture. (a) The long scans are splitted into four types of trials (AX, BX, AY, BY) and a model
is built for each. Then an ensemble model is learned to concatenate embeddings extracted by the trial type models as input
to train an ensemble predictor. The �nal predictions are supposed to match the subject-level labels. (b) The trial-type model
are trained with both classi�cation and reconstruction tasks. The embeddings of each training instance is extracted by the
trial-type model for the training of the ensemble model.

layer, and 2 linear feedforward layers before the output layer. In the
training of trial-type model, the autoencoder (⇡2 , ⇢2) and the classi-
�cation head⇠= of the trial-type models are trained simultaneously
with reconstruction loss LA42 and binary classi�cation loss L18= .
The training terminates when each trial-type model reaches its best
performance based on validation set performance. In the training of
our ensemble model (see Figure 3b), the heads of the deep learners
(⇡2 and ⇠=) are not used, instead, the embeddings are used. The
encoder ⇢2 acts as a feature extractor to encode the multi-instances
of each type and feed the embedding into the ensemble model for
training the ensemble model. To address the unbalanced view issue
in it, we randomly sample the instances of each trial-type from
the same subject instead of speci�cally designing a multi-instance
fusion method. However, in the validation phase, we use the mean
pooling method to do multi-instance fusion which is shown in
subsection 4.3.

3.4 Training Using Transfer Learning
Since we only have a limited number (51) of subjects, this is a small
data problem. To address this problem, we investigate transferring
the learned knowledge from the source task model with plenty
of training examples (AX) to the target models with limited train-
ing examples (AY, BX, BY). This is motivated due to the features
important for prognosis will be similar between views.

We tried di�erent transfer learning schemes and presents the
results of our best practices in subsection 4.4. We found transferring
both the convolutional layers and the feedforward layers is the
best practice. Further, we studied the direction of transfer and
found the most success when transferring from abundant training
instance trial-type models to the trial-type models with scarce
training instances. Table 3 summarizes these experiments.

3.5 Combining Trial Type Models
Once we have four well-trained trial-type models, we explored the
approach to combining the knowledge from four trial-type mod-
els to make a subject-wise prediction. We consider the models as
knowledge extractors and encode the instances using the interme-
diate output of the �rst linear layer after the convolutional layers
of the models to ensemble the prediction. To learn instance-speci�c
weights to facilitate dynamic trial-type model combination we �x
the embedding vectors and train a MLP neural network with 3
linear layers and the leaky-relu activation function.

In the training phase, we randomly sample trials of all four
trial-types from a scan. We construct the input feature vector by
concatenation and to feed it into the ensemble model. This approach
greatly enlarges the training set by randomly combining embedding
vectors from di�erent trial-types of the same subject. The number
of combinations of the trial instances of di�erent types of trials
grows in polynomial with regarding the number of trial instances
of a single time. In the validation phase, we use the multi-instance
fusion methods in subsection 4.3 to obtain a vector representation
out of all instances of a scan from each view. We create a single
feature vector for each scan by concatenation and hence get a
unique prediction for a scan. In Figure 4, We empirically showed
that an ensemble network on the embedding vectors can combine
the knowledge learned from multiple trial-type models and surpass
the performance of every single trial-type model.

4 EXPERIMENTS AND RESULTS
In this section we discuss the experimental settings and results
addressing the following questions:

• How do we collect and preprocess the data? What is our
general experimental setup and validation method? (See
subsection 4.1) This section focuses on reproducibility and
can be skipped when �rst reading the paper.
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• Since we have four trial-type models to train, what is the best
strategy to transfer knowledge between trial-type models?
(See subsection 4.2 and Table 3)

• Can multi-instance pooling methods improve the perfor-
mance? (See subsection 4.3 and Table 4)

• Can an ensemble model help in combining views? (See sub-
section 4.4 and Table 4)

• Which frames are important to the prediction of the trained
model on each type of event? (See subsection 4.5 and Table 5)

4.1 Data and Experimental Setup.
The data used is freely available on request (website will be dis-
closed upon publication) but not publicly available due to privacy
requirements. Code will also be made available to document and
reproduce experimental results.

Data Collection. Our functional images were acquired with a
gradient-echo T2* blood oxygenation level-dependent (BOLD) con-
trast technique and were performed in a 1.5 T scanner (GE Health-
care). fMRI data were preprocessed using SPM8 [12] (Wellcome
Department of Imaging Neuroscience, London). Brie�y, images
were slice-timing corrected, realigned, normalized to the template
using and smoothed Gaussian kernel. All individual fMRI runs
had small translational and rotational within-run movement and
framewise displacement. All subjects had at least two fMRI runs
surviving the criteria described in [26]. The minimum length of
the scans is 560 and the maximum length of the scans is 1120. The
time resolution of each frame is 2 seconds. The size of a 3D frame
is 80⇥ 96⇥ 72. Each frame is paired with a binary �ag indication of
out-of-range displacement caused by subjects’ movement. There is
a great displacement in the frame which may cause data analyzing
error if the �ag value is 1, otherwise, it’s 0. In both the train and
evaluation process, we remove the entire trial instance if any of the
frames in it has a �ag 1. The ratio of the one type of trial over trials
is 70% AX, 10% AY, 12.5% BX, 7.5% BY.

Data Preprocessing. The di�erence between our work and
the work [26] in data pre-processing is we converted the human
brain BOLD measurements into grayscale 3D images. The BOLD
measurements of voxels in human brain gray matter are �rst min-
max clipped to the range of [�100, 100], and then be applied with a
modi�ed sigmoid function to normalize to the pixel values within
the range of [0.25, 1]. All the other pixels in the image coordinates
that are not brain gray matters (such as white matters or skulls)
are assigned value 0. Given the raw BOLD measurement of a voxel
� 2 R+, the pre-processing can be expressed by the following
equations,

G = max(�100,min(� , 100)) (1)

fV (G) =
1

1 + V ⇥ n�G
, �100  G  100 (2)

where V is a hyper-parameter to choose. The choice of V should
consider to maximize the entropy of the voxel values thus the
resulted gray scale images carry the greatest amount of information
from the raw BOLD measurement. We choose V = 2.5 through
empirical studies.

Experimental Setup For all trial-type models, we use the sum
of binary cross-entropy loss over trial instances as our binary clas-
si�cation loss function and the sum of mean square loss over trial
instances as our reconstruction loss function. In all of experiments,
stochastic gradient descent (SGD) is adopted as the training opti-
mizer. The SGD optimizer has a base learning rate of 1 ⇥ 10�2 and
momentum of 0.95. We decay the learning rate of each parameter
group by 0.5 every 50 epochs with early stopping when the loss
stops decreasing on the validation set.

Validation method As for validation, a lot of critiques towards
existing machine learning studies on medical imaging is they split
the data example from the same subject to both training set and
validation set. There is a total of 51 subjects in our study and each
subject can complete a task hundreds of times, which poses a threat
to data leakage on subjects. In our experiments, we used �ve-folds
cross-validation on subject level predictions to prevent data leakage
and hence report in�ated performance results. There is no shared
subjects, trials or frames between the training set and the evaluation
set. To evaluate the performance of the trial-type models (AX, BX,
AY, BY), we did mean pooling to �nd the most popular prediction
among the trial instances of each trial-type from a single scan. For
the ensemble results, we concatenate the embedding encoded by
the trial-type models as input to the ensemble model to make a
subject-wise prediction. Our best practice reaches the accuracy of
75.6% ± 3.2% in comparison with the previous best practice 72.6%
in [26].

4.2 Transfer Learning Schemes
Amongst all the trial-types, the AX trials account for 70% occur-
rences which is much greater than the occurrences of (BX, AY, BY)
trials. This is so because this trial type is when the subject must
press a response button and is the conditioning trial. Hence we use
the trial-type model AX as our source model and transfer its knowl-
edge to other trial-type models. One popular parameter transfer
learning [38] practice of deep CNNs is to use the pre-trained model
parameters on the source domain, freeze some low-level hidden
layers without updating the parameters, and �ne-tune the other
layers on the target domain.

We �rst train AX model on the AX trial instances to create the
source model. Then, we use parameters of this source model to ini-
tialize the parameters of the target model and try di�erent transfer
learning schemes by freezing a subset of the three convolutional
layers and �ne-tuning the feed-forward parameters. We show the
results of varying transfer schemes in Table 3. The performance of
�ne-tuning all the parameters initialized by trial-type AX model is
better than training from scratch without initialization or freezing
some convolutional layers preceding �ne-tuning the other layers.
Based on these results, we use AX model as the source model to
initialize all the other trial-type models and �ne-tune on all the
parameters for the following experiments.

4.3 Multi-instance Fusion For Prediction
A challenge with our multi-instance setting is that since each sub-
ject performs each task many times, there are many instances of
each trial type for each subject on which to make a prediction. For
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Table 3: Transfer learning schemes and results. We present results transferring the AX source model using a variety of schemes
(rows) to other models (columns). If a layer is not frozen, it is �ne-tuned. The base accuracy of the AX model is 72.6% and
the base accuracy for the other models is in the �rst row. In all cases, the target model is initialized with the source model’s
parameters.

Schemes Model AY (Target) Model BX (Target) Model BY (Target)

Train from scratch 62.7% 66.7% 54.9%
Fine-tune all parameters 68.6% 70.5% 62.7%
Freeze Only Conv1 68.6% 68.6% 60.8%
Freeze Only Conv1 & 2 64.8% 64.8% 56.8%
Freeze Only Conv1 & 2 & 3 58.8% 60.8% 54.9%

Table 4: Various methods of multi-instance fusion and multi-view combination for prediction. The three rows denotes the
multi-instance (MI) fusion methods: prediction majority voting, max pooling, mean pooling. Columns 2 to 5 denote this fusion
methods applied across instances for a single trial-type. Columns 6 to 8 columns denote the multi-view (MV) fusion method
applied across model types.

Fusion methods AX model AY model BX model BY model Majority voting Weighted average Ensemble model

Vote aggregation 66.7% 60.7% 62.7% 58.4% 64.6% 66.7% 68.6%
Max pooling 74.5% 64.6% 68.6% 58.4% 68.6% 72.6% 72.6%
Mean pooling 72.6% 68.6% 70.5% 62.7% 68.6% 72.6% 75.6%

example, if a subject sees 70 AX, 12 BX, 10 AY, and 8 BY trials there
will be 100 instances on which to make a prediction.

To fuse the predictions of many instances to get an overall level
prediction, there are two popular ways: voting method and pooling
methods. The voting method is to count the majority prediction of
all instances in a bag as the overall prediction whilst the pooling
method [30] uses a pooling layer" to pool the embeddings of all
instances into one embedding. In the voting method, the whole
network including the feedforward layers is used as an expert model
to directly give predictions of instances. In the pooling method, the
fused embedding acts as the input to the feed-forward layers for the
prediction of a bag. In this paper, we use two popular MI pooling
methods: max pooling and mean pooling.

max pooling:" (x8 |8=1...<) = max
8

x8 |8=1...< (3)

mean pooling:" (x8 |8=1...<) = 1
<

<’
8=1

x8 |8=1...< (4)

We show our experimental results in Table 4 and the best perfor-
mance method is the mean pooling method which we use going
forward.

4.4 Trial-type Models Ensemble
The result of the previous step was to �nd a single embedding for
each trial. Here we explore how to combine them. The high-level
view of our proposed work is to use multiple trial-type models to
learn task-related features and then combine the learned knowledge
to get a �nal subject-wise prediction. We design a MLP ensemble
network that takes in the last linear layer before the output layer
in the trial-type models as inputs (we call them embedding vectors
of trials), and dynamically ensemble the learned knowledge of
the embedding vectors. These vectors are then passed to 3 fully

connected layers (512, 64, and 8 respectively) of leaky-relu units.
The output is a one-hot encoding representation for the subject-
wise predicted label.

We compare the above approach with two baselines "majority
voting" and "weighted average" described in Table 4. From the four
trained trial-type models, we can get the subject-wise prediction
through the MI fusion methods in subsection 4.3 from each trial-
type models. The "majority voting" means treating each trial-type
model as an expert to vote for the most popular prediction. The
"weighted average" means to weighted average the prediction of
each trial-type model by the number of trials of each type to get
the subject-wise prediction. The results are shown in Table 4. We
�nd that the trial-type model performances are the bottlenecks
of the performance of "majority voting" and "weighted average".
We repeated the experiments from trial-type model training to
ensemble model evaluation 10 times with random seeds to present
the error bars in Figure 4. We found the ensemble model can raise
the performance of each trial-type model by a large margin and we
adopt the ensemble model for the following experiments.

4.5 Frame Importance
Recall the input to each trial-type model is six frames (3 associated
with the cue and 3 with the probe). To understand which frames
are important for the model to make predictions, we designed
the blocking studies on the input frames. At evaluation time, we
block one of the frames (from cue or probe) by making all pixel
values to be zeros in the 3D image and perform the cross-validation
experiment using such input. A blocked frame which causes a large
drop in accuracy is indicative of an important frame.

The results of cues and probes are shown in Table 5. To illustrate
the notation, the "Cue" and "Probe" columns are specifying the
three frames in each type of event. The "Block #index" means, we
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Figure 4: Performances of trial-type models and an ensemble
model. The four trial-type models (AX, BX, AY, BY) are eval-
uated by mean pooling across all the instances of the same
model type. The performance of ‘Model MV’ is evaluated
on the average prediction across the four trial-type models.
‘Ensemble’ is the ensemble model on the embedding vectors
from trial-type models.

make all of the pixels in this indexed frame of this event to be zeros
and leave the other two frames unchanged. The numbers shared by
multiple columns are accuracies of the controlled trial-type models
in same the row. Compared with the baseline performance, the
frames that are most signi�cant to the prediction for each trial type
are frame 2 of CueA in AX , frame 3 of CueB in BX, frame 2 of CueA
in AY, frame 3 of CueB in BY.

5 DISCUSSION
We did exhaustive experiments on the e�ects of every sub-module.
In the experiment in Table 3, we found re-using the learned parame-
ters from trial-type model A to initialize the other trial-type models
greatly raises the performances of other trial-type models. However,
the performances deteriorate when parameters of more layers from
bottom to top are frozen. One possible reason is the lower-level fea-
tures are more transferable than the higher-level features. It implies
the whole brain activities change a lot on seeing di�erent events
but the local activities are very reproducible. The result of Figure 4
shows the ensemble model easily breaks the performance bottle-
neck of each trial-type model, which indicates the combination of
di�erent types of trials is meaningful. The result of Table 4 suggests
utilizing the mean pooling to fuse the multi-instances of a trial-type
is much better than voting aggregation method where every noisy
instance may directly contribute to the �nal prediction. The per-
formance mean pooling method also surpasses the performance of
max pooling method, especially in the trial-type models with fewer
training instances. One possible reason is the maximum values
of embedding may over�t the dataset by some out-of-distribution
instance. Table 5 reveals how the trial-type models put attention on
the time series. The peak BOLD signals of the human brain seeing
cues and probes are variant between 4-8 seconds after the event

occurs. The frames that the models focus thus roughly align with
the peak BOLD response as expected.

Our work opens up a gate to study t-fMRI data and there are
some future works waiting for people to explore. First of all, the
explanation aspect of the work is in great need. Following ([1]),
we can explore the following questions: What anatomical regions
are important to the model’s prediction? What are the variations
between the di�erent types of trials? What are salient patterns for
the true positive, true negative results? Why are some of the scans
classi�ed incorrectly? Can we generate neurobiological relevance
�ngerprinting like [3] did? Moreover, to study the generalizability
of the model and make it more robust to machine noises is essential.
One crucial limitation for the deeply learned model to be widely
used in real clinical practices is the data collected from di�erent
sources may introduce a high volume of noises. The models trained
on the data collected from one machine may not apply to the data
collected from other machines. Adversarial domain adaptation [8]
is a decent approach to learn a model resisting domain discrepancy.
Furthermore, it’s worth trying to explore more complex ensem-
ble methods and transfer learning techniques. Di�erent from the
strict causal relationship in real life time-vary data such as natural
languages or movies, the trials are independent of each other. The
former trials have little impact on the later trials. In this work, we
ensemble the models by types of trials. A more straightforward
idea is to ensemble the models by trials directly. This may lead
to other challenges such as over�tting to the trial type with the
most occurrences. Maximum Mean Discrepancy (MMD) [10] is a
kernel two-sample test to evaluate the distance between the source
and target for transfer learning, which helps the design of more
advanced transfer learning methods [20].

6 RELATEDWORK
The Deep Learning Studies on fMRI Data. Medical imaging
analysis has seen considerable development over the last several
decades. Thanks to the rapid progress, particularly convolutional
neural networks (CNNs) [15], towards medical imaging analysis
[31]. Impressive performance comparable to human experts on im-
age classi�cation, object detection, segmentation, registration, and
other tasks [18] has occurred. As one of the most popular modalities,
most of the previous works are on resting-state fMRI (rs-fMRI) data.
[23] used convolutional neural networks to classify Alzheimer’s
brain from the normal healthy brain. [2] proposed an unsupervised
matrix tri-factorization to discover an underlying network that con-
sists of cohesive spatial regions (nodes) and relationships between
those regions (edges) for brain imaging data. Such works on rs-
fMRI focus on exploring the intrinsically functionally segregation
or specialization of brain regions/networks [19] but are limited
on identifying spatiotemporal brain patterns that are functionally
involved in speci�c task performance.

The t-fMRI Studies. Recently, the t-fMRI analysis [28] is at-
tracting more and more attention for its ability to connect human
activities to brain functioning. In the work of [24], the subjects
in the study are asked to read a chapter from a novel while the
fMRI scans recording their brain activities are conducted. They
�ne-tuned a pre-trained BERT model to map the natural language
to brain fMRIs. [22] used time-varying persistence diagrams to
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Table 5: Frame importance by the blocking experiment. Recall the input into the deep learner for each probe and cue is three
temporally adjacent frames. Here we aim to determine the most important by blocking (assign zeros to all voxels) various
frames during the prediction of the performances of the trial-type models’ changes. The blocked frame that most decreases
performance is the most important.

Trial-types w/o blocking Cue Probe
Block 1 Block 2 Block 3 Block 1 Block 2 Block 3

AX 72.6% 66.7% 60.8% 64.8% 64.8% 64.8% 66.7%
BX 70.5% 64.8% 62.8% 60.8% 66.7% 64.8% 68.6%
AY 68.6% 60.8% 56.9% 58.8% 60.8% 62.7% 66.7%
BY 62.7% 56.9% 54.9% 52.9% 58.8% 56.9% 60.8%

represent the human brain activities when the subjects are watch-
ing the movie. [25] studies deep image reconstruction by decoding
fMRI into the hierarchical features of a pre-trained deep neural net-
work (DNN) for the same input image. The studies in schizophrenia
diagnosis utilizing cognitive control tasks su�ered from either a
small sample size or modest classi�cation performance [37]. All
these t-fMRI settings are di�erent from the AX-CPT setting for they
don’t have multiple types of repeated independent clinical trials to
result in one combined evaluation. Instead, their tasks are sequence-
to-sequence guided by the inputs such as a series of images and
natural languages.

The AX-CPT t-fMRI Studies. The AX-CPT task is a clinical
test on reactive and proactive control processes to identify human
cognitive control de�cits [16]. With modest classi�cation accuracy,
the �rst schizophrenia diagnosis study [35] on the fMRI scans con-
ducted while the cohort subjects completed the AX-CPT task sug-
gests an application to discriminate disorganization levels among
the patients. [27] began the studies on the prognosis of treatment
of schizophrenia by analyzing the task-fMRI data. The task-fMRI
scans of 82 subjects with psychotic disorders were collected and
small regions of interest (ROI) were extracted from the scans for
the study. The following work of [26] compared machine and naive
deep learning-based algorithms for the prediction of clinical im-
provement in psychosis with the same task-fMRI data. It achieved
ROI voxelwise accuracy of 62.4% using a logistic regression model
and 72.6% using a multi-layer perceptron model which we used as
the baseline for our work. These works highly rely on hand-crafted
regions of interest segmentation and they are also analyzing the
task-fMRI data on the average activation of some selected keyframes
in the scans, which may contribute to a great amount of informa-
tion loss. In our work, we use the same source of data 3as the two
above works ([26, 27]) on prognosis but only the 51 scans in the 1st
protocol are included. Di�erent from the above works, we don’t
need any handcrafted ROI segmentation.

The Multi-view Learning and Multi-instance Learning.
Multi-view learning ([33]) and multi-instance learning ([5]) are
prevalent in practice; for example, the text contents and the links
are two views of a web page; the gene sub-sequences can seen as
the multiple instances in a bag of a chromosome. Our approach

�ts the general multi-view multi-instance learning de�nition but
still shows explicit di�erences from the other latest works in this
scope. [6, 17, 21, 29] are non-deep matrix factorization or graph rep-
resentation methods which are not applicable in very high dimen-
sional feature space. In contrast to our multi-view multi-instance
setting where a bag of instances represents one view of an exam-
ple, [32, 34, 36] study multi-instance learning on bag of instances
where each instance has multiple views. All these subtle di�erences
invalidate their approaches to be used in our setting.

7 CONCLUSION
In this study, we �rst bring forward some intrinsic challenges of
existing methods on task-fMRI data. These challenges put limits
on the utilization of some existing methods such as co-activation
matrix, multi-view co-training methods, and variations of recurrent
neural networks. Through scrutiny, we come up with a novel multi-
view multi-instance learning setting that perfectly �ts the task.
Then, we proposed a deep learning architecture that is able to
extract task-speci�c features from di�erent types of trials through
trial-type models and concatenate the features to make subject-wise
predictions through an ensemble model. The CNN-based trial-type
models are trained on varied numbers of repeated trials. Transfer
learning is used between di�erent trial-type models, which enables
the knowledge injection between them. Transferring the parameters
from the most frequent trial-type model to other trial-type models
by initialization and �ne-tuning has a tremendous impact on the
performance. Our deep architecture involving multiple trial-type
models and an ensemble model is an adaptable new paradigm in
task-fMRI analysis with multiple types of repeated trials.
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