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Abstract. We derive a thermodynamically consistent model for liquid-solid phase change in sea
ice by incorporating a phase sensitive scalar to a classical framework of liquid-solid phase change.
The entropy of the scalar is taken relative to the liquid molar fraction which induces a chemotactic
behavior. This provides a transparent mechanism for the rejection of the scalar under formation of
the solid phase. We identify slow varying coordinates, including the scalar density relative to liquid
molarity weighted by latent heat, and use multiscale analysis to derive a quasi-equilibrium Stefan-
type problem via a sharp interface scaling. The singular limit is underdetermined, and the leading
order system is closed by imposing local conservation of the scalar under interface perturbation. The
quasi-steady system determines interface motion as balance of curvature, temperature gradient, and
scalar density. We resolve this numerically for axisymmetric surfaces and show that the thermal
gradients typical of arctic sea ice can have a decisive impact on the mode of pinch-off of cylindrical
brine inclusions and on the size distribution of the resultant spherical shapes. The density and
distribution of these inclusion sizes is a key component of sea ice albedo which factors into global
climate models.
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1. Introduction. Sea ice plays a significant role in ocean circulation and more
broadly in the Earth’s weather and climate system. At a global scale sea ice is a thin
interfacial layer between the atmosphere and the ocean that serves to reduce evapo-
ration, reflect sunlight, and insulate the ocean from heat loss. At a microscale sea ice
is a highly complex, multicomponent system composed of crystalline ice, liquid brine
inclusions, air bubbles, and salt precipitate. This work focuses on brine inclusions.
They play a leading role in sea ice microstructure, particularly determining its elec-
tromagnetic and mechanical properties, creating habitat for a variety of COs-binding
microalgae [14], and driving the oceanic transport of carbon, nutrients, and salt [9].
Indeed, the fluid flow that arises from the onset of percolation of brine channels leads
to both significant downwelling of brine-laden water and an important increase in the
effective thermal conductivity of sea ice. Sea ice’s albedo, the percentage of solar
radiation reflected, is greatly impacted by the surface area density of brine inclusions
[25]. Both albedo and effective thermal conductivity of sea ice are key parameters in
global circulation models.

Sea ice samples are widely characterized by their age—first year or multiyear—
and the temperature and depth below the ice-air surface at which they were harvested.

*Received by the editors August 12, 2021; accepted for publication (in revised form) May 31,

2022; published electronically August 11, 2022.
https://doi.org/10.1137/21M 1440244
Funding: The work of the second author was supported by the National Science Foundation
grant DMS 1813203. The work of the third author was supported by an NSERC Canada grant.
fMathematical Sciences Institute, Australian National University, Canberra ACT 2601, Australia
(noa.kraitzman@anu.edu.au).
fDepartment of Mathematics, Michigan State University, East Lansing, MI 48824 United States
(kpromisl@math.msu.edu).
§Department of Mathematics, University of British Columbia, Vancouver, BC V6T 1Z4, Canada
(wetton@math.ubc.ca).

1470

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.


https://doi.org/10.1137/21M1440244
mailto:noa.kraitzman@anu.edu.au
mailto:kpromisl@math.msu.edu
mailto:wetton@math.ubc.ca

Downloaded 10/02/22 to 35.8.11.3 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

SLOW MIGRATION OF BRINE-INCLUSIONS IN SEA ICE 1471

0.0 T L T T T 0.0 T T T T T 0.0 T T T T T
02F ™ E Fe ]
jot3 7 o4af 1 oaf E
Eo°F § 1 osf 1 osfb E
~ 08fF E N
S 08F 1 sk e
a 1.0F [5= March 2013 E 5
8 12F [~ may2013 1 1o} 1 10k E
14F —&— June 2013 3 12F E 12F E
' — ~—y
16F 1 14F 1 14k 3
1.8 L 1 1 1 1 16 | I I 16 bl N
-12 -10 -8 -6 -4 -2 0 o 2 4 6 8 10 12 0 5 10 15 20 25 30
Temperature (°C) Salinity (ppt) BVF (%)

0.0 T T T T T

02 3
0.4F 4
0.6 |- 3

Depth (m)
5

—+— March 2014 0.8 18
1.2 —0— May 2014 =1
—=— June 2014 1.0F ER
1.4
12F 4
1.6
1.8 L 1 1 1 1 : 1.4 L L 1 L 1
-12 -10 -8 -6 -4 -2 0 0 2 4 6 8 10 12 0 5 10 15 20 25 30
Temperature (°C) Salinity (ppt) BVF (%)

FiG. 1. Measurements of temperature, bulk salinity (in parts per thousand), and brine volume
fraction as a function of depth in arctic sea ice at three different seasonal periods over two years
(From [23]; reprinted with permission from creative commons).

The top row of images in Figurel, from [23], show the temperature distribution in
sea ice at three different seasonal periods over two years. In a given season, the
temperature is largely a function of depth while the temperature gradient is spatially
uniform in the winter, except at the bottom (ice-water interface) of the ice sheet. The
bulk salinity, shown in the second row, is the salt weight fraction, in parts per thousand
(ppt), of the total weight including the ice phase. The bulk salinity generically decays
at the air-ice surface after the ice has been warmed but remains relatively constant
in the middle of the sheet. The brine volume fraction, calculated here from x-ray
microtomography, increases with seasonal temperature shifts but less so at the air-ice
surface. While the data are noisy, “pore salinity,” the salt content of the brine within
the inclusions, satisfies an underlying relation. The pore salinity can be postprocessed
from this data by approximating the salt density in the ice phase as zero to leading
order [30], and dividing the bulk salt density by the brine volume fraction. The results,
reported in Figure 2, present temperature and pore salinity parametrically by depth
for the three data sets with the largest temperature gradient. Despite incorporating
data from a wide range of brine structures throughout the ice-sheet, the plots are in
strong agreement with the cryoscopic rule of thumb which relates a 0.54 °C decrease
in freezing temperature of water per 1% increase in salt weight fraction (dotted line).
The combination of salt ejection from ice and the raising of the freezing point of liquid
water with salinity generates a chemotactic process forming spatially extended liquid
brine inclusions.

The structure of brine inclusions is well known to be temperature-dependent.
As sea ice temperature rises, brine inclusions expand and may interconnect. As ice
temperatures fall, inclusions shrink and pores may pinch off into isolated inclusions of
various shapes whose diameters range from 0.1 to 10 millimeters [19, 26]. While there
is an increasing interest in brine inclusions and sea ice structure [7, 1, 16], there are
few mathematical models that incorporate the chemotactic role of salt ejection from
ice and the cryoscopic relation between salt density and freezing point. There is a
rich mathematical literature on phase change that incorporates latent heat, including
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Fi1Gc. 2. Pore salinity computed as the ratio of bulk salinity and brine volume fraction for
the three data sets (from Figure 1) with the largest temperature gradient. The pore salinity is
plotted verses temperature (parametrically in depth) and compared to the linear approzimation of
the cryoscopic relation (dotted line).

[2] which presents scaling connections to many standard models. The work of [6]
incorporates salt into a very general thermodynamic model with a strong emphasis
on the elastic energy of the mixture; however this approach is technical and does not
provide a transparent physical mechanism for salt ejection from ice. The work [21]
incorporates models for the nanoscale structure of water networks and the role of
salt in destabilizing them but is not presented in the context of a thermodynamically
consistent model.

We present a thermodynamically consistent phase-field model for the formation
and evolution of brine inclusions within ice that rests upon a simple mechanism for
salt exclusion. The model incorporates an entropy production mechanism that con-
serves internal energy. This follows the GENERIC framework for thermodynamic
consistency developed by Grmela and Ottinger [10, 11] and placed into a framework
more accessible to a broader mathematical audience by Mielke [20]. More specifically
we incorporate salt into the entropy based models of phase change presented by Pen-
rose and Fife [24]. Salt exclusion arises naturally by taking the entropy of the salt
relative to the density of liquid-phase water molecules. The liquid water molecules
solvate the salt ions, and their removal by the freezing process unfavorably decreases
the entropy of the ions. The resulting ejection of salt from the regions of freezing
engenders a chemotactic flow for the salt density that leads to the development of
spatially extended regions of high salt concentration—the brine inclusions.

We consider a scaling of the model which recovers a sharp-interface limit for the
ice-liquid interface, while maintaining a finite latent heat of phase change. The singu-
lar nature of the relative entropy of the salt precludes smooth transitions in salinity
across the ice-water front. We overcome this by reformulating the system in terms
of phase, temperature, and salt density relative to liquid phase and show that this
relative density is smooth. We present a multiscale analysis that derives a Stefan-type
problem (explicit moving boundary) for the evolution of the brine-ice front coupled to
temperature, salinity, and interfacial curvature. However, because of the salt ejection
the Stefan-type problem is formally underdetermined at leading order. We use con-
servation of salt under front perturbations to derive a boundary condition that closes
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F1G. 3. Vertical pores and smaller vertically aligned inclusions in first-year sea ice. (Left) Sea
ice at —20 ° C, scanned via z-ray microcomputed tomography. Edge of each side of cube is 7.5 mm.
Color coding indicates channel volume; green > 0.0337 mm?, blue < 0.0067 mm3, and orange is
intermediate [18]. (Right) A photograph of a vertical thick section cut from naturally grown first-year
ice cut at a depth of approzimately 80 cm (From [19]; reprinted with permission from John Wiley
and Sons).

the system. The Stefan-type problem is further simplified through a quasi-steady
reduction to a mean curvature flow driven by the thermal gradient. This reduction
aligns with recent work in the sea-ice community advocating for “the removal of the
widely adopted planar-equilibrium representation of the surface tension, the so-called
capillary approximation, in favor of consideration of the curvature or size-dependence
of the surface tension” [13].

We calibrate the parameters to experimental data and use numerical simulations
to examine the role of temperature gradients on pinch-off and migration of brine in-
clusions. We find that typical winter temperature gradients can have a significant
impact on the structure of brine inclusions, contributing to the break-up (pinch-off)
of longer brine pores into smaller, more spherical inclusions. More significantly for
albedo, thermal gradients may impact the size distribution of the smaller inclusions.
As shown in Figure 7 a strong thermal gradient coupled with a large decrease in
temperature may produce more uniformly sized inclusions after break-up, such as are
visible in Figure 3. The same thermal gradient with a smaller shift in temperature,
as occurs towards the bottom of the ice sheet, produces a pinch-off at one end of the
inclusion, suggesting that continuation beyond the initial pinch-off will lead to the for-
mation of a string of small inclusions. The thermal gradient also induces a downward
migration towards the warmer ice-bottom. This effect is particularly pronounced for
spherical inclusions whose constant curvature cannot balance the inhomogeneity of
the thermal gradient. This may provide a mechanism for the desalinization of the top
layer of ice with the onset of warmer weather as is seen in the second row of data in
Figure 1. We investigate the contribution of the density stratification of salt within
a pore to downward migration but find that this effect is several orders of magnitude
smaller.

There are important elements of sea ice that the model presented here does not
capture. It does not include air bubbles, and it takes liquid water and ice to have
the same density, ignoring expansion and the associated elastic effects induced by
freezing. Sea ice is composed of a variety of salts, in particular mirabilite (NazSOy)
which begins to precipitate from solution at —8.2 °C and accumulate in the bottom
of larger brine inclusions, impacting their shape and evolution [19]. Several effects,
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including convective mixing during freezing, generate microstructure in sea ice that
can influence brine channel shape [3, 18]. Core samples from the top of an ice sheet
are more likely to be frazil ice with a random grain orientation, while mid-depth ice
is generally columnar, with a more vertical orientation of ice grains and ice near the
seawater interface is often platelet ice, with a higher degree of lateral grain structure.
Our model approach is best adapted to columnar ice.

In section 2 we derive the thermodynamically consistent flow, including the change
of variables from temperature to internal energy, and the reformulation in terms of the
more slowly varying salt density relative to liquid water. In section 3 we use multiscale
analysis to pursue the sharp-interface limit, deriving the Stefan-type problem for the
ice-water interface and resolving the missing boundary condition. In section 4 we
present the quasi-steady reduction to a thermal gradient—driven curvature flow and
examine the impact of the thermal gradient within the context of axisymmetric brine
inclusions. Temperature is measured in Kelvin in sections 2 and 3, as required for
discussions of thermal entropy which is singular at 0 K. In section 4 connections are
made to experimental sea ice data, and it is natural to change to degrees Celsius so
that comparisons are more natural.

2. Model derivation. We derive a thermodynamically consistent system for a
mixture of water, ice, and salt within a cubical region Q@ C R? subject to zero-flux
boundary conditions. This is a closed system corresponding to a sample of ice at a
fixed depth within an ice sheet. The evolution uniformly increases the system entropy
while preserving the internal energy and the total salt.

The main variables are the phase function ¢, the temperature 6, and the salt
weight fraction N (for natrium). The phase function denotes the percentage of the
water molecules that are in the liquid state, thus ¢ = 1 is liquid, and ¢ = 0 is fully
frozen. We incorporate salt to the phase field models introduced by Penrose and Fife
in [24] by following the GENERIC framework. In the work of Penrose and Fife, the
authors present several models for the free energy, internal energy, and entropy of the
temperature-dependent phase change. We pursue the simplest of these, for which the
entropy is expressed as a spatial integral

S(0.) = [ 5(70.6.6)ds.
Q
over dimensional Z of an entropy density in the form

(2.1) 5(V,0,0) = v(9)y(0,9) — eoWo(9) — 0| Vo[>,

Here Wy is a classic double well potential with equal depth minima at ¢ = 0,1,
and eg and o, are constants. While this formulation has some deficiencies, including
a nonconvex dependency of entropy on the phase field variable, they show that it
connects directly to the classical phase field model, and it significantly simplifies the
subsequent analysis. We modify this form of § in several ways. First we incorporate
salt dependence into the first term of § in the form

V(¢)y(97 (ba N) = —€1W1(¢)£(9, N)
The potential W7 is dimensionless and has ¢ = 0,1 as critical points so that
W (30, N) := eoWo(@) + et W1 (9)&(6, N)

is an unequal depth double well with respect to ¢ with local minima at ¢ = 0, 1.
Generic choices are
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Wo(¢) = 18¢%(1 — )%,

(2.2) 3

W1(¢) = 2¢2 <¢ - 2) .

The cryoscopic term & serves to raise or lower the value of the minima at ¢ = 1. For
small deviations of temperature and low salt concentrations the cryoscopic term is
well approximated by a linear relation

(2.3) €0,N) =N+ B0 —0.),

where 0, = 273 K is the freezing point of pure water and 5 = 1.85/K; see Figure 2
and [29]. Since W (0;6, N) = 0, the sign of W (1;6, N) encodes the entropic preference
of the mixture for ice or liquid. We take W7 < 0 on [0,1], with the normalization
W1(1) = —1, so that positive values of ¢ promote melting. The normalization of W)
simplifies the scaling of the surface tension; see (3.7).

Two more modifications to § incorporate temperature and salt dependence on
system entropy. The first of these takes the simplest choice for the thermal entropy
(see [20, page 238]):

(2.4) T(0) = esInéb.
The thermal entropy coefficient is the product of specific heat ¢s and density pg,
es = cspo = (2072J kg 'K 71)(1000 kg/m®) = 2.072 x 106 JK'm 3.

The specific heat is taken independent of phase [8, page 204]. While temperature is
dimensional here, the inclusion of a dimensional scaling merely adds a constant to the
system entropy and is avoided for simplicity of presentation.

The second and most significant modification to § incorporates the entropy of the
salt relative to the molar density of liquid water. The water molecules in the liquid
state solvate the salt ions. Consequently the salt entropy decreases with the ratio of
salt molecules to liquid-state water molecules. This decrease in entropy drives the
chemotactic ejection of salt from freezing water. Density-driven stratification of salt
within water is incorporated through a gravitational potential term

(2.5) R(¢,N,i) =enN (1 —In g) — egNi3/ Ly,

where L, = 1073m is a typical brine length scale and %3 is the component of & along
the direction of the gravitational force. The entropy of NaCl salt in water (at 20 °C)
is roughly 43.4 JK~!'mol~! [15] while the molar density of water is mg = 5.55 x 104
mol/m?. This suggests an entropy coefficient

en = (43.4JK 'mol ) mo = 2.41 x 10 JK'm~3.

The coeflicient e, quantifies the buoyancy gradient that salt induces in water, with
gravity driving a salinity gradient at equilibrium. Water with N percent salt by
weight has density po(1 + 0.83N) where pg is density of pure water [4]. This gives a
buoyant density of the salt water of pg0.83N with units of kg/m?3. Introducing the
gravitational acceleration g=9.8 m/s? we have

gpoLy

= 298 x 1072 JK 'm~3.

eg := 0.83
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Here 0, = 273 K is the reference temperature for arctic salt water. The dimensionless
ratio of salt entropy to its buoyant counterpart, akin to a Grashof number for thermal
gradients, takes the value

29.8 x 1073

= 679 = —-—— -8
b= = S cior = 123X 107

The constant e; scales the latent heat. For water, the latent heat of freezing is
3.34 x 10%J /kg, so that

(3.34 x 10%J kg™ ') po
0.

e = =12x107JK 'm™3.

It is more difficult to estimate o4 and ep; however, in the sharp interface regime the
interfacial width satisfies L;; = \/e¢/04. For a liquid-ice water interface this width is
Ly; = 107%m [12]. We scale & by the brine inclusion length L, = 10~3m, introducing
the dimensionless length x = % /Ly, and correspondingly define H := Ly/Lj; ~ 10° >
1, which serves as the large parameter in our analysis. Nondimensionalizing the system
entropy by eng’, we consider the classical sharp-interface scaling, imposing

oy =esLH,

2.6
(26) eg =esH.

For simplicity of notation we set ey = e; = e,. Shifting to dimensionless length and
dropping the tilde notation, the system entropy takes the form

s(V,6,0,N)

(2.7) S(¢,6,N) = / Y() +R(p,N,z) — $|V¢|2 — HW(¢;€) da.

Q
The scaled potential takes the form
1

(2.8) W(g:6,N) = Wo(d) + 7 Wi(¢)¢(6, N),
while the thermal entropy

(2.9) YT(@)=1no

and salt entropy relative to liquid water

(2.10) R(¢,N,z) =N (1 —1In J(Z) —0gNxs3

are dimensionless. We remark that time, measured in seconds, and temperature,
measured in Kelvin, retain units. We avoid the notation required to scale the tem-
perature since that serves only to modify the value and units of 8 and to shift the
system entropy & by an additive constant that does not impact the system evolution.

2.1. The entropic gradient flow. We apply the thermodynamic framework as
presented in [20] to develop a gradient flow that conserves the internal energy, increases
the entropy, and conserves the total salt density. This requires replacing temperature
with internal energy as a dependent variable. More specifically, the formulation to
this point is in terms of the three dependent variables (¢, 0, N). To arrive at a flow
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that conserves the internal energy u we determine the relation 6 = 6(u, ¢) and convert
to system in terms (¢, u, N) with 6 = 6 slaved.

Assuming smoothness, the Legendre transform allows us to express the free energy
density 1 and internal energy density u though the entropic density s. When written
in the form ¢ = ¢ (¢, 0, N) the entropy satisfies

(2.11) s = —0p,
while the internal energy satisfies
(2.12) u=1v— 00 =1+ 0s.

To determine ¢ we integrate s from (2.7) with respect to 0. Neglecting any terms
that are independent of 6 yields

BO —0.)?

(213)  9(6,0,N) = 5 IV + B(HW(9) + NWa(g)) + 2

—T(6) — OR(¢, N, z).

Wi(¢)

Here T is the primitive of T with respect to . The volume integral of the free energy
density is a conserved quantity—its gradients do not drive the flow. In this framework
its significance is as an intermediate that determines the internal energy. From (2.12)
this latter takes the form

g

(2.14) u= —5(92 — 0HW1(¢) — Y (0) + 07 (6).

In the case at hand Y(6) = Y (0) — 0, and we can recast the internal energy as

(2.15) u=10—b0)Wi(s),
where we have introduced
(2.16) b(0) == 5(92 —6%).

Within this formulation the internal energy and entropy densities satisfy the funda-
mental thermodynamic relation

dpu 11— BOWL(¢)

Subject to no-flux boundary conditions the thermodynamic evolution equations
should increase the entropy density in space, while conserving the total internal energy

(2.18) Er = / u(z) dz
Q

and the total salt amount

(2.19) Np := / N(z)dz.
Q

This requires rewriting the evolution in terms of the internal energy and using (¢, v, N)
as dependent variables. To this end we invert the relation (2.15), writing
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(2.20) 0 :=0(u, ).

This inverse is well defined and smooth in the regime we consider. The entropy takes
the form

. . 1 .
1) SN = [ T(0(.0) + R(6.N.a) = 5l Vof — HW(6:€) do
where, to emphasize that the cryoscopic relation has become a function of u and ¢,

we introduce

(222) §(¢,U,N) =N+ 5(8(¢7u) - 0*)

The flow is determined by the gradient of S , through a choice of dissipation mech-
anism. The mass of ice and water are not individually conserved. This motivates a
choice of nonconservative gradient for the liquid phase function

58
(2.23) % =35
where
220 O Lag mwied s (70 = BW1(6)) 048 + 0,R(6, N, ).
o9 H ’ T

Here prime denotes differentiation with respect to the function’s first variable. Taking
0y of (2.15) we calculate that

o WOWI)
1 — poW1(9)
Since Y’ = §~! we find that the phase field equation for ¢ reduces to

(2.25)

(226)  pu= 00— HWY(0) ~ Wi(6) (N +5(0)/6) + 0,R (o, N, ),

where b(0)/6, in increasing function of 6.
For zero-flux boundary conditions the total internal energy is conserved by the
flow

58
(2.27) u =—V- (Muvéu) ;

where from (2.21)

61§ A,l ~
(2:28) = = (071 = BWi(9)) Dbl 0).
Taking 9, of (2.15) we derive

A 1
(2.29) O = ————,
1 — BOW1 (o)
and hence, as is consistent with (2.17), we obtain
55

2.30 — =0
(2.30) 5
For the canonical choice, M, = 0402, (see [24, page 50]), we derive the relation
(2.31) w = oD,
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where oy is the thermal conductivity, taken for simplicity to be independent of phase.
The salt flux is generated by the entropy through the mass preserving flow

55
(2.32) Ny = -V (MNde> )
where the variation of S with respect to N is given by
55 A
N
(234) = —Wl((;S) —1In E - 5g$3.
Taking My = on N, where o is a constant, we obtain
N
(2.35) Ny =0opnV - (NV <W1(¢) +1In 7 + 5ga:3)>
1
(2.36) =onV- (N (W{(q&) — ¢> V¢ + VN + 5ge3N> .
To summarize, the coupled system takes the form
1 A A N
(2.37) b= 350 — HWy(9) = Wi(9) (N +6(6)/0) + .
(2.38) up = og A,
1
(2.39) Ny =0onNV - (N <W1’(¢>) — ¢> V¢ + VN + 5ge3N> .

The advantage of this framework is that, subject to zero-flux boundary conditions,
the system enjoys an entropy generation mechanism
ds 652 652
(2.40) —:/}—+m 05
dt Qldp ou
whose density is pointwise positive throughout the domain. In this sense the system

satisfies the Clausius—Duhem (or second law) inequality, while maintaining conserva-
tion of total internal energy and salt.

\%

53' 2
- >

2.2. Relative salt density and model reformulation. With the system
(2.35)—(2.39) defined through the variational formulation, we are now free to change
to variables that simplify the subsequent multiscale analysis of section 3. We remove
the fast variation from the salt variable and replace the internal energy with the
temperature as a dependent variable. The salt flux is given by

(2.41) Jy = Noy (V (W1 +In Z) + 5ge3> .

Setting aside the small gravitational term, the equilibrium with zero salt-flux have
salt distributions of the form

(2.42) N = ppe=W1(9)

where p > 0 is a spatial constant defining the salt density relative to liquid water
density. This suggests that 6 and p can be viewed as slowly varying quantities, and
we change to the variables (¢, 0, p) from (¢, u, N). A key step is the introduction of
the modified potential
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(243) V(9:6,0) = Wo(@) + 2 Vi(630, ),

where the modified perturbation to the double well
¢
Vi(e;0,p) := / (b(g)/g + pse*WI(S)) W (s) — pe=W1(®) gs
0

(2.44) = Wi(9)b(0)/0 + p ( / T (em) — e ds)

= Wi(0)b(6)/6 — ppe™"1®).

This perturbation breaks the equal-depth structure; however, unlike W7, it incorpo-
rates influence from the salt entropy, so that its value in the right well of W} is always
negative. More specifically V71(0;6, p) = 0 while

(2.45) Vi(1;6, p) = Wi (1)b(0) /6 — pe="1 () = —b(©) /6 — pe* < 0.

This shift in notation allows us to recast the system as

(2.46) 0,6 = %Aq& — HO,V (:6, p).
(2.47) 00 (0 — b(OYW: (9)) = 0w,
(2.48) ) (gz)e*Wl(@ p) —onV - (qﬁe*Wl(@ (Vp+ 5ge3p)) .

The product of W; and the function b(f), defined in (2.16), provides the form and
scaling for the latent heat. In this formulation the salt exclusion mechanism is incor-
porated into the time derivative term on the left-hand side of (2.48).

Table of Parameters

’ Symbol \ Description \ Value \ Units ‘
0 Water density 1000 kg/ m®
Cs Specific heat of ice at —5 °C 2072 J/(Kkg)
Se NaCl salt in water molar entropy 434 J /(K mol)
mo Water molar density 5.55 x 104 | mol/m®
g Gravitational acceleration 9.8 m/ s”
0. Reference temperature 273 K
8 Cryoscopic parameter 1.85 1/K
es Thermal entropy coefficient 2.5 x 10 | J/(Km?3)
en Salt entropy coefficient 2.41 x 10% | J/(Km?)
€g Gravitational entropy coeflicient 2.98 x 1072 | J/(Km?)
el Latent heat coefficient 1.2 x 107 J/(Km?)
Ly Brine inclusion length scale 1073 m
Ly; Liquid-ice interface length scale 1079 m
by Density stratification ratio 1.23 x 1078 -

H Ratio of inclusion lengths to interface 108 -

3. Reduction to a Stefan-type problem. In the sharp-interface limit, H > 1,
we use multiscale asymptotics to derive a Stefan-type problem for the evolution of
the ice-liquid interface I' = I'(¢). The salt rejection mechanism leads to a nonsmooth
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Qs x = y(p) +zn(p)/H

re - ] \_’ ...... -

Fi1G. 4. Partition of domain Q into the disjoint outer regions Qs (white—solid ice) and
(blue—Iliquid), separated by the moving interface I'(t). The inner region I'y contains T', is bounded
by the dotted lines, partially overlaps the outer regions, and supports the Frenet coordinate system
(3.1).

variation in the the absolute quantity of salt, s, across the interface, but the relative
salt, p, remains smooth. The outer problem derived that results from matched asymp-
totics is underdetermined, and we obtain a closed system by imposing conservation
of salt under local interface variation.

We consider a brine inclusion whose boundary is given by a smooth, closed 2-
dimensional manifold I' immersed in £ C R?; see Figure 4. We define the local Frenet
coordinates system in a neighborhood of I" via the mapping

(3.1) z=((p,z) :=7(p) + H 'n(p)z,

where y : P — R? is a local parameterization of I' and n is the outward unit normal
to I'. The variables p = (p1,p2) parameterize the tangential directions of I' while
z denotes the H-scaled, signed distance to I', negative in the liquid region ; and
positive on the solid region €.

In a neighborhood T'y of T' = T'(¢)

(3.2) F[iZ{C(p,Z)ERB pEP, —€H§z§€H}CQ,

the Cartesian gradient and Cartesian Laplacian admit the formulation

(3.3) V. =Hno, +V,,
(3.4) A, = H?0? + Hro(p)0, + (2k1(p)0s + Ap) + O(H ™).

Here k; is a sum of the (i + 1)st powers of the two curvatures {K;, Ko} of T,
2
Ki = (—l)i ZK;-'H.
j=1

In particular, k¢ is the sum of the curvatures and is often called the total curvature of
I'. With this choice of normal the curvature of a sphere is negative [17]. The interface
T" evolves in time through its normal velocity

(3.5) Vu(p,t) := —H 12,
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where Z := % gives the rate of approach of the front to a point = z(z,p). It admits
an expansion of the form

(3.6) =20+ H 5 +O0(H?).

3.1. Expansions and matching conditions. The front profile ®, is defined
to be the solution of the equation

(3.7) 2Dy = Wi (Do),

which satisfies &y — &% as z — £o0o, where éar =0 and éa =1 are the two minima
of Wy. The linear operator obtained by linearizing (3.7) about ®( is denoted

(3.8) L:= 0% — W (D).

The function &, € H?(Q) relates to &y through the relation ®o(x) = ®o(z(x)) on I
and is extended smoothly to take values i% off of T'y. We consider a formal, multiscale
analysis of the temperature 8, molar salinity p, and the phase parameter ¢. In the
far-field, away from the interface I', p = N, and the system admits the outer expansion

(3.9) 0 = O(z,t) + H 'Oy (x,t) + O(H?),
(3.10) ¢ = Dg(x,t) + H '@y (2,t) + O(H?),
(3.11) N = No(x,t) + H ' Ny (x,t) + O(H?).

To avoid fast transients we consider a “relaxed” regime in which the phase change
is equilibrated at leading order in the outer region. In the outer region, that is, off
of T'y, the leading order front profile ®( is piecewise constant. This motivates the
introduction of the liquid region Q(t) = {x|®o(z,t) = 1} and the complementary
solid region €,(t) = {z | ®o(z,t) = 0}. We use x; the indicator of the liquid domain
Q; to express Py, i.e.,

1 ifxey,

o) = xalw, ) = {0 ifzeQ

While the interface moves in time, this is reflected in the outer region only through
the matching conditions.
To simplify notation, we introduce the outer vector U = [@, N|¢ and its expansion

(3.12) U= Z H_iUi, where U; = [@i,Ni]t.
i>0

We assume that the inner variables admit expansions of the form

(313) 0w 0) = 6(zp.t) = folzp.t) + H 'Gy(zp.t) + O(H ),
(3.14) $(w,t) = d(z,p,t) = Po(2) + H ' d1(2,p,t) + O(H?),
(3'15) p($7t) = ﬁ(Z,]L t) = ﬁO(Z’pat) + H_lﬁl(zvpv t) + O(H_Q)-

At the interface we have matching conditions for both the temperature and the salin-
ity. The temperature satisfies the matching condition

(3.16) lim O(z + hn,t) = lim 6(z,p,t),
h—0

z—+o0
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which for « € T" yields the relations

+ _ n
(317) 60 (J,',t) - Zgrinoo 90(27197 t)v
(3.18) OF(z,t) + 20,07 (z,1) = Erin 01(z,p,t).

Here n is the outward unit normal to I', 9, is the derivative in the normal direction
of T', and ©F denote the values of the limits of the left-hand side in (3.16) as h — 0,
respectively.

The matching conditions on the salinity incorporate the relation N = pgpe~"1(#)
and the usual limiting behavior,

(3.19) lim N(o+hn,t) = lim p(z,p,0)(z, t,p)e O,

which for z € T" yields the relations

(3:20) Nif (1) = lim_po(z,p,t)oe (7,

(3.21)  Ni" + 20, N = ZEIEOO [‘i)oefwl(%)(ﬁl — poW1 (D0)e1) + élﬁoefwl(éo)].

3.2. The outer system. We use the outer expansion (3.9)—(3.11) to break the
system (2.46)—(2.48) into orders of H. In the “relaxed” outer regime, ®; = x; for
x € Q, UQ, and as a consequence the O(H) system is trivially satisfied. The O(1)
equations take the form

(3.22) W' (xt)®1 = =04 V1 (x1; Uo),
(3.23) 8t(@0 — b(@o)Wl (Xl)) = O@A@Q,
(324) 8tN(] = O'NV . (VN() + 5ge3N0).

Since W1(0) = 0 and W/ (x;) = 0, the derivatives of the modified potential V; (2.44)
satisfy the relations

(3.25) 0sV1(0;Ug) = —po.  9Vi(L;Ug) = —poe "1V,

From the normalization Wi (1) = —1 we have Wi (x;) = —x;, and the O(1) system
can be written in terms of x; over the entire outer region as

p()eXl

3.26 D = in Q/T,
(3:20) 'S W) /
(3.27) (14 b(00)x1)9:O0 = 79 ABy,

(3.28) 0tNg =onNV - (VNO + 5ge3N0) in Q/F

This system is subject to interior layer matching and exterior boundary conditions
derived in what follows. The phase parameter is zero in the ice region, and it is
constant with a small perturbation which depends upon the salinity in the liquid
region
poe” "1 (1)

(3.29) d(x,t) =1+ H*lW

+O(H™?).
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3.3. The inner system. In the inner region we combine the system (2.46)-
(2.48), the variable expansions (3.13)—(3.15), and the gradient and the Laplacian
expansions (3.3)—(3.4). Collecting terms in orders of H we find at O(H?)

(3.30) 0 = 926, in Ty,
(3.31) 0 = 0. (Dge W29, 5y) in T,.

Equation (3.30) implies that 6o is linear in z. The matching condition (3.17) implies
that 6y is constant in z, which yields the continuity condition on the outer tempera-
ture,

(3.32) [©0]=0 onT.

We conclude that 6y = ©y. At O(H), the system takes the form

(3.33) 0= 028 — Wy(Do),
(3.34) 0 = 09920, + k0. 0o,
(3.35) 0= 0. (doe V129, 5y)

+ (rooe (%) 4 9. (e F) (1 - W{(Bo)bo))) 0.7
+ 5z(<i>oe_wl(&>°))5gﬁon - €e3.

The equation (3.33) and matching conditions are consistent with the assumption that
o, provides the leading order inner expansion, in particular, that it is independent of
the tangential variable p. ~

Since 6 is independent of z, (3.34) implies that 6, is linear in z and combined
with the matching condition (3.18) yields the two interfacial zero-jump conditions for
the outer temperature

(3.36) [0200] =0, [©1] =0.

Addressing the O(H?) salt equation (3.31), we integrate twice with respect to z
from 0 to z and solve for pg. This yields the relation

(3.37) ﬁo(z7p7t)=ﬁo(0)+(@0(0)3—""1(‘1’0(0))5Z,50(0)) / 1 .

0 Po(y)e=Wi(Po(v)

where for brevity po(0) is used here and below to denote 50(0,p,t). Reporting this
back to the matching condition (3.20), we have

z—+oo

(3.38) NE(z,t) = lim Po(z)e W1 (Po(2) [50(0)

~ T z 1
—Wi(80(0) g5
+ (<I>o(0)e 32,00(0)) /0 Bo(y)e—"1(Fow) dy]'

As z — —00, Dy — 1 so that W;(Pg(z)) — Wi(1) and hence remains bounded. The
dominant contribution comes from the term

dy =z + O(1).

Z—r—00

3.39 lim e~ Wi(®o(:) / _—
(3.39) im e 0(2) ) M@ Bg(y)
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The matching condition requires that 9,p0(0) = 0, and hence gy is independent of z,
and

(3.40) Ny = po(0)e="1 (M) on I'y,
(3.41) N =0 in €.

With pg independent of z, the O(H) salt equation (3.35) reduces to

(342) 6Z(<i>oe_W1(‘i>°)8z,51) = —6z(i>0€_wl((i)o))5gﬁ()l’l - e3.
This has solutions of the form
(3.43) p1(2) = p1(0) — 26p0m - e + Do (0)e~ V(2O (9, 5, (0)
z
1
d,poN - e: - _ dy.
+ 0gpom ed)/o Bo(y)e—": B0 Yy

We couple (3.43) with the matching condition (3.21). Since ¢, is uniformly bounded
and po is independent of z we use (3.39) to match terms in z as z — —oo, finding that

(3.44) OaNy = Bo(0)e~ 129, 5 (0).

Conversely, as z — oo we have ®y — &f = 0, for which W;(0) = 0. Linearizing (3.33)
about the limiting value <I>3' yields the equation

2Dy — W(DF )Py = 0,

which implies that ®y = c e "% as z — oo, where ky = W”((i)ar). Using this
asymptotic reduction, we have the relation

~ # 1 1
3.45 lim & z,t)/ —dy=—.
(3.45) GO T ™ R

z—+00
Using this limit in the matching condition we determine that
(3.46) OnNS =0,

which is consistent with (3.41).

The function Ny is discontinuous across the moving interface I' = T'(¢), and the
interfacial conditions, expressed in terms of gy and 0,p1, are underdetermined. We
close the interfacial condition for Ny by imposing local conservation of salt mass
under interface deformation. Since Ny = 0 in the ice domain €2, conservation of mass
requires that

8t NO dx = 0,
o]
which, using (3.28) and the normal velocity V,,, breaks into

(3.47) 0= / NoVy,ds + 0¢No dx
r Q

(348) = / NoVy,ds + 0'12\/ V- (VNO + 5963]\[0) dx
r 197

(349) = / [N()Vn + 0'12\; (VNO + (5gN093) . Il] ds.
r
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Returning to the Z formulation from (3.5), this implies the leading order boundary
condition

(3.50) %NO =02 (VNo + 6,Noe3) - n onT.

We call this a sweeping boundary condition since the moving interface, reflected by
%o, “sweeps up” the salt, a bit like a broom. More specifically, when the front motion
is directed into the liquid domain, 2y < 0, the salt on the boundary is convected by
the moving boundary to remain in the liquid domain so that at leading order no salt
is left behind in the advancing ice region.

A closed system for the leading order outer variables requires an expression for
the normal velocity. This arises from the O(1) equation for the phase field variable
which takes the form

(3.51) Loy = 20®f — k@) — 95V (Po; Uy),

where the operator L is defined in (3.8). The solvability condition for (3.51) requires
that the right-hand side be orthogonal to the kernel ®{ of L. Taking the inner product
and solving for Z; yields the expression

(05V1(Dg; Up), D)

(352) 7;’0 = Ko + =
1261172

Since Uy is constant in z it follows from (2.45) that
<3¢V1(i’0% Uo), 5’6> = Vi(¢; Uo) zié: Wi (1)b(0)/6 — pe="1 (1) < 0.

With the matching condition (3.40) on Ny and the normalization Wi (1) = —1,
the expression (3.52) yields the scaled normal velocity

(3.53) 20 = ko — | @l 22 (6(©0)/O0 + No) on T,

which couples temperature, salinity, and curvature. We summarize these results in
section 4.

4. Stefan-type problem for brine inclusions in sea ice. A brine inclusion is
defined by its evolving boundary I' = I'(¢), which divides the scaled region © = [0, do]?
into subdomains €2, and €2;. In the previous section we obtained a Stefan-type problem
for the evolution of I" in terms of the leading order outer variables. The salt N is
zero on the exterior domain €, and is discontinuous across the interface. It can be
taken to be defined only on the interior domain, ;. At leading order the phase
equation is replaced by the location of the interface. We supplement the system with
Dirichlet conditions on the temperature at the top 99 = [0, dy]? x {dy} and the bottom
09 := [0, dp]? x {0}, and zero-flux conditions on the lateral sides 9 := 9N\ (OQUIL).
These inhomogenous Dirichlet boundary conditions reflect the temperature gradient
that is a key feature of sea ice. However the system is not closed acted, the internal
energy need not be globally conserved, and the global dissipation inequality (2.40)
may not hold. Nonetheless the local analysis of section 3 remains valid. We study
the slow evolution of the evolving boundary I'(¢), in particular under the influence of
the temperature gradient imposed through the boundary conditions ©; for Oy at the
top and bottom of €. The system reduces to a nonlinear parabolic equation for the
temperature,

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 10/02/22 to 35.8.11.3 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

SLOW MIGRATION OF BRINE-INCLUSIONS IN SEA ICE 1487

(4].) (1 + b(@o)xl)at@o = 09A0By, x €N,
. @0 = @b(l',t), aﬁU 6@,
(43) On©p = 0, x € 0%,

where x; is the characteristic function for the inclusion region, and a parabolic equa-
tion for the salt on the evolving brine inclusion region of the form

(44) 0tNog =onV - (VNO + 6963]\70), r € Qy,
(45) OnNg = 0, x € (89) N Q.

The system is subject to the interfacial boundary condition which insures conservation
of salt under the moving interface,

(4.6) ZEONO =0% (VNy + dgNoes) - n on I
Here the H-scaled signed distance zg to I' satisfies
(4.7) 0 = ko — | @l 2 (b(©0)/O0 + No) onT.

The system couples through the salt-preserving boundary condition (4.6) and the
normal velocity (4.7). The coupling is at O(H ~1), the same formal order as the second-
order outer system. However on the long O(H) time scale both the leading and second-
order systems relax to quasi-equilibrium, and the coupling between the second order
and first order reduces to O(H~2) and is negligible. The leading order temperature
system is parabolic with nonlinearity arising only through the temperature and spatial
dependence of the latent heat, b(6)y;. Since b > 0, the system is uniformly parabolic
in nondivergence form, and the parabolic regularity theory (see section 7.1 of [5])
applies. The salt weight fraction satisfies a scaled advection-diffusion equation within
); and is defined to be zero outside this domain. The free boundary motion is also
parabolic curvature driven flow with nonlinear forcing from the boundary values of
the interior variables. The theory for the full system including coupling to the free
boundary motion is not straightforward but we expect unique, regular solutions at
least for short time and observe this in the computational simulations of the reduced
model.

4.1. Quasi-equilibrium Stefan-type problem and its axisymmetric for-
mulation. As can be seen from (4.6) on the fast ¢ time scale the domain is constant
to leading order, and both the heat and the salt equations satisfy unforced parabolic
equations. Thus these quantities relax to quasi-equilibrium on this time-scale and are
driven adiabatically by the interface which evolves on a slower 7 = t/H time scale.
In particular, for temperature boundary data that are spatially uniform on the top,
00, and the bottom, 0%, the temperature relaxes to a simple linear equilibrium

(4.8) B0 = ag + bozs,

with by < 0 reflecting that sea ice is generically warmer with increasing depth. As-
suming that the brine inclusion region €); does not intersect 0f2, the salt density
satisfies

e*égwg

_ x €
Jo, e %73 dx’ b
197}

(4.9) No = Ny

where the normalization incorporates the conservation of total salt, Np.
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The front evolution is driven quasi-adiabatically through the normal velocity. For
simplicity we linearize b(©)/0©, defined through (2.16), about ©¢ = 0., consider the
slow time scale, 7 = t/H, and observe that with the normalization (2.2) we have
@42 = 1. With these adjustments the inner normal velocity V,, = V,,/H takes the
form

(4.10) Vi = —ko + {(No, ©9) = —ko + No + B(Og — 0.).

The linearized normal velocity balances the cryoscopic term against curvature. Since
H ~ 10°, the slow time 7 = 1 corresponds to roughly two weeks, and 7 = 5 — 10
comprises a complete winter season.

With ©g and Ny prescribed as in (4.8)—(4.9), brine inclusions achieve shape equi-
librium when the curvature balances the heat and salt gradients. FExcept for the
temperature gradient, which is imposed, the problem for the equilibrium inclusion
shape I' uncouples from the full system. Given that brine inclusions are predomi-
nantly either spherical or vertically oriented tapered cylindrical pores, it is natural to
consider a vertically oriented axisymmetric reduction for the curvature flow. In the
next two sections we consider computations of this reduced problem in axisymmetric
geometry, first steady state and then transient.

An axisymmetric surface of revolution has a parameterization

(4.11) o(s,p) = (r(s)cosp,r(s)sinpy,s)

over [0,d] x [0,2n], where r : [0,d] — R denotes the radius of the surface measured
from its vertical center line. The curvature is related to 7(s) through the equality

1+ ()2 —rr”
2L+ R

More generally, under evolution by a normal velocity V,, the map x5 = x3(s)
becomes nontrivial, and the axisymmetric parameterization takes the form

(4 12) R = —

o(s, ) = (r(s) cos p, r(s) sin u, x3(s)).
The outer normal to the interface is given by
_ (ah cos pu, xh sin p, —717)
ENEEACE

while the time dependent r and x3 parameterizations satisfy

)

Vazh
MV CE oD
(4.13) s - ’
atlig = — n

The curvature satisfies

(x5)3 + (r")2aly — rr" 2l + 'y
2r /(@) + (7))

where / denotes Js;. The normal velocity is then computed in terms of s as

(4.14) Va(s) = —ko(s) + No(x3(s)) + B(Oo(3(s)) — 0.).

Substituting (4.14) into (4.13) gives a closed evolution for r(s,t) and z5(s,t) on the
fixed domain [0,d]. Further details of the numerical approach and its convergence
properties can be found in [22].

Ko(s) = — ,
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Fic. 5. Cross-sections of azisymmetric equilibrium pore profiles obtained from (4.15) for x3 > 0.
The pores transition from slowly tapered to pinch-off for thermal gradients of 1.5 °C/m (dashed),
3.2°C/m (dotted), and 15.0 °C/m (solid). The simulation with the 15.0 °C/m gradient terminates
with a pinch-off singularity, r(z3) = 0, at x3 = 38.7 mm.

4.2. Impact of thermal gradients on equilibrium pore structures. We
neglect the minor role of density stratification, setting 6, = 0, so that [Ny is spatially
constant over the inclusion, taking a value that depends only upon the volume of
the inclusion and its total salt Np. The steady-state version of the axisymmetric
formulation shows the influence of thermal gradients on equilibrium pore shapes.
Letting r = r(x3) denote the radius of an open-mouthed axisymmetric pore, then at
equilibrium V,, = 0, and combining (4.10) and (4.12), the radius satisfies the second-
order ODE

1+ ()2 —rr”

(4.15) S e No + B(©o(s) — b.).

The salt-free freezing temperature is 6, = 0 °C. The temperature profile ©¢ de-
pends on the depth as in (4.8) where a¢ denotes the temperature at the location
x3 = 0. The thermal gradient by is constant in space, but it is taken at different
seasonal values between 0.0015 and 0.015, corresponding to temperature gradients of
1.5 °C/m to 15 °C/m. Smaller values of ag denote a deeper sample location within
the ice.

We fix the local temperature ag and use Matlab ODE45 subroutine to resolve the
system (4.15) with boundary data r'(0) = 0 and r(0) = 2 mm, corresponding to a
large pore. The value of the constant salt density N is selected so that r”/(0) = 0.
This yields a spatially constant solution r(x3) = r(0) in the absence of a thermal
gradient (byp = 0). Reintroducing the thermal gradient, we solve the system for z3 > 0
corresponding to upwards towards the ice-air interface, the colder temperatures induce
higher curvatures, and a smaller pore diameter. Figure 5 shows the progression of
equilibrium pore cross-sections under thermal gradients of 1.5 °C/m, 3.2 °C/m, and
15 °C/m. The pore profile changes from weakly tapered to oscillatory with faster
tapering at intermediate gradient to a pinch-off singularity at the largest gradient.
While the oscillatory equilibrium and pinch-off states are surely unstable dynamically,
they afford intuition to the role of thermal gradients in the system.

4.3. Impact of thermal gradients on inclusion evolution. The quasi-steady
system (4.13)—(4.14) allows an investigation of the role of temperature gradients in the
evolution of axisymmetric brine inclusions. These include both spherical and closed
cylindrically axisymmetric inclusions. Spherical shapes are generically stable under
curvature driven flows; indeed it is well known that motion by curvature produces
spherical collapse states. In sea ice the salt concentration of a spherical inclusion of
radius R increases like R~3 with decreasing radius, while the curvature increases like
R~!. The build-up of salt arrests the collapse through the cryoscopic relation.
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F1G. 6. Ewvolution of brine inclusions in the absence of thermal gradient as the temperature was
increased from (a) —13 °C to (b) —8 °C to (c) —4 °C, then decreased to (d) —13 °C. Dark circles
with a bright center are air bubbles. The figure is from [19]; reprinted with permission from John
Wiley and Sons.

The axially symmetric quasi-steady system is computed on a cell-centered grid
with s € [0,1], a scaled arc length variable as in [22]. Finite difference approxima-
tions are used for the derivatives and the integral in (4.9) is approximated with the
trapezoidal rule. The right half of the shape is computed, and ghost points [28] are
used to apply the boundary and symmetry conditions. Backward Euler time stepping
is implemented, and Newton iterations are performed at every time step to solve the
resulting nonlinear system. A grid refinement study gave the expected convergence:
first-order accuracy in time-step and second-order accuracy with respect to spatial
resolution.

Figure 6 presents images from an experimental investigation of reversibility of
inclusion shapes under heating cooling cycles in the absence of thermal gradients. In
frame (a) the unmodified first-year sea ice has a number of vertically aligned inclusions
and is held at a spatially uniform —13 °C. The sample is then uniformly heated with
the outcome presented in frames (b) and (c) and then cooled back to —13 °C in frame
(d). The four largest inclusions, initially ranging between 0.5 and 1 mm in diameter,
increase in size, with one merging with a small inclusion at —8 °C; see arrow 1. At
—4 °C three of the large inclusions merge into an extended brine tube of length 2 mm.
Under reduction of temperature back to —13 °C, the tube contracts but is otherwise
stable. A fundamental question is if the tube would be stable under the cooling in the
presence of a thermal gradient. Indeed it is plausible that the three isolated inclusions
from which the tube formed arose through the pinch-off of a tube during a cooling
event in the presence of a thermal gradient. Arrow 2 indicates an isolated pocket with
reversible changes under the heating and cooling cycles.

We compare the zero-gradient experimental investigates with simulations of the
quasi-steady axisymmetric Stefan-type system. While this system does not support
mergings, it can follow inclusion evolution up to a pinch-off singularity. As presented
in Figure 7(left), we simulate a spherical brine inclusion that is initially at —2 °C with
a thermal gradient of 2 °C/m. At 7 = 1 the system is subject to a rapid decrease
in temperature to —4 °C and an increase in thermal gradient of 14 °C/m. In Fig-
ure 1, this corresponds to an inclusion located at about 1 m depth transitioning from
the June 2013 to the March 2013 temperature profiles. The inclusion contracts un-
der the reduction in temperature but remains largely spherical despite the symmetry
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Fic. 7. Simulation of brine inclusions showing initial and intermediate times (dotted) and final
time (solid). Both horizontal and vertical azes are in millimeters, but the azes on the right are
scaled compared to those on the left. Temperature and gradient are shifted at slow time 7 =1 in all
stmulations. (Left) A spherical inclusion with temperature shifted from —2 °C to —4 ° C and thermal
gradient shifted from 2 °C/m to 14 °C/m. Images are at slow time T = 0,2,3,4,5. (A) Simulation
is in the absence of thermal gradient with temperature shifted from —2 °C to —6 °C. Images at
T =1,3,4,5. (B) Simulation has shift from 0 °C/m to 14 ° C/m thermal gradient and temperature
decreased from —2 °C to —10 °C. Images at 7 = 0,1,1.5,2,2.58 (pinch-off). (C) Simulation has
shift from 0 ©C/m to 14 ° C/m thermal gradient and temperature is decreased from —2 °C to —4 °C.
Images at 7 = 1,3,4,4.87 (pinch-off).

breaking induced by the temperature gradient. However the gradient induces a slow
rigid-body descent corresponding to a multidimensional traveling wave solution with
a velocity that is linear in the thermal gradient for values relevant to sea ice. In
Figure 7(right—A, B, C) each image presents the results of three simulations, each
depicting the evolution of an axisymmetric tube. In each simulation an initial inclu-
sion was allowed to equilibrate at a given temperature under zero thermal gradient
for 7 € (0,1) before being exposed to a decrease in temperature and an increase in
temperature gradient. The first simulation (A) shows the impact of a shift in tem-
perature from —2 °C to —6 °C in the absence of a thermal gradient. This mimics the
laboratory conditions of Figure 6(d). The brine tube contracts but does not pinch-
off. Following the cooling the evolution slows, and the last two brine tube profiles
are indistinguishable. The second simulation (B) shows the impact of a simultaneous
application of a thermal gradient of 14 °C/m and a shift in temperature from —2 °C
to —10 °C. This corresponds roughly to a June to March transition (see Figure 1) at a
depth of 0.3 m. The brine tube pinches off quickly in the middle. This suggests that a
continuation beyond pinch-off would lead to the formation of a string of two or more
larger brine inclusions. Significantly there is no observable downward motion in the
presence of the thermal gradient, suggesting that the spatial variation of interfacial
curvature at least temporarily suppresses the transition to a traveling structure. The
third simulation (C) shows the impact of a simultaneous application of a thermal
gradient of 14 °C/m and a shift in temperature from —2 °C to —4 °C, corresponding
to June to March transition at a depth of 0.8 m, near the bottom of the ice sheet.
Here the evolution is slower, and the top of the brine tube contracts into a uniformly
thin neck. Significantly the pinch-off initiates at the top of the tube, which suggests
that a continuation beyond pinch-off would lead to a sequence of pinch-off events that
produce a string of many small brine inclusions and a single large inclusion.

5. Discussion. We present a thermodynamically consistent model for the slow
evolution of brine inclusions within sea ice that generates salt exclusion via the en-
tropy of salt relative to liquid water. Adapting the classical sharp-interface scaling, a
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multiscale analysis reduces the flow to a Stefan-type problem that couples the temper-
ature and salinity to the evolution of the inclusion boundary. Numerical simulations
of the quasi-steady version of the Stefan-type problem highlight the role of thermal
gradients in the pinch-off of brine pores into spherical inclusions. Large gradients
and warm temperatures, such as found near the bottom of the ice, may lead to pore
pinch-off into a range of small and large inclusions. Large gradients and swings to
colder temperatures, such as found at the top of the sea ice, may lead to pinch-off
into equal sized inclusions. These observations are commensurate with Figure 3 which
displays samples of brine inclusions in first-year sea ice. In both images the brine in-
clusions arise in vertically aligned columns that are evocative of the pinch-off of longer
brine pores examined here. It is also natural to ask if thermal gradients will induce
migration of brine inclusions. Interestingly, the analysis and numerics suggest that
spherical inclusions are more susceptible to migration, as their constant curvature does
not readily adjust to the inhomogeneity of the thermal gradient, leading to rigid-body
evolution rather than the deformation that is seen in pore-type inclusions.

The model presents several opportunities for novel analysis. The combination of
an L? gradient for the nonconserved phase, a weighted H~! gradient for the con-
served salt leads, and chemotactic terms arising from the relative entropy present
several challenges to the analysis. Most chemotactic results have addressed spatially
localized patterns, such as spikes [27]. Brine inclusions are very much a chemotactic
phenomena, transporting uniformly distributed ocean salt at 3.5% weight fraction
into brine inclusions at 10-20% weight fraction. However the inclusions are spatially
extended patterns, with a length scale that is 10° times longer than the ice-liquid
interface. A rigorous analysis of the stability and evolution of these spatially ex-
tended inclusions seems to require a different class of tools. A good starting point is
to address the stability of traveling spherical inclusions in the presence of a thermal
gradient.

The issues raised present opportunities for model calibration. Almost all labora-
tory work on sea ice is conducted at constant temperature, without thermal gradient.
The thermal gradients in sea ice in winter are very significant. A simple point of
validation would be to measure the drift speed of circular inclusions as a function of
the strength of the thermal gradient or to recapitulate the work of [19], such as that
presented in Figure 6, under the influence of thermal gradients.

The model contains many simplifications, some of which make it harder to incor-
porate experimental data into the initial model development. An obvious improve-
ment is to consider a more physical balance between entropy and free energy for the
ice-liquid transition. As discussed in the work of Penrose and Fife [24], the entropy
of the phase change should be convex, with the nonconvexity that drives the spinodal
decomposition appearing through the temperature dependence of the latent heat. An
even more ambitious extension is to incorporate the microstructure of the ice phase
and the elastic energy driven by the expansion of water upon freezing. This would
require the full GENERIC framework [20]. Both of these projects are future work.
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