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ABSTRACT
Concurrency bugs are extremely di#cult to detect. Recently, several
dynamic techniques achieve sound analysis. M2 is even complete
for two threads. It is designed to decide whether two events can
occur consecutively. However, real-world concurrency bugs can
involve more events and threads. Some can occur when the order
of two or more events can be exchanged even if they occur not
consecutively. We propose a new technique SeqCheck to soundly
decide whether a sequence of events can occur in a speci$ed order.
The ordered sequence represents a potential concurrency bug. And
several known forms of concurrency bugs can be easily encoded
into event sequences where each represents a way that the bug can
occur. To achieve it, SeqCheck explicitly analyzes branch events
and includes a set of e#cient algorithms. We show that SeqCheck
is sound; and it is also complete on traces of two threads.

We have implemented SeqCheck to detect three types of concur-
rency bugs and evaluated it on 51 Java benchmarks producing up to
billions of events. Compared with M2 and other three recent sound
race detectors, SeqCheck detected 333 races in 30 minutes; while
others detected from 130 to 285 races in 6 to 12 hours. SeqCheck
detected 20 deadlocks in 6 seconds. This is only one less than Dirk;
but Dirk spent more than one hour. SeqCheck also detected 30
atomicity violations in 20 minutes. The evaluation shows SeqCheck
can signi$cantly outperform existing concurrency bug detectors.

CCS CONCEPTS
• Software and its engineering→Multithreading; Scheduling;
Software testing and debugging.
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1 INTRODUCTION
Concurrent programs can exhibit di%erent thread interleavings due
to non-determinism, bringing concurrency bugs [33]. They can
bring harmful results or even disasters [25, 32, 44].

To detect concurrency bugs, one promising direction would be a
sound predictive analysis [24, 28, 29, 43, 55]. They run a concurrent
program to generate traces consisting of di%erent types of events.
They then consider the dependencies of events and model such
relations either as constraints [24, 28] or direct edges in graphs [43]
or comparable vector clocks [29, 31, 55]. And a feasible solution or
a feasible topological order or a pair of con"icting vector clocks is
taken as a proof of the existence of a real concurrency bug. Di%erent
models o%er di%erent abilities and su%er from di%erent weaknesses.
For example, constraint-solver-based ones are able to check values
in memory access events, producing a larger concurrency coverage;
but they rely on heavy constraint solvers to guarantee their sound-
ness and completeness. To be e#cient, these techniques usually
analyze a segmentation (e.g., every 10k consecutive events) of a
trace [24, 28]. Graph based ones can be complete (given a trace of
two threads [43]) over full traces, but are usually ine#cient. Vector
clock based approaches are e#cient but often incomplete.

This paper focuses on e#cient, sound, and complete approaches.
To the best of our knowledge, M2 [43] is the state-of-the-art one.
However, M2 is limited to data race prediction only; or more pre-
cisely, it is limited to predict the kinds of concurrency bugs involv-
ing two events that should occur consecutively. Data races right
fall into this category because it is de$ned to be two con"icting
memory accesses of two threads [29, 55] that occur consecutively.
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Furthermore, other types of concurrency bugs such as deadlocks
[6], atomicity violations [34], and order violations [33] are not
limited to two events or two threads. They do not require that all
involved events occur at the same time. For example, two well-
protected events can form a concurrency bug if their orders are
reversed [8]; however, it $ts poorly with the de$nition of data races.
It seems highly nontrivial to extend M2 to support the detection of
common concurrency bugs (see Section 2).

In this paper, we address the above challenge by presenting
SeqCheck, an e#cient and sound tool to analyze full traces to
detect various types of concurrency bugs. SeqCheck is complete
when there are two threads. The core of SeqCheck is an algorithm
to decide whether a sequence of two (or more) events is feasible
over a given trace. Such a sequence can vary for di%erent types of
concurrency bugs but can be easily designed; it can have events
from any number of threads.

SeqCheck $rstly calculates an event set that is necessary for
determining the feasibility of the sequence. Secondly, SeqCheck
constructs a graph to reorder the events in the set. It applies four
types of orders as edges including program orders, observation
orders (on pairs of write and read), lock orders, and the orders from
the input sequence. Finally, it computes a closure for these orders
on the graph. If no cycle is found in the process, SeqCheck soundly
decides that the sequence is feasible indicating a true bug.

SeqCheck is inspired by M2 [43]; however, the essential di%er-
ence between them is that M2 targets deciding whether two events
can be reordered one after another; whereas SeqCheck targets
deciding whether a sequence of events in a speci$ed order is feasi-
ble, no matter whether they can occur consecutively. Note, if two
events can occur consecutively, they are exchangeable; but two
exchangeable events may be unable to occur consecutively. As a
result, M2 produces a subset of that of SeqCheck.

To achieve the above goal, SeqCheck considers branch events.
Besides, for a potential concurrency bug with more than two events
that have multiple ways to occur, SeqCheck natively supports
a "divide-and-conquer" manner to decide it. That is, SeqCheck
can decide a potential concurrency bug to be true if it decides
that any sequence (corresponding to a unique way for the bug to
occur) is feasible in a trace. Instead, if any two events of a sequence
can occur consecutively in di%erent traces, M2 cannot decide that
the sequence can be feasible in the same trace. We show that the
algorithm SeqCheck is �푂 (�푛2 × �푙�표�푔(�푛)) where �푛 is the number of
events. And we present a proof to show that SeqCheck is sound
and is also complete when there are two threads.

We have implemented SeqCheck for Java programs to detect
general concurrency bugs. We selected two sets of previously used
Java benchmarks with 31 from [3, 37, 43] and 20 from [27, 28].
They produced traces up to millions or even billions of events.
On detecting data races and atomicity violations, we compared
SeqCheck with (1) M2 and other three sound algorithms SHB,
WCP, SyncP [37] and with AtomFuzzer [41] on the $rst set of
benchmarks, respectively. On detecting deadlocks, we compared
SeqCheck with (2) Dirk (a sound deadlock prediction tool) on the
second set of benchmarks.

The experiment shows that SeqCheck signi$cantly outperformed
others on both e%ectiveness and e#ciency. On race detection, Se-
qCheck detected 333 races in 30 minutes; the others detected from

130 to 285 races in at least 6 hours. The latter four reached our time
limit (1 hour) on almost all large-scale benchmarks. On deadlock
detection, SeqCheck detected 20 ones in 6 seconds; this number
is only 1 less than that by the constraint-solver-based Dirk (that
are expected to detect more than ours). However, Dirk spent >1
hour. SeqCheck detected 30 atomicity violations in the $rst set of
benchmarks whereas AtomFuzzer detected none or crashed.

In summary, we make the following contribution:

• We propose a dynamic approach SeqCheck that models pro-
gram branches and predicts the feasibility of event sequences.
Thus, we turn the detection of concurrency bugs into a ques-
tion of feasibility of an event sequence. And we propose how
to detect three types of concurrency bugs.

• We present an analysis to show that SeqCheck is sound and
is also complete when there are only two threads, and further
show SeqCheck has a time complexity of �푂 (�푛2 × �푙�표�푔(�푛)).

• We have implemented SeqCheck and compared it with several
recent sound works. An experiment con$rms that SeqCheck
is signi$cantly more e#cient and e%ective than others.

2 PRELIMINARIES AND MOTIVATIONS

2.1 Basic De!nitions
This section describes a set of de$nitions and notations about se-
quentially consistency memory models [30] that are similar to
de$nitions found in previous papers [28, 29, 43] .

Execution trace. An (execution) trace �휎 represents a lineariza-
tion of a multithreaded program execution. It is a totally ordered
list of its events, for which the order is denoted by ≺�휎 . For a trace
�휎 , we use T (�휎) to denote the number of threads in trace �휎 , and use
�휎�푡 to denote the projection of �휎 on thread �푡 ∈ T (�휎). Each event
�푒 ∈ �휎 has a thread ID and a event ID, which can be extracted by
tid (�푒)/�푒�푖�푑 (�푒). tid (�푒) denotes the thread which �푒 belongs. �푒�푖�푑 (�푒)
denotes the index of �푒 in �휎tid (�푒) .

There are three categories of events (other synchronization
events can be handled similarly [24, 28, 43]):

• Memory event: write/read, denoted by �푤�푟 (�푡, �푥)/�푟�푑 (�푡, �푥,�푤),
indicates a thread �푡 writes to a (memory) location �푥 , or read
from a location �푥 where the last write event to �푥 is �푤 and �푤
can be ∅.

• Lock event: acquire/release, denoted by �푎�푐�푞(�푡, �푙) / �푟�푒�푙 (�푡, �푙),
indicates a thread �푡 acquires or releases a lock �푙 . Other implicit
synchronizations can be treated based on this two events.

• branch, denoted by �푏�푟 (�푡), indicates there is another path that
is not followed by thread �푡 . Note, this includes both the explicit
conditional branches and the implicit branches (method calls,
memory usage) in object-oriented programming languages [28].

We denote the set of event types as {�푤�푟 , �푟�푑,�푎�푐�푞, �푟�푒�푙,�푏�푟 } and use
�표�푝 (�푒) to extract the type of an event �푒 . We suppose that each thread
starts and ends with a branch event ∅�푆 and ∅�퐸 , respectively.

In the rest of this paper, we may omit the thread ID of an event or
the write event in a read event if there is no ambiguity in the context.
We assume that lock acquire/release events are well-nested, i.e., if
a thread has acquired multiple locks at a time, the corresponding
lock release events must be in the nested manner.
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We de$ne a set of auxiliary functions. For a memory/lock event
�푒 , we use loc(�푒) to get its location/lock. We denote the set of all
locations of a trace �휎 as L�휎 . For a read event �푒 , we use obs�휎 (�푒) and
obs�푋 (�푒) to denote the involved write event in a trace �휎 or a set
of events �푋 . For a lock acquire/release event �푒 , we use match�휎 (�푒)
to denote the corresponding paired lock release/acquire event. We
use last

�표�푝
�푥 (�푒) and next

�표�푝
�푥 (�푒) to denote the most recent event that

operates on �푥 before and after �푒 in program order, respectively,
where �표�푝 ∈ {�푤�푟 , �푟�푑,�푎�푐�푞, �푟�푒�푙,�푏�푟 }, where �푥 and �표�푝 can be omitted
indicating any event type and any location, respectively.

We use E�휎 and E�푋 to denote all events in a trace �휎 and all
events in a set �푋 , respectively. And we use E�푟�푑

�푋 , E�푤�푟
�푋 , E

�푎�푐�푞
�푋 , E�푟�푒�푙

�푋 to
denote the set of all read events, all write events, all lock acquire
events, and all lock release events in �푋 , respectively. We de$ne
the [] operation on them as the projection on a location/lock, e.g.,
E�푟�푑
�푋 [�푥] = {�푒 ∈ E�푟�푑

�푋 | loc(�푒) = �푥}.
Two events �푒1 and �푒2 from di%erent threads are con"icting,

denoted as �푒1 ∝ �푒2 if: (1) they are memory events on the same
location and at least one of them is a write event; or (2) they are
lock events and have the same lock. We use �퐶�표�푛�푓 �푆�푒�푡 (�푋 , �푒) to $nd
the con"icting event of �푒 in an event set�푋 (We only use this function
when there is only one con"icting event in �푋 ).

For simplicity, we view a sequence of events �휌 = 〈�푒1, �푒2, · · · �푒�푛〉
as an array (e.g., �휌 [1] refers to �푒1). A sequence �휌 ′ is a read variant
of another sequence �휌 , denote as �휌 * �휌 ′ if |�휌 | = |�휌 ′ | and, for
1 ≤ �푖 ≤ |�휌 |, we have either �휌 [�푖] = �휌 ′[�푖] or �휌 [�푖] = �푟�푑 (�푡, �푥,�푤) ∧
�휌 ′[�푖] = �푟�푑 (�푡, �푥,�푤 ′). A sequence �휌 is w-r consistent if, for any its
read event �푒 = �푟�푑 (�푡, �푥,�푤), �푤 is identical to the most recent write
event on �푥 before �푒 in �휌 . That is, a read event always reads a value
from the latest write event to the location. A pre$x of a sequence
�휌 = 〈�푒1, �푒2, · · · �푒�푛〉 is a sequence �휌 ′ = 〈�푒1, �푒2, · · · �푒�푖 〉 where 1 ≤ �푖 ≤ �푛
or �휌 ′ = ∅. We denote the set of all pre$xes of �휌 as prefix (�휌). Note
that a trace �휎 is also regard as an event sequence.

2.2 Orders
Given a trace �휎 , we de$ne three basic types of orders:

• Program order ≺�푃�푂 . ∀�푒1, �푒2 ∈ E�휎 : tid (�푒1) = tid (�푒2) ∧ �푒1 ≺�휎
�푒2 ⇒ �푒1 ≺�푃�푂 �푒2 (i.e., among thread local events).

• Observation order ≺�푂�푂 . Let �푋 = E�휎 ,∀�푒 ∈ E�푟�푑
�푋 : �푒 =�푟�푑 (�푡 , �푥 ,

�푤) ⇒ �푤 ≺�푂�푂 �푒 .
• Lock order ≺�퐿�푂 . Let �푋 = E�휎 ,∀�푒1, �푒2 ∈ E

�푎�푐�푞
�푋 : �푒1 ∝ �푒2 ⇒

match�휎 (�푒1) ≺�퐿�푂 �푒2 ∨match�휎 (�푒2) ≺�퐿�푂 �푒1.

2.3 Motivations
M2 [43] is a sound predictive technique for race detection and is
also complete when there are only two threads. For a pair of con"ict
events (�푒1, �푒2), M2 $rstly builds a graph where vertexes are events
that may a%ect the execution of �푒1 and �푒2 and edges are de$ned
as three types of orders. M2 then applies a closure algorithm on
the graph. After that, if there is no cycle formed, M2 decides that
the two events can occur at the same time and they form a race.
Otherwise, it makes no decision (unless the trace has two threads
and, in this case, M2 decides that the two events do not form a race).

M2 decides whether two events can occur consecutively to detect
races. Even if it can be extended to further check whether more
events from di%erent threads can occur consecutively, detecting

t1 t2
1 acq(l)
2 rd(y)
3 wr(x)
4 rel(l)
5 acq(l)
6 rd(x)
7 wr(x)
8 rel(l)
9 wr(y)

t1 t2

sync(l)
{x++;}
y=0;

sync(l)
{x=y;}

Figure 1: A trace (right) of two threads (left).

common concurrency bugs requires to determine whether an order
of two or more events can be reordered. This cannot be resolved
by M2. Let’s discuss this point.

Figure 1 shows two threads and one trace where thread �푡1 exe-
cutes after thread �푡2. Let’s denote each event in the trace by their
line numbers. M2’s purpose is to check whether �푒2 and �푒9 is a race.
M2 $rstly computes a set of dominating orders. For �푒2, the set
is empty as no event before it can a%ect the execution of �푒2. For
�푒9, event �푒6 dominates it where �푒6 reads a value on �푥 written by
�푒3. Similarly, we have that �푒3 is dominated by �푒2. As a result, the
set dominating �푒9 contains �푒2. This indicates that the two cannot
execute consecutively. M2 decides that they do not form a race.
Obviously, this conclusion is false given that the trace stems from
the code on the left.

Next, suppose that M2 is extended to determine the orders, say
whether the execution order from �푒2 to �푒9 can be reversed into that
from �푒9 to �푒2 in an alternative execution. Obviously, this targeted
order and the concluded dominating order (i.e., �푒2 dominates �푒9)
together form a cycle. As a result, M2 decides that the target order
cannot be reversed. However, it is obvious again that the target
(from �푒9 to �푒2) order is feasible in a di%erent trace.

The reason failing M2 on the above two examples is at its execu-
tion model. M2 follows the model [29, 36, 55] that requires: every
read event in an inferred (partial) execution should read a value
written by the same write event as the original trace; any other
inferred (partial) execution violating it is unsound (i.e., not guar-
anteed to be feasible). That is, the model implicitly assumes that
any read event is followed by a branch; and reading a value from a
di%erent write event may produce execution divergence.

To make M2 workable in the above example, branches must be
explicitly considered. Actually, some constraint-based approaches
already consider branches [24, 28] where they require: a read event
should read the same value (that can be from di%erent events) as
that in the original execution, and any violation to it may produce
an infeasible trace. This results in a huge search space for large-
scale programs and constraint-solvers can be ine#cient on them
[24, 28]. Besides, it is di#cult to consider constraints (e.g., the logic
operations like "OR") for graph-based approaches like M2.

Suppose M2 is adapted to recognize branch events and check the
above order reversing problem. Then, there are four branches (right
before and right after each of the two events) to be analyzed. One
adaption for M2 is to infer races for two events through deciding
whether any two branches can be executed consecutively. This
requires an analysis on the four pairs of branches. However, the
two are inconsistent, i.e., whether the two branches can be executed
consecutively and whether the two events can form a race.
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For example, Figure 2 shows a trace �훿 including branch events.
For the two events �푒12 and �푒6, the adapted M2 can decide that two
branches before them (i.e., �푒11 and∅�푆 ) cannot execute consecutively
due to the write-read order from �푒7 to �푒10; moreover, the two events
cannot form a race for the same reason. Now, suppose �훿 ′ is another
trace which is the same as �훿 except that we swap �푒6 and �푒7, namely
�푒 ′6 = �푤�푟 (�푥) and �푒 ′7 = �푤�푟 (�푝) in �훿 ′. Now, considering the two events
�푒12 and �푒 ′7. The adapted M2 can decide that the two branches before
them (i.e., �푒11 and ∅�푆 ) cannot execute consecutively due to write-
read order from �푒 ′6 to �푒10; but, this time, the two events indeed form
a race. We can see from these two cases that there is no consistent
conclusion on whether a race can be decided by deciding whether
the involved branches can be executed consecutively. We can also
draw the same conclusion on other cases (e.g., the branch before
one event and the branch after the second event).

Another limitation is that M2 is not designed for checking mul-
tiple events from two or more threads. Say that we want to check
whether the three events �푒6, �푒12, �푒18 in Figure 2 can execute in the
order: �푒6, �푒18, �푒12 (this pattern can be a concurrency null pointer
exception [8]) . If M2 is adapted to decide whether each two of them
can form a race, it will be challenging to prove the correctness be-
cause each isolated conclusion is drawn under di%erent conditions
(e.g., write-read orders).

3 OUR APPROACH
We $rst present a set of de$nitions and then present our algorithms
to check the feasibility of an event sequence. We use the trace �훿
and the sequence �휌 = 〈�푒6, �푒18, �푒12〉 in Figure 2 to illustrate them.

3.1 Feasible Sets
Open lock set. Given a set �푋 ⊂ E�휎 of a trace �휎 and an event
�푒 ∈ E

�푎�푐�푞
�푋 , if match�휎 (�푒) ∉ �푋 , we say �푒 an open lock event. We use

�푂�푝�푒�푛(�푋 ) to denote the set of all open lock events in�푋 . For example,
let �푋 = {�푒15−20} on trace �훿 ; we have �푂�푝�푒�푛(�푋 ) = {�푒15, �푒19}.

Producible set (PSet). Given an event set �푋 ⊂ E�휎 of a trace
�휎 and a set �푌 ⊆ �푋 , we de$ne a Producible set (or PSet for short)
PSet (�푋 |�푌 ) = �푃1 ∪ �푃2, where:

• �푃1 = �푋 \ E�푟�푑
�푌 , and

• �푃2 = {�푒 ′ | �푒 ′ = �푟�푑 (�푡, �푥,�푤 ′) ∧ �푟�푑 (�푡, �푥,�푤) ∈ E�푟�푑
�푌 ∧�푤 ′ ∈ E�푤�푟

�푋 [�푥]}

Intuitively, PSet (�푋 |�푌 ) have exactly the same set of events with
�푋 except that some of its read events have di%erent but valid write
events (note, in �푃2,�푤 ′ can be the same as that in �푒). In particular, if
�푌 = ∅, we have PSet (�푋 |�푌 ) = �푋 = �푃1 and �푃2 = ∅.

For the running example, let �푋 = {�푒1−17, �푒18 = �푟�푑 (�푝, �푒12)} and
�푌 = {�푒18 = �푟�푑 (�푝, �푒12)} in �훿 ; the set �푋1 = {�푒1−17, �푒 ′18 = �푟�푑 (�푝, �푒6)} is
a PSet of �푋 but the set �푋2 = {�푒1−17, �푒 ′18 = �푟�푑 (�푝, �푒4)} is not a PSet of
�푋 as the event �푒6 is in E�푤�푟

�푋 [�푝] = {�푒6, �푒12} but the event �푒4 is not.
The reason for introducing the set �푌 ⊆ �푋 is that we consider

branch events explicitly. Hence, there should be a cut over a set
of events such that (1) all read events in one part should read the
same values as that in the original trace but (2) some read events
in another part can read di%erent values as long as they do not
produce execution divergence. We will de$ne such a �푌 later.

To correlate events in the two sets �푋 and PSet (�푋 |�푌 ), we use
�푠 (�푒 ′), for any event �푒 ′ ∈ PSet (�푋 |�푌 ), to denote its original event �푒 in
�푋 . Notice that, for an event �푒 ∈ PSet (�푋 |�푌 ), if �푒 ∈ �푃1, then �푠 (�푒) = �푒 .

t1 t2 t3
1 acq(l2)
2 wr(x)
3 rel(l2)
4 wr(y)
5 acq(l2)
6 wr(p)
7 wr(x)
8 rel(l2)
9 acq(l1)
10 rd(x)
11 br
12 wr(p)
13 wr(y)
14 rel(l1)
15 acq(l1)
16 rd(x)
17 br
18 rd(p)
19 acq(l2)
20 rd(y)
21 rel(l2)
22 rel(l1)

Figure 2: A trace �훿 and a sequence of events �휌 = 〈�푒6, �푒18, �푒12〉 .

Given �푋 ⊂ E�휎 in a trace �휎 , let �푌 ⊆ �푋 and �푋 ′ = PSet (�푋 |�푌 ), we
say that �푋 ′ is a Feasible Set (or FSet for short) if it satis$es:

• Program order closed (or pre!x closed): ∀�푒 ′1 ∈ �푋 ′, ∀�푒2 ∈ �푋 ,
if �푒2 ≺�푃�푂 �푠 (�푒 ′1), then ∃�푒 ′2 ∈ �푋 ′ ∧ �푠 (�푒 ′2) = �푒2.

• Observation feasible: ∀�푒 ′ = �푟�푑 (�푡, �푥,�푤 ′) ∈ E�푟�푑
�푋 ′ , we have�푤

′ ∈
�푋 ′.

• Lock feasible: (1) ∀�푒 ∈ E�푟�푒�푙
�푋 ′ , we have match�휎 (�푒) ∈ �푋 ′ and

(2) ∀�푒�푎�푐�푞1 , �푒�푎�푐�푞2 ∈ E
�푎�푐�푞
�푋 ′ ∧ �푒�푎�푐�푞1 ≠ �푒�푎�푐�푞2 , if match�휎 (�푒�푎�푐�푞1 ) ∉

�푋 ′ ∧match�휎 (�푒�푎�푐�푞2 ) ∉ �푋 ′, then loc(�푒�푎�푐�푞1 ) ≠ loc(�푒�푎�푐�푞2 ).

The de$nition of FSet restricts a set to be feasible by consider-
ing program orders, observation orders, and lock orders. For the
running example, let �푋 = E�훿 and �푌 = {�푒4−8, �푒12−14, �푒18−22}, then
we have �푋 ′ = {�푒1−17, �푟�푑 (�푝, �푒6), �푒19, �푟�푑 (<, �푒4), �푒21−22} is a FSet of �푋 .

3.2 Feasible Traces
Given an execution trace �휎 , we say that an event sequence over E�휎 ,
denoted as �휎 ′, is a feasible trace if :

(1) �휎 ′ ∈ prefix (�휎), or,
(2) �휎 ′ = �휎 ′′ · �푒 where �휎 ′′ is feasible and �휎 ′ is w-r consistent, and

the following three conditions are satis$ed:

(a) let �푡 = tid (�푒), �푏�푟 = last�푏�푟 (�푒) ∈ E�휎′
�푡
, and �휎 ′′ = �휎 ′′′ ·�푏�푟 · �휃 ′′′,

then ∃�휃 such that �휎 ′′′
�푡 · �푏�푟 · �휃 ∈ prefix (�휎�푡 ) ∧ �휃 ′′′�푡 · �푒 * �휃 .

(b) �표�푝 (�푒) = �푎�푐�푞, then 5�푒 ′ ∈ �푂�푝�푒�푛(E�휎′′) ∧ loc(�푒 ′) = loc(�푒).
(c) �표�푝 (�푒) = �푟�푒�푙 , then ∃�푒 ′ ∈ �푂�푝�푒�푛(E�휎′′

�푡
) ∧ loc(�푒 ′) = loc(�푒).

The condition 2a requires that the appended event �푒 must be
exactly the next event of �푡 except, if it is a read event and there is
no branch event after it, it can read di%erent but valid values.

3.3 Feasible Partial Orders
A FSet can be linearized into an event sequence. However, such a
sequence is not guaranteed to be a feasible trace de$ned in the last
subsection. This section de$nes a set of necessary partial orders
such that, if a sequence is linearized from a FSet by reserving all
partial orders over the set, then it is a feasible trace.

Given a trace �휎 and a partial order �푃 over a FSet �푋 ′ = PSet (�푋 |�푌 )
where �푋 ⊂ E�휎 and �푌 ⊆ �푋 , we say �푃 is a trace-respecting partial
order over�푋 ′ if: (1) �푃 re$nes the program order in�휎 when restricted
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Figure 3: An illustration on the observation closure.

to events in �푋 ′, (2) for every read event �푟 ∈ �푋 ′, if �푟 ∈ �푋 \�푌 we have
obs�푋 ′ (�푟 ) ≺�푃 �푟 , and (3) for every lock acquire event �푒�푎�푐�푞 ∈ E�푋 ′ such
that match�휎 (�푒�푎�푐�푞) ∉ �푋 ′ and for every lock release event �푒�푟�푒�푙 ∈ �푋 ′,
if �푒�푟�푒�푙 ∝ �푒�푎�푐�푞 , then �푒�푟�푒�푙 ≺�푃 �푒�푎�푐�푞 . We write that �푃 respects �푋 ′.

Trace-closed Partial Orders.Given a trace �휎 and a set of events
�푋 ⊂ E�휎 , let �푌 = {�푒 ∈ �푋 |next�푏�푟 (�푒) ∉ �푋 } and �푃 be a trace-respecting
partial order over a feasible set of events �푋 ′ = PSet (�푋 |�푌 ). We say
that �푃 is trace-closed if it satis$es the following:

• Observation-closed. (1) For every read event �푟 = �푟�푑 (�푡, �푥,�푤 ′) ∈
E�푟�푑
�푋 ′ such that �푠 (�푟 ) ∈ �푌 , ∃�푤 ′ ∈ E�푤�푟

�푋 ′ [loc(�푟 )] ∧ �푤 ′ ≺�푃 �푟 . (2)

For every read event �푟 ∈ E�푟�푑
�푋 ′ such that �푠 (�푟 ) ∉ �푌 , let �푤 =

obs�푋 ′ (�푟 ) being con"icting with �푟 . For every write event�푤 ′ ∈
E�푤�푟
�푋 ′ [loc(�푟 )] \ {�푤}, (a) if�푤 ′ ≺�푃 �푟 then�푤 ′ ≺�푃 �푤 ; (b) if�푤 ≺�푃 �푤 ′

then �푟 ≺�푃 �푤 ′.
• Lock-closed. For events ∀�푒�푟�푒�푙1 , �푒�푟�푒�푙2 ∈ E�푟�푒�푙

�푋 ′ and their matched
acquire events �푒�푎�푐�푞1 =match�휎 (�푒�푟�푒�푙1 ) and �푒�푎�푐�푞2 =match�휎 (�푒�푟�푒�푙2 ),
if �푒�푟�푒�푙1 ∝ �푒�푎�푐�푞2 , then �푒�푟�푒�푙1 ≺�푃 �푒�푎�푐�푞2 ∨ �푒�푟�푒�푙2 ≺�푃 �푒�푎�푐�푞1 .

In the de$nition, if there is no branch event after the read event
�푟 , the observation-closed property requires that �푟 can happen after
any write event. In other case, it requires that any write should
occur either before or after both events from a pair in observation
order 〈obs�푋 ′ (�푟 ), �푟 〉 on the same location, as shown in Figure 3(a)
and (b). This is di%erent from that of M2 that applies same rule to all
read events. Figure 3(a) illustrates that any write�푤 ′ should occur
before�푤 = obs�푋 ′ (�푟 ) as it already occurs before �푟 (due to the order
〈�푒1, �푒2〉). Figure 3(b) illustrates the second case. The lock-closed
property requires two con"icting critical sections not overlapping.
The order of the two sections can be obtained when the order of
two events in them (〈�푒1, �푒2〉) is known, as illustrated in Figure 3(c).
Then, we can infer that �푒�푟�푒�푙1 occurs before �푒�푎�푐�푞2 . Other cases (�푒1
occurs after �푒�푟�푒�푙1 , �푒2 occurs before �푒�푎�푐�푞2 ) have similar results.

Given a feasible set of events �푋 ⊂ E�휎 from a trace �휎 , its FSet �푋 ′

may have zero to multiple trace-closed partial orders. If it has one,
we call the smallest trace-closed partial order �푃 as the closure of
�푋 ′ and also say that �푃 is a feasible partial order over �푋 ′. There
exists at most one smallest trace-closed partial order, which can be
proved by contradiction [43].

3.4 The SeqCheck Algorithm
This section presents the detailed algorithm of SeqCheck and also
compare it with M2. SeqCheck decides the feasibility of an event
sequence that encodes a potential concurrency bug. We allow two
kinds of ordering to be speci$ed by an input: (1) the orders be-
tween two events in a given sequence and (2) whether an event not
from the sequence can occur in between any two events from the
sequence. The second is referred to as Adjacency set.

Formally, given a trace �휎 , an event sequence �휌 = 〈�푒1, �푒2, ...�푒�푛〉
over a PSet, and a set of pairsA = {(�푒�푖 , �푒 �푗 ) | �푒�푖 , �푒 �푗 ∈ E�휌 }, SeqCheck

Algorithm 1: ComputePotentialFSet(�휎, �휌)

1 �퐹 ← ∅ /* To hold a FSet candidate. */
2 �푀 ← ∅ /* To map branch events to write events. */
3 �퐿 ← ∅ /* To hold a set of open locks. */
4 �푄 ← ∅ /* A temp queue to keep intermediate events. */
5 foreach �푒 ∈ E�휌 do �푄 .�푝�푢�푠ℎ (�푒)
6 for �푖 ← |E�휌 | to 1 do
7 �퐿′ ← �푂�푝�푒�푛 ( {�푒 ∈ E�휎 | �푒 7�푃�푂 �휌 [�푖 ] })
8 foreach �푒 �푗 ∈ �퐿′ | �퐶�표�푛�푓 �푆�푒�푡 (�퐿, �푒 �푗 ) ∉ {∅, �푒 �푗 } do
9 �푄 .�푝�푢�푠ℎ (match�휎 (�푒 �푗 ))

10 �퐿′ ← �퐿′\{�푒 �푗 }

11 �퐿 ← �퐿 ∪ �퐿′

12 while ¬�푄 .�푒�푚�푝�푡D () do
13 �퐵 ← ∅
14 �푒�푐�푢�푟 ← �푄 .�푝�표�푝 ()
15 for �푒 ∈ E�휎 \ �퐹 | �푒 7�푃�푂 �푒�푐�푢�푟 do
16 if �표�푝 (�푒) = �푏�푟 then �퐵 ← �퐵 ∪ {�푒 }
17 else if �표�푝 (�푒) = �푟�푑 ∧ next�푏�푟 (�푒) ≠ ∅ then
18 �푒�푏 ← next�푏�푟 (�푒)
19 �푀 [�푒�푏 ] .�푖�푛�푠�푒�푟�푡 (obs�휎 (�푒))

20 else if �표�푝 (�푒) = �푎�푐�푞 then
21 Let �푒′ ∈ E�휌 | ∀�푒′′ ∈ E�휌 ∧ �푒′′ 7�푃�푂 �푒′ ∧ tid (�푒) =

tid (�푒′) ∧ tid (�푒) = tid (�푒′′)
22 if �푒′ = ∅ then �푄 .�푝�푢�푠ℎ (match�휎 (�푒))
23 else if �푒′ ≺�푃�푂 �푒 then
24 �푥 ← the index of �푒′ in �휌
25 foreach �푖 ← �푥 − 1 to 1 do
26 �퐿′ ← �푂�푝�푒�푛 ( {�푒 �푗 ∈ E�휎 | �푒 �푗 7�푃�푂 �휌 [�푖 ] })
27 �푒�푐 ← �퐶�표�푛�푓 �푆�푒�푡 (�퐿′, �푒)
28 �푄 .�푝�푢�푠ℎ (match�휎 (�푒�푐 ))

29 �푄 .�푝�푢�푠ℎ (match�휎 (�푒))

30 �퐹 ← �퐹 ∪ {�푒 }

31 foreach �푒�푖 ∈ �퐵 do
32 �푄 .�푝�푢�푠ℎ (�푀 [�푒�푖 ]) /* Push all events mapped from �푒�푖 . */
33 Remove key �푒�푖 from�푀

34 foreach �푒�푟 ∈ E�푟�푑
�퐹 | next�푏�푟 (�푒�푟 ) ∉ �퐹 do

35 if no write event can be observed by �푒�푟 then
36 �푒�푤 ← the !rst con"icting event of �푒�푟 in thread

tid (obs�휎 (�푒�푟 ))
37 �푄 .�푝�푢�푠ℎ (�푒�푤 )

38 return �퐹

answers whether there is a feasible trace �휎 ′ that satis!es �휌 and A,
that is: (1) for 1 ≤ �푖 < �푗 ≤ �푛, we have �푒�푖 ≺�휎′ �푒 �푗 and (2) for a pair
(�푒1, �푒2) ∈ A, we have 5�푒 ∈ E�휎′ such that �푒1 ≺�휎′ �푒 ∧ �푒 ≺�휎′ �푒2.

Overall, SeqCheck computes a set of events as a candidate of
FSet (Algorithm 1) and then checks whether there is a set of feasible
partial orders over the candidate (Algorithms 2, 3, and 4); if so, the
events can be reordered to obey the given sequence of events.

(1) Generate a Candidate FSet. Algorithm 1 computes a set
of events �퐹 as a candidate FSet. It starts from an initial set of all
events in �휌 and iteratively includes additional events according to
the three requirements in the de!nition of FSet. In the iteration, �푀
maps a branch event to a set of write events. That is, the key of
the map is a branch event and the value is a set of write events. It
indicates that any read event before a branch event (in program
order) read a value from one of the mapped write events. Hence, if
a branch is included, all mapped write events will be included.

Additionally, for any open lock event �푒 not from threads in �휌 ,
the algorithm includes the release event match�휎 (�푒) and all other
events before it by program order.
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Algorithm 2: ComputeLockOrders(�휎, �휌, �퐹 )

1 �퐶�퐿�푂 ← ∅ /* To hold a initial set of lock semantic orders. */
2 �퐿 ← ∅ /* To keep a set of intermediate open lock acquisitions. */
3 foreach �푖 ← |E�휌 | to 1 do
4 �퐿′ ← �푂�푝�푒�푛 ( {�푒 �푗 ∈ E�휎 | �푒 �푗 7�푃�푂 �휌 [�푖 ] })
5 �푒�푐�푢�푟 ← next (�휌 [�푖 ])
6 while �푒�푐�푢�푟 ∈ �퐹 ∧ �퐿′ ≠ ∅ do
7 if �표�푝 (�푒�푐�푢�푟 ) = �푟�푒�푙 ∧match�휎 (�푒�푐�푢�푟 ) 7�푃�푂 �휌 [�푖 ] then
8 �푒�푎 ← match�휎 (�푒�푐�푢�푟 )
9 �푒�푐 ← �퐶�표�푛�푓 �푆�푒�푡 (�퐿, �푒�푎)

10 if �푒�푐 ≠ ∅ then
11 �퐶�퐿�푂 ← �퐶�퐿�푂 ∪ { 〈�푒�푐�푢�푟 , �푒�푐 〉 }
12 �퐿′ ← �퐿′ \ {�푒�푎 }

13 else if �표�푝 (�푒�푐�푢�푟 ) = �푎�푐�푞 ∧�퐶�표�푛�푓 �푆�푒�푡 (�퐿, �푒�푐�푢�푟 ) = ∅ then
14 �퐿′ ← �퐿′ ∪ {�푒�푐�푢�푟 }

15 �푒�푐�푢�푟 ← next (�푒�푐�푢�푟 )

16 �퐿 ← �퐿 ∪ �퐿′

17 �퐿 ← �푂�푝�푒�푛 (�퐹 )
18 foreach �푒�푐 ∈ E�푟�푒�푙

�퐹 do
19 �푒�푎 = �퐶�표�푛�푓 �푆�푒�푡 (�퐿, �푒�푐 )
20 �퐶�퐿�푂 ← �퐶�퐿�푂 ∪ { 〈�푒�푐 , �푒�푎 〉 }
21 return�퐶�퐿�푂

Table 1: State changes of Algorithm 1 on trace �훿 .

Line 5 �푄 = {�푒6, �푒18, �푒12 }, �퐿= {}, �퐹 = {},�푀 = {}
Line 6 – 11 �푄 = {�푒6, �푒18, �푒12, �푒22 }, �퐿= {�푒9, �푒5 }, �퐹 = {},�푀 = {}
Line 12 – 37 �푄 = {}, �퐿= {}, �퐹 = {�푒1−12, �푒15−22 },�푀 = {(∅�퐸 , {�푒12−13 }) }

Note, in our de!nition of FSet, there are two parts: �푋 and �푌 . The
result �퐹 is actually the �푋 ′ in de!nition; and for any remaining key
�푒�푏 (that is not removed in line 33), all read events in between �푒�푏
and its previous branch of the same threads belong to �푌 .

Compared to M2 that has a RCone algorithm to !nd a set of
potential events starting from two given events, our algorithm
focuses on a sequence of events. This brings the following major
di#erences: (1) we include all events in �휌 (line 5) to be part of �퐹
whereas M2 excludes the two events of a potential race; (2) we
process all events in �휌 in the reverse order as that are expected to
occur (line 6) whereas M2 can start from any of two events; (3) we
consider read events in two categories. For read which is followed
by branch event in �퐹 , we include the corresponding write event.
For the other case, we heuristically include some write, so that the
read event have at least one write to observe. However, M2 treats
read events the same and includes all write events if the read events
are included. The three points distinguish our algorithm from that
of M2. They allow us to model how branch events can a#ect trace
feasibility and how an event sequence can be considered.

On the running example, Algorithm 1 runs as follows and we
show how �푄 , �퐿, �퐹 , and �푀 changes in Table 1. Recall that each
thread in �훿 starts and ends with a branch. The ∅�퐸 in Table 1 is the
end branch in thread �푡2. Line 5 initializes �푄 to include all events
in �휌 ; next, the loop at line 6 appends �푒9 into �퐿 in !rst iteration.
When processing �푒18 in the second iteration, �푒9 ∈ �퐿 is a con"icting
event of �푒15 and match�훿 (�푒15) = �푒22 is appended into �푄 ; in the third
iteration, �푒5 is appended into �퐿 = {�푒9, �푒5}. The iteration at line 12
pops all events in �푄 as well as other events that occurred before
them in program order; they are included into �퐹 . Finally, we have
�퐹 = {�푒1−12, �푒15−22}.

Table 2: State changes of Algorithm 2 on trace �훿 .

�퐶�푃�푂 = {· · · },�퐶�푂�푂 = { 〈�푒7, �푒10 〉, 〈�푒7, �푒16 〉 },
�퐶�푆�푂 = { 〈�푒6, �푒18 〉, 〈�푒18, �푒12 〉 }

Line 3 – 16 �퐶�퐿�푂 = { 〈�푒22, �푒9 〉, 〈�푒8, �푒19 〉 }, �퐿 = {�푒9, �푒19 }
Line 17 – 20 �퐶�퐿�푂 = { 〈�푒22, �푒9 〉, 〈�푒8, �푒19 〉 }, �퐿 = {�푒9 }

(2) Initialize a Set of Partial Orders. SeqCheck next checks
whether the set �퐹 can be a FSet. It !rst constructs three sets of partial
orders on �퐹 according to the de!nition of the trace-respecting
partial orders: (1) program order �퐶�푃�푂 , (2) observation order �퐶�푂�푂 ,
(3) lock semantic order �퐶�퐿�푂 . The program order �퐶�푃�푂 can be easily
constructed according to the occurrence order of events from the
same threads in �퐹 . The observation order �퐶�푂�푂 is de!ned to be
{〈obs�퐹 (�푒), �푒〉 |∀�푒 ∈ E�푟�푑

�퐹 , next�푏�푟 (�푒) ∈ �퐹 }.
The lock order �퐶�퐿�푂 is constructed by Algorithm 2. Unlike M2,

the lock orders consist of (1) the intra-thread lock orders among
(open) lock events for events in �휌 (lines of the !rst for-loop at line
3) and (2) the lock orders between the (open) lock event for the
events in �휌 and for all others in �퐹 (the for-loop at line 18). The intra
lock orders must be constructed by considering the sequence order.

Finally, SeqCheck includes the set of input orders �퐶�푆�푂 in �휌 ,
where �퐶�푆�푂 = {〈�푒�푖 , �푒�푖+1〉 |∀�푖 ∈ {1, · · · , |E�휌 | − 1}}.

Table 2 shows the four sets of orders (in its !rst row) given the
set �퐹 . Note, although �퐹 includes the event �푒20 = �푟�푑 (<), there is no
observation order from obs�훿 (�푒20) (i.e., �푒13) to it; this is because, by
our de!nition, we have next�푏�푟 (�푒20) ∉ �퐹 . The second row in Table 2
shows the state changes of Algorithm 2. For the example. By the
algorithm, during its second iteration (the for loop at line 3), as the
event �푒15 and its matching event �푒22 are both included in �퐹 , the
algorithm inserts a intra-thread lock order 〈�푒22, �푒9〉. In the third
iteration, the intra-thread lock order 〈�푒8, �푒19〉 is included due to that
�푒18 is happened after �푒6 in �휌 and a con"ict pair on lock �푙2 exists.

(3) Compute a Closure. Given the four sets of partial orders,
SeqCheck computes a closure according to the de!nition of the
trace-closed partial order as shown in Algorithm 3. Before intro-
ducing the algorithm, we !rst introduce a graph data structure [43].
All partial orders will be represented as edges on such a graph.

Let �퐺 be a directed acyclic graph and �푋 be a set of events. The
vertexes of �퐺 consist of all events E�푋 and the edges are de!ned to
be a subset of E�푋 × E�푋 . We de!ne a set of operations over �퐺 :

• �퐺 .�푖�푛�푠�푒�푟�푡 (�푒1, �푒2) inserts an edge 〈�푒1, �푒2〉 into �퐺 .
• �퐺 .�푟�푒�푎�푐ℎ(�푒1, �푒2) returns True if there is a path from �푒1 to �푒2.
• �퐺 .�푠�푢�푐�푐 (�푒, �푡) returns the earliest successor �푒 ′ of �푒 in thread �푡
where �퐺 .�푟�푒�푎�푐ℎ(�푒, �푒 ′) returns True.

• �퐺 .�푝�푟�푒�푑 (�푒, �푡) returns the latest predecessor �푒 ′ of �푒 in thread �푡
where �퐺 .�푟�푒�푎�푐ℎ(�푒 ′, �푒) returns True.

These four operations over�퐺 can be done with an�푂 (�푛 × �푙�표�푔(�푛))
algorithm through Fenwick Tree [18], where �푛 = |E�푋 |.

Given a trace �휎 , a graph �퐺 , an initial set of orders �퐶 , and a adja-
cency set A, Algorithm 3 iteratively examines each partial order
in �퐶 , inserts it into �퐺 , and closes it according the de!nition of
trace-closed partial orders. These are shown as functions InsertAnd-
Close, ObsClosure, and LockClosure. For observation-closed rule,
Algorithm 3 only close the rule (2). Rule (1) will be consider in
Algorithm 4. Besides, it further closes any adjacency orders (lines
22–26). That is, for any pair of events (�푒1, �푒2) ∈ A, if an event �푒

260



Sound and E!icient Concurrency Bug Prediction ESEC/FSE ’21, August 23–28, 2021, Athens, Greece

Algorithm 3: CloseOrders(�휎,�퐺,�퐶,A)

1 Let �퐹 ← �퐺 .�퐹
2 foreach �푥 = 〈�푒1, �푒2 〉 ∈ �퐶 do �푄�푐 .�푝�푢�푠ℎ (�푥)
3 while ¬�푄�푐 .�푒�푚�푝�푡D () do
4 〈�푒�푥 , �푒6 〉 ← �푄�푐 .�푝�표�푝 ()
5 if �퐺 .�푟�푒�푎�푐ℎ (�푒6, �푒�푥 ) then return False
6 else if ¬�퐺 .�푟�푒�푎�푐ℎ (�푒�푥 , �푒6 ) then InsertAndClose(�푒�푥 , �푒6)

7 return True
8 Function ObsClosure(�푒1, �푒2):
9 foreach �푥 ∈ {loc (�푒) | �푒 ∈ E�푟�푑

�퐹 ∪ E�푤�푟
�퐹 } do

10 �푒�푤 ← last�푤�푟
�푥 (�푒1)

11 �푒�푟 ← next�푟�푑�푥 (�푒2)
12 if �푒�푤 ≠ obs�휎 (�푒�푟 ) ∧ next�푏�푟 (�푒�푟 ) ∈ �퐹 then
13 �푄�푐 .�푝�푢�푠ℎ ( 〈�푒�푤 , obs�휎 (�푒�푟 ) 〉)

14 �푒′�푤 ← next�푤�푟
�푥 (�푒2)

15 foreach �푒�푖 ∈ E�푟�푑
�퐹 | obs�휎 (�푒�푖 ) = �푒�푤 ∧ next�푏�푟 (�푒�푖 ) ∈ �퐹 do

16 �푄�푐 .�푝�푢�푠ℎ ( 〈�푒�푖 , �푒′�푤 〉)

17 Function LockClosure(�푒1, �푒2):
18 foreach �푙 ∈ {loc (�푒) | �푒 ∈ E

�푎�푐�푞
�퐹 ∪ E�푟�푒�푙

�퐹 } do
19 �푒�푎�푐�푞 ← last

�푎�푐�푞
�푙

(�푒1)

20 �푒�푟�푒�푙 ← next�푟�푒�푙
�푙

(�푒2)
21 �푄�푐 .�푝�푢�푠ℎ ( 〈match�휎 (�푒�푎�푐�푞),match�휎 (�푒�푟�푒�푙 ) 〉)

22 Function AdjacencyClosure(A):
23 foreach (�푒1, �푒2) ∈ A do
24 foreach �푡 ← 1�푡�표T (�휎) do
25 �푄�푐 .�푝�푢�푠ℎ ( 〈�퐺 .�푝�푟�푒�푑 (�푒1, �푡 ), �푒2 〉),�푄�푐 .�푝�푢�푠ℎ ( 〈�푒1,�퐺 .�푠�푢�푐�푐 (�푒2, �푡 ) 〉)
26 �푄�푐 .�푝�푢�푠ℎ ( 〈�퐺 .�푝�푟�푒�푑 (�푒2, �푡 ), �푒1 〉),�푄�푐 .�푝�푢�푠ℎ ( 〈�푒2,�퐺 .�푠�푢�푐�푐 (�푒1, �푡 ) 〉)

27 Function InsertAndClose(�푒1, �푒2):
28 �퐺 .�푖�푛�푠�푒�푟�푡 (�푒1, �푒2)
29 ObsClosure(�푒1, �푒2)
30 LockClosure(�푒1, �푒2)
31 for �푖, �푗 ← 1 to T (�휎) | �푖 ≠ tid (�푒1) ∨ �푗 ≠ tid (�푒2) do
32 (�푒�푝�푟�푒�푑 , �푒�푠�푢�푐�푐 ) ← (�퐺 .�푝�푟�푒�푑 (�푒1, �푖),�퐺 .�푠�푢�푐�푐 (�푒2, �푗))
33 �퐺 .�푖�푛�푠�푒�푟�푡 (�푒�푝�푟�푒�푑 , �푒�푠�푢�푐�푐 )
34 ObsClosure(�푒�푝�푟�푒�푑 , �푒�푠�푢�푐�푐)
35 LockClosure(�푒�푝�푟�푒�푑 , �푒�푠�푢�푐�푐)

36 AdjacencyClosure(A)

occurs before or after one of the two event, it also occurs before or
after another one. Algorithm 3 fails whenever it $nds a cycle.

For the running example, the given initial set of orders are shown
in Figure 4(a) except the two from events of �푡2 (where we do not
explicit show the program orders). The two orders are produced
by Algorithm 3. Considering that obs�훿 (�푒16) is �푒7 and the event
�푒2 occurred before �푒16 by program order, Algorithm 3 reorders �푒2
before obs�훿 (�푒16), resulting an order 〈�푒2, �푒7〉. When computing the
lock closure of this order, an order 〈�푒3, �푒5〉 is inserted.

(4) The Complete SeqCheck Algorithm. Algorithm 4 de-
scribes the complete SeqCheck. Given a trace �휎 , an event sequence
�휌 , and an adjacency set A, it drives Algorithms 1, 2, and 3 to $nd a
closure. The order speci$ed by the input sequence of events �휌 is
denoted as �퐶�푆�푂 . Then, Algorithm 4 check if the read event (which
are not followed by branch event in �퐹 ) has a write event to observe.
If not, it heuristically let �푒�푟 observe the $rst con"icting write in
thread tid (obs�휎 (�푒�푟 )) and calculates the closure. These operations
are according to the observation-closed rule (2). If it succeeds, it
additionally considers all other con"icting but unordered pairs of
events (line 9). Such pairs are inserted into �퐺 according to their
occurrence orders in �휎 . After SeqCheck $nishes, if there is a cycle,
it returns ∅; otherwise, it returns a linearization of the graph �퐺 .

t1 t2 t3
1 acq(l2)
2 wr(x)
3 rel(l2)
4 wr(y)
5 acq(l2)
6 wr(p)
7 wr(x)
8 rel(l2)
9 acq(l1)
10 rd(x)
11 br
12 rd(p)
13 acq(l2)
14 rd(y)
15 rel(l2)
16 rel(l1)
17 acq(l1)
18 rd(x)
19 br
20 wr(p)

t1 t2 t3
acq(l2)
wr(x)
rel(l2)

acq(l1) wr(y)
rd(x) acq(l2)
br wr(p)
wr(p) wr(x)
wr(y) acq(l1) rel(l2)
rel(l1) rd(x)

br
rd(p)
acq(l2)
rd(y)
rel(l2)
rel(l1)

(a) (b)
Figure 4: The closure for trace �훿 in (a) and one of its corre-
sponding execution in (b).

For the running example, SeqCheck produces a set of orders as
shown in Figure 4(a). As there is no cycle found and no additional
event to be ordered, these orders indicate that the set �퐹 produced
by Algorithm 2 is a FSet. And it decides that the input sequence �휌
is feasible and Figure 4(b) shows a trace that satis$es �휌 .

In summary, as re"ected in Algorithms 1, 2, and 3, M2 can only
handle adjacency relations, while SeqCheck can handle both ad-
jacency relations and order relations. That is, M2 can only detect
that events happen consecutively, while SeqCheck can detect that
events happen in a particular order, as well as consecutively. And
SeqCheck has a novel de$nition of feasible sets.

3.5 Algorithm Analyses
Algorithm Time Complexity. SeqCheck consists of four algo-
rithms. Let �푛 be the size of trace �휎 , the total number of events
in �휎 . Algorithms 1 has two major loops. In the $rst major loop,
the �푂�푝�푒�푛() map can be initialized in �푂 (�푛) by scanning all events
once. The function�퐶�표�푛�푓 �푆�푒�푡 (�퐿, �푒) can be implemented in�푂 (�푙�표�푔(�푛)).
The second major loop (the�푤ℎ�푖�푙�푒 part) pushes each event at most
once into �푄 , and all the operations in loop can be implemented in
�푂 (�푙�표�푔(�푛)). So, both parts have an �푂 (�푛 × �푙�표�푔(�푛)) time complexity.

In Algorithm 2, each for/while-loop processes at most �푛 events.
For each event, there is at most a call to �퐶�표�푛�푓 �푆�푒�푡 (�퐿, �푒). That is
�푂 (�푛 × �푙�표�푔(�푛)) in time complexity. Algorithm 3 computes a closure
for the edges. There are at most �푛2 edges and each is inserted into�퐺
once. That is (�푛2 × �푙�표�푔(�푛)) in time complexity. Algorithm 4 has two
loop, processing at most �푛2 event pairs. For each pair, it inserts at
most one edge. Hence, SeqCheck has (�푛2×�푙�표�푔(�푛)) time complexity.

Next, we give an analysis on the soundness and the completeness
of SeqCheck.

Theorem 1. Soundness. Given a trace �휎 , an event sequence �휌 ,
and an adjacency setA over E�휌 , if Algorithm 4 returns a linearization
�휎 ′, then �휎 ′ is a feasible trace that satis!es �휌 and A.

Proof Sketch. We show that �휎 ′ is a feasible trace by induction.
Let �휎 ′′ = �휎 ′′′ · �푒 ∈ prefix (�휎 ′), such that �휎 ′′′ is feasible (i.e., ∅ in

the base step). When appending �푒 to �휎 ′′′, we show below that no
condition of the de$nition of feasible traces is violated.
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Algorithm 4: �푆�푒�푞�퐶ℎ�푒�푐�푘(�휎, �휌,A)

1 �퐹 ← �퐶�표�푚�푝�푢�푡�푒�푃�표�푡�푒�푛�푡�푖�푎�푙�퐹�푆�푒�푡 (�휎, �휌)
2 �퐶 ← �퐶�푃�푂 ∪�퐶�푂�푂 ∪�퐶�퐿�푂 ∪�퐶�푆�푂 /*�퐶�푆�푂 is a set of orders over �휌 . */
3 �퐺 ← (�퐹 ,∅)
4 if ¬�퐶�푙�표�푠�푒�푂�푟�푑�푒�푟�푠 (�휎,�퐺,�퐶, A) then return ∅
5 foreach �푒�푟 ∈ E�푟�푑

�퐹 | next�푏�푟 (�푒�푟 ) ∉ �퐹 do
6 if 5�푒�푤 ∈ E�푤�푟

�퐹 [loc (�푒�푟 ) ] ∧�퐺 .�푟�푒�푎�푐ℎ (�푒�푤 , �푒�푟 ) then
7 �푒′�푤 ← the !rst con"icting event of �푒�푟 in thread

tid (obs�휎 (�푒�푟 ))
8 if ¬�퐼�푛�푠�푒�푟�푡�퐴�푛�푑�퐶�푙�표�푠�푒 (�푒′�푤 , �푒�푟 ) then return ∅

9 foreach unordered pair 〈�푒1, �푒2 〉 ∈ �퐺 | �푒1 ∝ �푒2 ∧ �푒1 ≺�휎 �푒2 do
10 if ¬�퐼�푛�푠�푒�푟�푡�퐴�푛�푑�퐶�푙�표�푠�푒 (�푒1, �푒2) then return ∅

11 �휎′ ← a topological order of�퐺 /* A linearization of�퐺 */
12 return �휎′

First, if �푒 is a read event, Algorithm 4 initially sets an order
〈obs�휎′ (�푒), �푒〉, resulting in an edge from obs�휎′ (�푒) to �푒 in�퐺 ; Algorithm
3 ensures that any other con"icting write events are ordered either
before obs�휎′ (�푒) or after �푒 . Therefore, no other con"icting write
event appears in between obs�휎′ (�푒) and �푒 in �휎 ′. Hence, the sequence
�휎 ′′′ · �푒 is w-r consistent.

Second, if �푒 is a lock acquire event, Algorithm 1 ensures that
there are no two open lock events on loc(�푒); Algorithm 2, 3 ensures
that all other con"icting lock release or acquire events are before
�푒 or after match�휎 (�푒). If �푒 is not closed, they before �푒 . The similar
analysis applies when �푒 is a lock release event. Hence, the conditions
2b and 2c in de!nition of feasible trace are not violated.

Third, Algorithm 4 keeps program orders; according to Algo-
rithm 1, when an event �푒 ′ is included, all other events occur before
�푒 ′ by program order are included. Hence, we have E�휎′′

�푡
⊂ E�휎�푡 and,

the sequence �휎 ′′
�푡 = �휎 ′′′

�푡 · �푒 ∈ prefix (�휎�푡 ). And we can rewrite �휎 ′′
�푡 to

be �휎 ′′′
�푡 · �푏�푟 · �휃 (form in de!nition) that is also in prefix (�휎�푡 ). Thus,

the condition 2a is not violated.
Inductively, we show that �휎 ′ is a feasible trace when we have

|�휎 ′′ | = |�휎 ′ |.
Finally, as Algorithm 4 includes the order by �휌 and Algorithm 3

closes adjacency orders according to A, �휎 ′ satis!es �휌 and A. !

Theorem 2. Completeness. Given a trace �휎 of two threads, an
event sequence �휌 , and an adjacency setA over E�휌 , if there is a feasible
trace �휎 ′ that satis!es �휌 andA , Algorithm 4 returns an event sequence.

Proof Sketch. When there are two threads, the initial sets
�퐶�푃�푂 ∪�퐶�푂�푂 ∪�퐶�퐿�푂 ∪�퐶�푆�푂 , their closure by Algorithm 3, the closure
on A are necessary orders to witness �휌 .

If no cycle forms after Algorithm 4 in line 4, SeqCheck will
check the read events which are not followed by branch event one
by one. Because there are only two threads in �휎 , a read event can
only observe the write event (1) before it in program order, or (2)
in the other threads. When the line 8 need to be executed, it must
meet the second case. In other words, there must be no relative
write event before it in the same thread. So, it’s a de!nite case to
add the order, from the !rst con"icting write event of the other
thread to the read event. It’s a necessary order.

Then, SeqCheck checks others unordered pairs. In this proce-
dure, only some critical sections are unordered. This procedure will
not form cycle, as any unordered critical section indicates that there

Algorithm 5: DetectConcurrencyBugs(�휎)

/* Detect data races */
1 foreach pair of con"icting memory events (�푒1, �푒2) do
2 �휌 ← 〈last (�푒1), �푒2, �푒1, next (�푒2)) 〉
3 A ← {(�푒1, �푒2) }
4 if �푆�푒�푞�퐶ℎ�푒�푐�푘 (�휎, �휌, A) ≠ ∅ then
5 print "A data race detected"

/* Detect deadlocks of two threads */
6 foreach potential deadlock ( 〈�푎�푐�푞1

�푙
,�푎�푐�푞1�푚 〉, 〈�푎�푐�푞2�푚,�푎�푐�푞2

�푙
〉) do

7 �휌1 ← 〈�푎�푐�푞2�푚,�푎�푐�푞1�푚,�푎�푐�푞2
�푙
〉

8 �휌2 ← 〈�푎�푐�푞1
�푙
,�푎�푐�푞2

�푙
,�푎�푐�푞1�푚 〉

9 if �푆�푒�푞�퐶ℎ�푒�푐�푘 (�휎, �휌1,∅) ≠ ∅ ∨ �푆�푒�푞�퐶ℎ�푒�푐�푘 (�휎, �휌2,∅) ≠ ∅ then
10 print "A deadlock detected"

/* Detect atomicity violations of the pattern “w – w – r" */
11 foreach potential atomicity violation: (�푤1,�푤2, �푟 ) do
12 �휌 ← 〈�푤2,�푤1, �푟 〉
13 if �푆�푒�푞�퐶ℎ�푒�푐�푘 (�휎, �휌,∅) ≠ ∅ then
14 print "An atomicity violation detected"

are no con"icting event pair to dominate two section. (Actually,
ordering them is useful for linearization.)

Finally, Algorithm 4 returns a linearization of �퐺 , i.e., an event
sequence. !

Note, if there are additional threads, there may have con"icting
critical sections that will be included by Algorithm 1. Orders among
these events may not be necessary to witness a sequence and a
cycle may be introduced.

4 IMPROVE PERFORMANCE
SeqCheck can su#er from an overhead that stems from handling
a large number of orders and event pairs in searching for any
unordered events (that are part of potential bugs). M2 adopts an
optimization to only consider pairs of con"icting events that are
neither protected by common locks nor ordered by trace-respecting
partial orders. The optimization is in a pre-process phase under an
�푂 (�푛2 × �푙�표�푔(�푛)) (where �푛 is the number of events) algorithm.

We also include a pre-process phase. However, we construct a
graph �퐺 ′ to have an initial set of program orders and observation
orders and then to compute a transitive closure (with considering
branches) on�퐺 ′. Then from �퐺 ′, we can easily identify pairs of al-
ready ordered events; and the remaining pairs are undecided. The
algorithm to construct the graph is�푂 (�푘2 ×�푛 × �푙�표�푔(�푛)) in time com-
plexity, where �푘 and �푛 are the number of threads and the number of
events, respectively. Moreover, pre-storing the observation orders
and performing an de-duplication are also an acceleration.

5 DETECT GENERAL CONCURRENCY BUGS
This section presents Algorithm 5 that drives Algorithm 4 to detect
three types of concurrency bugs by encoding them into sequences
of events. Other types can be implemented similarly.

Detect Races. A race occurs when two con"icting events oc-
cur consecutively. Our work decides sequence of events and can-
not be directly used to detect races. Algorithm 5 introduces two
more events last�휎 (�푒1) and next�휎 (�푒2). (Note, these two events can
be dummy ones as long as they are right before and right after
�푒1/2 by program order.) Besides, there is an adjacency ordering
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Figure 5: An illustration of part of sequence for three con-
currency bugs.

requirement: no other event should be between �푒1 and �푒2. It then
produces a target sequence �휌 . Obviously, the two events form a
race i% �푆�푒�푞�퐶ℎ�푒�푐�푘 (�휎, �휌,A) returns an event sequence.

Detect Deadlocks. Unlike data race, any deadlock occurs by
following a sequence of events. Hence, we only need to check
whether a feasible sequence (over lock acquisition events only)
exists. For deadlocks of two threads, Algorithm 5 generates all two
sequences where �휌1 is shown in Figure 5(b). Obviously, the four
events form a deadlock i% either of the call to �푆�푒�푞�퐶ℎ�푒�푐�푘 () returns
an event sequence. For deadlocks of more threads, one can easily
implement an algorithm to generate possible occurrence sequences
and to check their feasibility accordingly.

Detect Atomicity Violations. Detection of Atomicity violation
is even more straightforward. It is known that there are multiple
patterns [34, 42, 56]. Algorithm 5 shows how to detect the pattern
where a write event�푤1 intrudes into a write-read pair (�푤2, �푟 ). Given
three events �푤1, �푤2, and �푟 (suppose that they occur in this order
in �휎), the algorithm straightforward generates a sequence �휌 =

〈�푤2,�푤1, �푟 〉 and checks whether it is feasible, as illustrated in Figure
5(c). Note, Figure 5(c) shows two cases where the read event �푟 can
be from a third thread or from the thread tid (�푤2).

6 EVALUATION

6.1 Benchmarks and Traces
We collected a set of previously used Java benchmarks [3, 28, 37]
where 31 programs were used for data race detection and atomicity
violations detection. This set is almost the same set as evaluated
before [29, 36, 37, 43] except 4 were not found. Only some of bench-
marks in the AtomFuzzer paper are available, among which we
included four, including the largest one. We used 20 benchmarks
in Java from [26, 27] for deadlock detection. We run the tool Dirk
[28] to generate traces.

The $rst six columns of Table 3 show the statistics of all traces
including the numbers of threads, events, locations ("Mems"), locks,
and branches. For well-readable purpose, we optimized the table,
upper case "K" and "M" indicates thousand and million magnitude,
respectively. We classify all traces into four categories according
to the number of events ("�푛" in time complexity): S-Bench ( <1M
events), M-Bench (from 1M to 100M), L-Bench (from 100M to
1, 000M), and XL-Bench (>1, 000M events).

6.2 Experimental Setup
We implemented SeqCheck in Java and compared it with M2 [43],
WCP [29], SHB [36], and SyncP [37] on data race detection. The
four race detectors are published in recent years and SyncP is
the-state-of-art. Section 7 has more discussion on them. They are
available from the release package [37] . We compared SeqCheck

with the sound deadlock detector Dirk [28] , which is also the
state-of-the-art on sound deadlock detection except that Dirk is
a constraint-solver-based one. For atomicity violation detection,
we only found an available tool AtomFuzzer [41] for comparison.
AtomFuzzer detects potential atomicity violations and then, for
each of them, schedules a new execution with aim to trigger it.

All experiments were conducted on a Linux server with two
Intel(R) Xeon(R) Gold-6148 CPUs and 256GiB RAM. Following the
work [37], we setup a time limit of one hour, fairly limit the maxi-
mum usage of memory (80GiB) for each tools, run each tool one
by one with guaranteeing no CPU/IO-dense processes running si-
multaneously. We conducted all experiment $ve times and took the
average values. Di%erent scheduling may produce di%erent traces;
we run the benchmarks once to collected the same set of traces.

Results on Data Race Detection. Table 3 shows the result on
race detection, including the number of races, the time cost, and the
max/mean distances of a race (i.e., the number of events between
the two events). The symbols "−" and "�푇�푂" indicate the cases with
no race detected and the cases where the time limit was reached, re-
spectively. Note, for each approach, we collected and de-duplicated
all reported races before it $nished or run out of time. We use
SeqC to denote SeqCheck in result tables from this subsection. For
well-readable purpose, we use lower case "s", "m", "h" to indicate
seconds, minutes, hours respectively.

From Table 3, we see that SeqCheck performed signi$cantly
better than others. On e%ectiveness, SeqCheck detected the largest
set of races on each (group of) benchmark. We have manually
con$rmed that SeqCheck detected all races detected by others and
no false positives were reported by SeqCheck on S-Bench. Overall,
it detected 48 more races than the other four. Some of these races
have a distance of more than 200M.

This shows the advantage of SeqCheck by analyzing branch
events . Both SyncP and M2 detected a similar set of races (285 and
269). This is consistent with the previous result [37]. Both WCP
and SHB detected a similar set of races (130 and 144).

On e#ciency, SeqCheck spent 30 minutes on all benchmarks;
while others spent from 6 hours to 11.5 hours. On each large bench-
mark (except S-Bench), SeqCheck is also the fastest one except on
montecarlo and series. Overall, SeqCheck is nearly 12 times faster
than all other approaches. Among the other four, M2 spent the most
time (11.5 hours) and SyncP, WCP, and SHB spent from 6 hours to
7 hours. This result is also consistent with that of [37].

Another observation is that, except SeqCheck, all others reached
2 to 10 TO. And on the XL-Bench group, all run up to nearly or
more than 1 hour except M2 on ℎ2. But M2 has many more TO
on all benchmarks. This result is consistent with the features of
these four algorithms: the three (SyncP, WCP, SHB) are streaming
algorithms and have almost a linear time complexity [37]; but M2
as well as SeqCheck is a full-trace algorithm where optimizations
can be conducted for it.

Results On Deadlock Detection. Table 4 shows the results on
deadlock detection by Dirk (with window size 10K) and SeqCheck.
It also includes the number of threads and events.

On e%ectiveness, Dirk detected one more deadlock than Se-

qCheck. In detail, SeqCheck detected one additional deadlock
(on Vector) missed by Dirk. All these are true positives based on
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Table 3: Results on detection of data races.

Benchmarks Threads EventsMemsLocks Branchs

#Races Time Distance

SyncPM2WCPSHBSeqC SyncP M2 WCP SHB SeqC Max Mean

S-
B
en

ch

array 3 47 4 1 9 - - - - - 0.03s 0.15s 0.03s 0.02s 0.10s - -
critical 4 76 9 0 15 3 3 1 3 3 0.03s 0.09s 0.03s 0.02s 0.10s 29 17
pingpong 8 189 16 0 57 1 1 1 1 1 0.03s 0.09s 0.03s 0.02s 0.07s 92 91
airlinetickets 11 249 20 0 51 6 6 5 6 6 0.03s 0.14s 0.03s 0.02s 0.11s 161 127
account 5 284 22 0 67 3 3 3 3 5 0.03s 0.10s 0.04s 0.02s 0.11s 152 109
clean 12 505 41 2 130 1 3 1 1 3 0.08s 0.16s 0.05s 0.03s 0.11s 226 123
bubblesort 12 2.3K 74 2 581 3 3 3 3 3 0.15s 0.71s 0.08s 0.05s 0.12s 1.2K 1.1K
boundedbu%er 4 2.5K 39 4 871 8 8 6 8 10 0.07s 0.16s 0.08s 0.05s 0.08s 2.1K 1.1K
mergesort 7 5.9K 594 6 2.2K 2 2 2 2 2 0.08s 0.17s 0.10s 0.07s 0.11s 2.4K 909
raytracer 2 24.7K 3.9K 3 4.9K 4 4 4 4 5 0.23s 0.25s 0.29s 0.23s 0.09s 4.7K 2.1K
bufwriter 5 27.9K 75 1 3.6K 4 4 4 4 4 0.63s 1.38s 0.46s 0.24s 0.18s 26.9K 6.8K
ftpserver 5 99.8K 3.8K 71 56.9K 30 30 15 15 31 0.81s 5.17s 0.57s 0.41s 0.19s 36.2K 4.6K
readerswriters 8 307.0K 27 1 121.4K 1 1 1 1 1 11.52s 1m33s 3.09s 1.07s 1.42s 1.2K 1.2K
moldyn 5 555.0K 2.7K 1 148.0K 3 3 3 3 3 2.46s 20m54s 4.05s 2.07s 0.34s 57.0K 30.3K

M
-B

en
ch

jigsaw 13 2.8M 63.2K 104 930.0K 11 12 8 9 12 10.58s 17.92s 10.64s 10.09s 0.54s 44.3K 5.7K
montecarlo 3 10.1M850.1K 1 2.1M 2 2 1 2 2 38.38s TO 47.15s 37.58s 40.97s 8.5M 4.2M
sun"ow 15 34.9M 2.0M 10 13.4M 7 7 5 6 7 1m13s 9m21s 2m18s 1m44s 5.33s 20.0M 3.0M
crypt 17 79.0M 6.3M 1 6.8M - - - - 8 5m06s TO 6m38s 5m07s 21.61s 56.8M 56.8M

L
-B

en
ch

eclipse 15 126.3M 10.4M 4.7K 62.1M 17 17 13 14 17 12m05s 18m32s 8m36s 6m24s 36.14s 18.3M 3.4M
xalan 7 164.2M 2.8M 812 65.8M 128 135 9 9 138 TO TO 9m51s 7m08s 1m56s 20.2M 13.1M
lufact 5 179.6M 1.0M 1 48.7M 6 - 5 6 6 11m09s TO 15m37s 10m37s 1m25s 5.1M 2.5M
batik 7 279.9M 5.1M 1.9K 106.3M - - - - - 11m41s 6m01s 15m23s 12m41s 22.59s - -
lusearch 7 322.0M 4.7M 148 115.9M 16 - 16 16 19 14m21s TO 17m51s 13m46s 31.16s 200.6M 12.8M
pmd 9 382.6M 12.1M 221 168.9M 23 23 13 16 24 16m07s TO 20m28s 16m20s 35.91s 224.4M 33.6M
tsp 5 487.1M180.9K 2 167.3M 4 - 4 4 4 18m36s TO 22m25s 17m15s 2m20s 86.7M 53.0M
series 18 574.2M286.4K 1 573.1M - - - - - 10.12s 14.65s 11.00s 10.19s 37.17s - -
luindex 3 775.0M 2.5M 65 304.6M 1 1 1 1 1 27m48s 14m35s 35m56s 27m36s 1m02s 1.9K 1.9K

X
L
-B

en
ch

sparsematmult 6 1,286.9M 16.0M 1 150.3M - - - - - TO TO TO TO 5m07s - -
sor 5 1,357.3M 4.0M 1 187.3M - - - - 10 TO TO TO TO 4m08s 40.1M 17.6M
avrora 7 1,636.3M864.5K 6 638.4M - - 6 6 7 TO TO TO 58m03s 4m52s 896.8K364.4K
h2 2 2,088.7M 27.1M 15 1,126.0M 1 1 - 1 1 TO 25m19s TO 59m31s 5m16s 2 2

Total - 9,787.9M96.4M 8.1K3,738.2M 285269 130 144 333 >6h59m>11h36m>6h36m>5h57m30m03s - -

our code inspection. On Vector, the distance of the deadlock (i.e.,
the two acquire events) is 2.7M which is very large window and
constraint-solver-based approaches [24] are probably unable to de-
tect. On all other benchmarks, the distance is at most 1.6K. Hence,
Dirk was able to detect two deadlocks on Deadlock and Transfer
missed by SeqCheck. On these two deadlocks, there are data "ows
that can be handled by Dirk but not SeqCheck. It is challenging
to extend SeqCheck to handle these cases; we leave it as a further
work. Note, some benchmarks have deadlocks but their traces do
not have one [28]; and both tools did not detect deadlocks on them.

On e#ciency, SeqCheck is signi$cantly better than Dirk. Se-
qCheck spent less than 6 seconds in total and less than 2.5 seconds
on each benchmark. However, Dirk reached one TO and took much
more time, especially on benchmarks with >500K events.

Results On Atomicity Violations Detection. We con$gured
SeqCheck to detect the atomicity violation pattern 〈�푤1,�푤2, �푟 〉 as
that shown in Algorithm 5 and we set the distance between�푤2 and
�푟 to be at most 100. The result is shown in Table 5, including the
number of atomicity violations, the time cost, and the max/mean
distance. We use "⊗" to indicate a crash in testing.

The result shows that SeqCheck $nished in less than 20 minutes
and 30 unique ones were detected. Some of these atomicity viola-
tions have a distance up to 18.7M and SeqCheck $nished in about
20 seconds. This shows that SeqCheck is e#cient on detecting
atomicity violations. The results on S-Bench are also manually
con$rmed and they match the pattern 〈�푤1,�푤2, �푟 〉.

AtomFuzzer (i.e., "AtomF") detected none on all benchmarks
and it frequently crashed on many benchmarks. We have already
tried our best to avoid crashes as much as possible. But, it seems
no avail. The main reason of crashes is that AtomFuzzer does not
support Java re"ection.

7 RELATEDWORKS
Traditional Unsound Approaches. Two earliest works on data
race detection are based on the happens-before relation [31] and
the lockset discipline [51]. The former de$ne a partial order over
synchronizations and is widely adopted in many data race detectors
[1, 2, 4, 10, 12, 13, 15, 20, 45, 52–54, 57]. The latter de$nes a data race
if two accesses are not protected by a common lock [9, 39, 47, 51, 60].
Hybrid analyses combine the two approaches to improve accuracy
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Table 4: Results on detection of deadlocks.

Benchmarks Threads Events

#Deadlocks Time Distance

Dirk SeqC Dirk SeqC Max Mean

Deadlock 3 50 1 - 0.02s 0.07s - -
NotADlk 3 62 - - 0.02s 0.10s - -
Picklock 3 68 1 1 0.02s 0.07s 25 25
HashTable 3 70 2 2 0.03s 0.10s 41 36
Bensalem 4 80 1 1 0.06s 0.07s 29 29
Transfer 3 81 1 - 0.02s 0.10s - -
Test 3 83 2 2 0.06s 0.07s 34 27
StringBu%er 3 116 2 2 0.03s 0.07s 34 19
DiningPhi 3 166 1 1 0.05s 0.10s 105 105
DirkAccount 6 867 - - 0.15s 0.10s - -
Log4j2 4 2.5K 1 1 0.80s 0.10s 295 295
Dbcp1 3 2.9K 2 2 0.23s 0.10s 210 191
Derby2 3 3.0K 1 1 0.31s 0.12s 61 61
Dbcp2 3 4.1K - - 0.55s 0.10s - -
JDBC 1 3 674.5K 2 2 44.92s 0.19s 424 240
JDBC 2 3 674.6K 1 1 4.33s 0.19s 168 168
JDBC 3 3 675.8K 1 1 43.48s 0.16s 148 148
JDBC 4 3 675.9K 2 2 10.44s 0.20s 1.6K 1.6K
Vector 3 5.4M - 1 TO 1.34s 2.7M 2.7M
TestPerf 10 11.9M - - 48.63s 2.47s - -

Total - 20.0M 21 20 >1h02m 5.95s - -

[11, 40]. Others include scheduling [5] and sampling approaches
[4, 7, 22]. Unfortunately, the above can report false positives.

Sound O#line Analysis. Sound dynamic ones, as discussed
in Section 1, include three types. M2 is a graph based one that
has been extensively discussed. Dirk [28] and RVPredict [24] are
representatives of constraint solver based ones. They can infer alter-
native executions by considering branches and concrete read/write
values; hence, they have the potential to cover many races, as well
as deadlocks [28] and other concurrency bugs (like concurrency
Use-after-free and concurrency Null-pointer-dereference [16, 23]).
However, they rely on (e.g., SMT) solvers. This prevents them from
analyzing a full execution trace. They can miss a race with much a
larger distance.

Sound Online Analysis. In recent years, more and more sound
dynamic online approaches have been proposed like CP [55], WCP
[29], SHB [36],DC [50], SDP/WDP [21], and SyncP [29]. These ap-
proaches track dependency among memory events and guarantee
that the predicted (partial) trace is feasible via vector clocks [31]. HB
and SHB both miss simple races because they cannot swap the crit-
ical sections. The other approaches based on HB construct weaker
partial orders in order to reduce the degree of incompleteness. CP
and WCP are sound but incomplete even for two threads. DC and
SDP are unsound weakenings of WCP; and WDP is an unsound
weakening of DC. The DC/WDP-races $ltered by a vindication
algorithm become sound but incomplete [21, 50]. The recently in-
troduced SyncP is the state of the art in detecting races using online
techniques. All of these online approaches are computable in linear
time and have been compared in our experiments.

Other approaches such as static race analysis [14, 38, 46, 48,
58, 61] are unsound, reporting false races. Techniques such as
[17, 49, 59] implement e#cient dynamic race detectors. Tools such
as RoadRunner[19] and Rapid [35] provide dynamic analysis frame-
works to facilitate experimentation for concurrent programs.

Table 5: Full Results on Detection of Atomicity Violation.

Benchmarks

#Atom Time Distance

AtomF SeqC AtomF SeqC Max Mean

S-
B
en

ch

array - - 0.17s 0.07s - -
critical - 1 0.07s 0.10s 20 13
pingpong - - 0.76s 0.07s - -
airlinetickets - 1 0.07s 0.10s 159 159
account - 1 0.56s 0.10s 118 118
clean - - 0.07s 0.07s - -
bubblesort - - 0.08s 0.11s - -
boundedbu%er - 2 0.17s 0.08s 812 761
mergesort - - 0.07s 0.11s - -
raytracer - 1 0.12s 0.08s 1.1K 1.1K
bufwriter - - 0.08s 0.15s - -
ftpserver ⊗ 1 ⊗ 0.17s 1.8K 1.8K
readerswriters - - 0.40s 0.73s - -
moldyn - - 0.19s 0.30s - -

M
-B

en
ch

jigsaw ⊗ 1 ⊗ 0.37s 111 111
montecarlo ⊗ - ⊗ 48.72s - -
sun"ow ⊗ - ⊗ 4.22s - -
crypt - - 0.59s 20.32s - -

L
-B

en
ch

eclipse ⊗ - ⊗ 13.62s - -
xalan ⊗ 20 ⊗ 20.86s 18.7M 12.8M
lufact - - 5.72s 48.31s - -
batik ⊗ - ⊗ 25.10s - -
lusearch ⊗ - ⊗ 28.09s - -
pmd ⊗ - ⊗ 35.94s - -
tsp ⊗ - ⊗ 46.30s - -
series - - 26m27s 38.07s - -
luindex ⊗ - ⊗ 54.61s - -

X
L
-B

en
ch

sparsematmult - - 23.27s 3m16s - -
sor - - 9.01s 3m21s - -
avrora ⊗ 2 ⊗ 2m54s 141.0K 130.4K
h2 ⊗ - ⊗ 3m07s - -

Total - 30 27m08s 19m07s 18.9M 12.9M

8 CONCLUSION
We have presented an e#cient, sound dynamic approach SeqCheck
for detection of general concurrency bugs. It advanced M2 by mod-
eling branch events and supporting decisions on whether an event
sequence is feasible. With SeqCheck, one can easily encode a po-
tential concurrency bug into one or more sequences of events.
SeqCheck has built in the sequence generation for data races, dead-
locks, and atomicity violations. The experimental results show that
SeqCheck achieved signi$cantly better results than recent sound
data race and deadlock detectors in both e%ectiveness and e#ciency.
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