




2.1 EL Schemas

To represent frames identified by the FrameNet

parser, as well as the story as a whole, we use

the schema system built atop EL by Lawley et al.

(2021). An example schema, produced by the

system presented in this paper, is shown in Fig-

ure 1. This schema format allows declaration

of entity types, and of relationships between en-

tities, via EL propositions in the Roles sec-

tion. The Steps section contains ELFs, and

their characterizing episodes, for the schema’s con-

stituent events. These episodes are related in the

Episode-relations section, and the entire

schema may itself be embedded by the ELF for-

mula known as its header, visible at the top of the

schema, and characterizing an episode itself.

The EL schema framework we use allows for

other section types, such as goals, preconditions,

and postconditions, and was designed as part of

a larger schema acquisition project. In this work,

however, we primarily make use of the Roles,

Steps, and Episode-relations sections for

frame and story representation.

3 Architecture

Our system’s architecture, illustrated in Figure 2,

is divided into two main information pipelines: the

EL track, responsible for semantic parsing, and the

FrameNet track, responsible for frame identifica-

tion and span selection. The information from both

of these pipelines is unified into a final schematic

representation at the end using token indices from

the input text.

3.1 EL Track

To produce an EL semantic parse of the story, we

first perform span mapping on the input text us-

ing the AllenNLP coreference resolver (Gardner

et al., 2017). Co-referring token indices are saved,

and story sentences are then converted into ELFs

by first parsing them into ULFÐan underspecified

variant of EL (Kim and Schubert, 2019)Ðand then

processing the ULFs into full ELFs by converting

grammatical tense information into temporal rela-

tions and scoping quantifiers. More information

on the ELF parser can be found in (Lawley et al.,

2021).

Coreference resolution on the ELFs is performed

by cross-referencing the token index clusters with

token index tags placed on individuals in the EL

parse. Co-referring individuals in the EL parse are

then combined into one individual and substitutions

are made throughout the parse.

3.2 FrameNet Track

To identify basic behavioral frames invoked by the

raw text, we make use of the LOME information

extraction system (Xia et al., 2021). LOME out-

puts invoked frames, and text spans that fill frame

roles, as CONCRETE data files. Once we extract

the invoked frames and text spans, we perform a

syntactic dependency parse on the input text using

spaCy (Honnibal and Montani, 2017) and identify

the first token in each span with a NSUBJ, DOBJ,

or POBJ tag. This allows any span of text contain-

ing tokens for multiple individuals, e.g. her friend’s

house, to be reduced to, e.g., house, which will be

the token used to identify the logical individual in

the EL parse during the alignment phase.

3.3 Token Index Alignment and Schema

Formation

To represent the identified FrameNet frames as EL

formulas, the text spans that fill the semantic roles

for each frame must first be bound to logical in-

dividuals. After the dependency parser identifies

the token to cross-reference with the EL parse, the

noun predicate with the same token index is re-

trieved from the EL parse, and the individual satis-

fying that predicate is identified as the bound value

for the frame role.

The verb that invoked the frame is identified in a

similar fashion, and a schema is created with that

verb’s formula from the EL parse as its header, and

with the names of the FrameNet semantic roles ap-

plied to the relevant individuals as semantic types

in the new schema’s Roles section. When mul-

tiple frames are converted to schemas in this way,

they may all be embedded together in a composite

schema, such as the one shown in Figure 1, with

their header formulas as steps and with each of

their inner type constraints shown in the composite

schema’s Roles section for clarity. This compos-

ite schema forms our final semantic representation

of the story.

4 Discussion

The goal of our representation, and of semantic

story representations in general, is to enable a vari-

ety of reasoning tasks. As the quality of the frames

identified by LOME has already been evaluated by

Xia et al. (2021), we do not re-evaluate quality after
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transducing those frames into EL schemas. Below,

we discuss two interesting potential applications of

this representation: question answering and event

schema acquisition.

4.1 Applications

4.1.1 Question Answering

Episodic Logic has been used for question answer-

ing (Morbini and Schubert, 2009), as has its un-

derspecified variant, ULF (Platonov et al., 2020).

EL formulas can be unified with one another, bind-

ing variables in one formula to constants or vari-

ables in another. Many questions about events

or types can be formulated as EL propositions

with variables to be bound to potential answers.

For example, to answer the question of whose

house the mom went to in the story represented

in Figure 1, we could create the question for-

mulas with new variables for the house and its

owner: (?X_C MOTION-GO.1.V ?house)

and (?house (PERTAIN-TO ?who)). The

only valid unification of these formulas with the

story binds the house ?X_D to ?house and the

friend ?X_A to ?who. FrameNet-based repre-

sentations make answerable questions somewhat

paraphrase-resistant, as well: ªwhose house did the

mom run off to?º would invoke the same frame.

This form of question answering may also be

used for semantic information retrieval based on

multiple separate type, relational, and event oc-

currence constraints, for example, finding sets of

stories where a person buys something edible at a

store.

4.1.2 Schema Learning

When information about stereotypical situations is

packaged up into event schemas, those schemas

may be partially matched to new stories, and in-

ferences may then be drawn from the unmatched

pieces of those schemas: upon observing someone

sitting down at a restaurant, for example, you might

infer that they would then receive a menu.

The event schema syntax we use, taken from

(Lawley et al., 2021), was conceived as part of

a system for learning rich, logical event schemas

from texts by using a set of simple behavioral pro-

toschemasÐconcepts children are familiar with,

like asking for assistance with a task or eating food

to alleviate hungerÐto bootstrap the acquisition

of more complex schemas. We believe that our

conversion of identified FrameNet frames to canon-

icalized logical formulas could aid this process:

many FrameNet frames resemble simple behavioral

protoschemas, and a mapping between them has

been already been employed for existing schema

learning work based on protoschemas (Lawley and

Schubert, 2022).

4.2 Limitations

While our system produces useful representations,

extant Episodic Logic parsing software, especially

ULF parsing, is still somewhat error-prone. Work

on EL parsing is ongoing, and notably includes an

application of the cache transition parsing system

developed by Peng et al. (2018) to ULF parsing

(Kim, 2019), which is the initial step in converting

English text into a logical form.

We also note that we do not leverage the full

schema syntax of Lawley et al. (2021), and in par-

ticular have not added stated goals, preconditions,

and postconditions from FrameNet frames into the

relevant sections from that schema system. This

is due, in large part, to the lack of availability of

those particular semantic roles in current FrameNet

parses.

Finally, we note that our system was devel-

oped using only stories from the ROCstory corpus

(Mostafazadeh et al., 2016), and that grammati-

cally and conceptually complex texts may require

additional parsing techniques; better parser perfor-

mance; a larger corpus of schemas, with the ini-

tial hand-created basic schemas expanded through

schema learning; or any subset of these.

5 Conclusion

We have presented a system for obtaining rich, for-

mal logic-based, schema-like representations of

stories from text by combining the frame identi-

fication power of LOME and FrameNet with the

semantic representation power of Episodic Logic

schemas. We showed that these representations

normalize language into propositions based on se-

mantic frames; model type, relational, and tempo-

ral constraints; and allow for hierarchical nesting

of situations. Finally, we discussed their potential

application, in future work, to tasks that neither

FrameNet nor EL parsing alone is trivially capable

of, such as paraphrase-resistant question answering,

information retrieval, and automatic acquisition of

event schemas from text, to which this system has

already been applied.
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