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Time-varying fine structure constant from naturally ultralight dark matter
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We present a class of models in which the coupling of the photon to an ultralight scalar field that has a
time-dependent vacuum expectation value causes the fine structure constant to oscillate in time. The scalar
field is assumed to constitute all or part of the observed dark matter. Its mass is protected against radiative
corrections by a discrete Z, exchange symmetry that relates the Standard Model to several copies of itself.
The abundance of dark matter is set by the misalignment mechanism. We show that the oscillations in the
fine structure constant are large enough to be observed in current and near-future experiments.
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I. INTRODUCTION

With the discovery of the Higgs boson [1,2], the
Standard Model (SM) of particle physics is now complete.
However, cosmological observations tell us that visible
matter constitutes only about 20% of the matter in the
universe, the remainder being composed of some form of
nonluminous dark matter [3]. Despite contributing five
times more to the energy budget of the universe than visible
matter, the basic nature of dark matter has thus far
eluded us.

Moduli are among the most well-motivated and compel-
ling dark matter candidates [4-8]. They often arise in
ultraviolet-complete theories such as string theory, where
their vacuum expectation values (VEVs) play a role in
determining the values of fundamental parameters such as
the fine structure constant. The properties of moduli make
them ideal candidates to play the role of dark matter.
During inflation, quantum fluctuations are stretched to
super horizon length scales, with the result that all scalars
lighter than the Hubble scale acquire large random VEVs.
After inflation ends, a light scalar such as a modulus
remains frozen away from its minimum by Hubble friction.
At late times, the modulus begins to oscillate about its
minimum, contributing to the energy density of the uni-
verse as a component of dark matter. This framework,
termed the misalignment mechanism [9], is a natural way of
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generating an abundance of extremely cold bosonic dark
matter from light fields such as moduli.

There has recently been a surge of interest in finding new
ways to search for very light dark matter, see e.g., [10-32].
One of the most exciting approaches to finding modulus
dark matter is applicable when it is so light that its Compton
wavelength is macroscopic, so that the period of its
oscillations, set by the inverse of its mass, can be directly
observed. As moduli set the value of fundamental con-
stants, they can be searched for by looking for time
dependence (chronovariance) of these parameters. As a
wave of modulus dark matter washes over us, it oscillates
with a characteristic coswt =~ cosmt time dependence,
where m is the mass of the modulus field. Therefore a
natural way to search for ultralight modulus dark matter is
to look for time dependence of the fundamental constants.
For early work on time variation of fundamental para-
meters, see for example, [33-37].

For dark matter to be observable in this way, it must be
strongly coupled enough to be detected over noise while
oscillating at a low enough frequency such that its effects
are not averaged away. The condition that the frequency
be low translates into the requirement that the mass be
small. Since the mass of the modulus receives radiative
corrections that depend on the size of its couplings, there
is some tension between the condition that the mass
remains small and the requirement that the couplings
are large enough to be observable, resulting in a natural-
ness problem.

To understand the naturalness problem, we parametrize
the couplings of the modulus ¢ to the electromagnetic field
in the form,

1
_4_82FMDF/,W(1 - d€K¢) (1)
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where « is defined as /4zGy, where Gy is Newton’s
constant and d, is a dimensionless coupling constant that
parametrizes the strength of the interaction. For a given mass
of the modulus ¢ there is a bound on the amplitude of its
oscillations, and therefore on the magnitude of the variation
of a, from the condition that the modulus contributes no more
to the energy budget of the universe than the observed dark
matter contribution. Current experiments are most sensitive
to a modulus mass in the range 10722-1073 eV. The
corresponding bound on d, stands at d, < 1073-107!, with
the exact value depending on the modulus mass. This
coupling in Eq. (1) gives rise to a radiative contribution to
the mass of the modulus at two loops,1

e2d2k?
(167%)?

osm? ~ A (2)

where A represents an ultraviolet cutoff. As an example,
consider a modulus mass of 10~'® eV for which the bound
stands atd, < 1073, For this value of d, there is a contribution
to its mass coming from loops involving the top quark of order
107! eV. Thus, there must be a cancellation in the mass
squared of this scalar between the top quark contribution and
the bare mass to at least one part in 10'*. More generally, for
any value of the modulus mass there is an upper bound on d,
above which the conflict comes to the fore. Furthermore, any
understanding of the abundance of the modulus requires a
consistent ultraviolet completion, since the behavior of a
modulus in the early universe is very complicated and is
extremely sensitive to the presence of other fields.

In this paper, we present a framework in which the
modulus that controls the fine structure constant can natu-
rally remain ultralight while constituting all of the observed
dark matter in the universe. In order to make the modulus
naturally light, we employ the mechanism proposed in
Ref. [38]. Accordingly, we introduce N copies of the SM,
where N is a number of order of a few. If the same modulus
controls the fundamental parameters of all the N copies of the
SM while nonlinearly realizing the Z, symmetry, then the
sum of the contributions to the potential of the modulus from
each of the copies of the SM cancels to a very high degree of
accuracy. The end result is then a modulus with a parametri-
cally smaller mass than naively expected.

A very attractive feature of this framework is that, for
certain ranges of the modulus mass and couplings, the
misalignment mechanism naturally allows the modulus to
constitute all of the observed dark matter. For a given mass
and couplings of the modulus, we can determine the
thermal corrections to its potential in the early universe.

'In the absence of other couplings, the interaction in Eq. (1)
can be redefined away. When the electron is present, this
redefinition results in a correction to the electron coupling to
the photon. In this basis, the natural expectation is that the
divergence appears at two loops.

The simplest region of parameter space is that in which the
Hubble friction holds the modulus in place and oscillations
only begin after thermal effects have become subdominant
to the zero temperature potential. Even in this most simple
of scenarios, there exists a vast region of parameter space in
which the modulus can constitute all of dark matter. In
general, finite temperature effects can drastically alter the
behavior of the modulus at early times. They can act either
to reduce or increase the abundance of dark matter by
relaxing the modulus to the minimum or maximum of its
potential at high temperatures. Including these effects
expands the region of parameter space in which the
modulus can play the role of dark matter.

Prospects for probing the time variation of fundamental
constants due to ultralight scalars are very promising
[15,24,39,40]. In fact, existing data from experiments
[41-48] is already sufficient to place constraints on the
scenario we propose in the mass range 10722 eV <
my < 1073 eV. These limits can be significantly improved
in the future by increasing the integration times in the
optical-optical clocks and ultimately by taking advantage of
the anticipated 22°Th nuclear-optical clock [39,49]. Further
advancements can be achieved with the recently proposed
earth and space based atomic gravitational wave detectors,
which will rely on atom interferometry [40,50-52]. The
MAGIS and AION experiments [50,51] will be earth based
interferometers that are planned to gradually increase in
size to finally reach a length of 1 km. MAGIS is currently
building a 100 m interferometer [50], which should be able
to probe the proposed model in the 107'% eV < m, <
10~'* eV mass range. The 1 km stage should increase this
range to 107'¢ eV < my, < 107'? eV. Once built, the AION
experiment will be able to improve the bounds set by
MAGIS at both the 100 m and 1 km scale for the same
range of masses m,. The AEDGE experiment [52] is a
proposed continuation of the AION experiment that will
take advantage of satellites in order to increase the scale of
the detector to thousands of kilometers. While it is a very
distant prospect, it will have greatly improved sensitivity
for masses in the range, 107'? eV < m, < 107" eV.

The outline of this paper is as follows. In Sec. II, we
discuss the framework and explain the mechanism that
protects the mass of the ultralight modulus. In Sec. III, we
study the cosmological history of this class of models and
show that the misalignment mechanism can allow the
modulus to constitute all of the observed cold dark matter.
In Sec. IV we present our results. We determine the current
bounds on this class of models and outline the region of
parameter space that will be explored by current and future
experiments. We conclude in Sec. V.

II. THE FRAMEWORK

In this section we construct a class of models in which
the fine structure constant oscillates in time, and which are
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free of naturalness problems. We consider a complex scalar
& that is charged under an approximate global U(1)
symmetry. This field is assumed to acquire a VEV,
spontaneously breaking the global symmetry at a scale
denoted by f. It is convenient to employ an exponential
parametrization of ®,

ftp ip
D= |———]expy— .

(F)eotsy o
Here p represents the radial mode in the potential for the
scalar field after symmetry breaking, while ¢ denotes the
pseudo-Nambu-Goldstone boson. We write ¢ = @ + ¢,
where ¢, is the VEV of ¢ while ¢ represents the fluctuation
about this expectation value. The field ¢ is assumed to
couple to the electromagnetic field strength as shown in
Eq. (1). Although this interaction is nonrenormalizable, it
can be generated by coupling ®@ to some heavy charged
fermions that are integrated out. As a consequence of this
coupling, changes in the background value of ¢ will cause
variations in the fine structure constant. However, this
coupling violates the U(1) global symmetry explicitly. We
therefore expect that, in general, it will generate a potential
for ¢, leading to a quadratically divergent mass. Since the
parameter d, controls both the amplitude of the modulation
as well as the magnitude of the potential, we require some
mechanism that protects the potential against large radiative
corrections while still admitting an observable signal. As
we now explain, this can be done by employing a discrete
Z, symmetry under which the pseudo-Goldstone ¢ trans-
forms nonlinearly [38].

We introduce N copies of the SM, each with its own
matter content and gauge groups. We label each of these
different copies by an index i, where i runs from 1 to N.
The N copies of the SM are related by a discrete Zy
symmetry under which i — (i + 1). To each copy of the
SM we add a heavy Dirac fermion ¥; that carries unit
charge under the corresponding U(1), hypercharge gauge
symmetry, but not under any of the other gauge groups.
Each of the N fermions ¥; is assumed to have a Yukawa
coupling to the scalar ®@. This construction is illustrated in
Fig. 1. Under the Z, symmetry these fields transform as

2
Yi>Yer, FroFrp, q>_>q)exp{iﬁﬂ}, 4)

The discrete symmetry forces the Yukawa couplings, gauge
couplings and masses to be same across all the N sectors.
The Lagrangian for the W, is restricted to have the form,

N
LD Z {9 DY, — (M — yDe™v — ydT e 7 )W, W, }.
k

(5)

T+0
,—% Fen
F
N F3
Uy U,

o

A\ :

N——

FIG. 1. An illustration of the Z, model is shown. There are N
copies of the Standard Model and N copies of a heavy hyper-
charged vectorlike fermion W that are cyclically exchanged under
the Zy symmetry. A complex scalar @ transforms linearly under
the Zy and has a Yukawa coupling to the fermions ¥,.

Here the Yukawa coupling y can be chosen to be real
without loss of generality as any phase of complex y can be
absorbed into the definition of the complex scalar ®.

After symmetry breaking, the relevant part of the
Lagrangian becomes

N

LD W

k

(iD= M)¥y. (6)

where the effective mass of each fermion depends on the
VEV of the pseudo-Nambu-Goldstone boson ¢,

Mk:M<1—€cos (](’ZJF%)) (7)

Here the parameter ¢ is defined as € = /2yf/M. After
integrating out the fermions W), we get a contribution at
one loop to the effective potential for the pseudo-Nambu-
Goldstone boson,

- 87[22 / dkgkilog [k + M), (8)

where A is an ultraviolet cutoff. This integral can be
evaluated exactly.

After dropping terms that do not depend on ¢ and terms
that vanish in the limit M /A — 0, we obtain
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M4
+7(1—ej)4—2M4(1—ej)“log(l—ej), 9)
where €; = ecos(¢/f +2xj/N). The first two terms in
Eq. (9) are quadratically and logarithmically divergent.

However, they can be seen to be independent of ¢ as long
as N > 4 by virtue of the following identity [38],

0 m=odd <N

Zcos (fﬂ 2”]) 2ﬂ<m”/’2) m=even<N

m=N
(10)

where C is a constant. The finite contribution is, however, ¢
dependent. It can be extracted by expanding the last term in
Eq. (9) in the small parameter €. To all orders in €, we get
contributions from each sector that only differ by the phase
of the cosine. Due to the identity in Eq. (10), all the terms
up to O(eV~!) cancel leaving the leading ¢ dependence to
appear at O(e"). These cancellations are a direct conse-
quence of the unbroken Z, symmetry. After performing the
integral in (8), the leading ¢-dependent piece arises at order
eV

M4N

Vi) =" 5 F(N)cos(l\;(p>[l+(9(€)], (11)

where F(N) is given by

N) = 21—NNIX:O: C) z(v_i l

This potential has N minima at the locations ¢,,/f =
(2m — 1)/ N where m runs from 1 to N. Integrating out the
fermions ¥, also leads to an effective coupling of ¢ to the
gauge kinetic terms of each of the N hypercharge gauge
fields at low energies,

N
eff §

One of these N copies corresponds to the hypercharge
gauge boson of the SM. Since the effective potential in
Eq. (11) is invariant under ¢ — ¢ + 2xzf/N, we have
freedom to shift ¢ so that the coupling to the SM
hypercharge gauge boson simplifies to

(12)

5 COS (? 2;\7) F. (13)

€ @
‘C(/)BB = _T”ZCOS<?>F2Y' (14)

Since in our normalization B, = A, — Wﬁ, the coupling to
the SM photons after spontaneous symmetry breaking takes
the same form,

€ %
Elﬂy}’ = —WCOS<?>F%M (15)

When ¢ performs small oscillations about one of the
minima ¢,, of Eq. (11), it gives rise to a linear term in
the coupling to the photon,

L, = 2476;2f sm< 7 >¢FEM, (16)

where ¢,, is the m-th minimum of the potential, Eq. (11),
and ¢ = @,, + ¢. Comparing this to Eq. (1), we see that in
terms of the parameters of our model, d, is given by

2ealsin (/)]

d, =
¢ 3nkf

(17)

We are now at a stage where we can demonstrate the
improvement in naturalness that our model affords. As
discussed in the Introduction, the natural expectation is that
the mass of ¢ scales as

e’d’k?

m NWM4, (18)

which is just Eq. (2) with the divergence cut off by the mass
of the new charged fermion, in this case M. To see how our
model compares to this, we expand Eq. (11) about the
minimum to obtain

m2:M4N2€N
¢ 871'2f2
2922 11262FNN_2
e*dix M4< 5272°N?F(N)e > (19)

~6r2)? ¢ sin? (%)

F(N)

The term in brackets represents the improvement with
respect to the naive estimate. In order for this expression to
be valid, we had assumed that N > 4. Because this
correction factor is proportional to €V~2, we see that as
long as ¢ is small the mass is parametrically smaller than
expected from naive considerations. This demonstrates that
our construction can indeed solve the naturalness problem
discussed in the Introduction. We note that the mass term
for the modulus is generated at one-loop order rather than
being given by the naive two-loop estimate in Eq. (2). This is
because both the mass of the modulus and its coupling to the
hypercharge gauge boson arise at the same one-loop order
when the heavy fermions W, are integrated out, rather than the
mass being generated radiatively from the coupling.
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At this stage, the new fermions ¥, are electrically
charged stable fermions. If the reheat temperature is larger
than their mass, then these particles obtain a thermal
abundance and will tend to overclose the universe if their
masses lie above the TeV scale. In order to avoid this, we
allow each of the N W, to decay by introducing a small
mixing with the right-handed 7 lepton of the corresponding
sector through the interaction

N
LD m¥. (20)
k

For M = 10 TeV, we require m = 100 eV in order to have
the W particles decay prior to big bang nucleosynthesis and
not pose a cosmological problem.

III. COSMOLOGICAL HISTORY

In this section, we will consider the cosmological history
of this class of models. We work under the assumption that
of the N sectors, ours is the only one that is reheated after
inflation.”> We further assume that @ is homogenized as a
result of inflation. The scalar field evolution is governed by
the equation

ov
»+3Hp+— =0, 21
P+ ¢+a(p (21)

where the potential is given by
V=Vi(p)+Vr(e.T). (22)

Here V) is the zero temperature potential given in Eq. (11)
while V;(¢,T) is the contribution to the potential from
finite temperature effects. An explicit expression for Vi
may be found in the Appendix A. At temperatures 7 > M,
the finite temperature contribution to the potential can be
approximated as,

Vo, T) ~ gTzM2 cos (?) : (23)

Once the temperature falls below its mass, the vectorlike
fermion W begins to exit the bath. Accordingly the form of
the thermal contribution to the potential undergoes a
change. In the temperature range M = T Z 100 GeV it
is well approximated by the expression,

4eM3T? M 7
+ 20} e )cos<?>. (24)

6lea’qy
216c0s*Qy,

Vi(p.T)~ (

One way such a scenario can arise is if there are N separate
inflatons, one for each sector. Each of the N inflatons is assumed
to reheat only its own sector. Then the inflaton that slow rolls to
its minimum last is associated with the sector that is identified
with the SM, while the other (N — 1) sectors are not reheated.

For T < M /20, the exponential suppression of the second
term in the bracket means that it can be neglected.

The evolution of the scalar field ¢ at early times is
governed by the extent to which its oscillations are damped
by Hubble friction. To keep track of whether the system is
underdamped or overdamped at temperature 7, we define
the parameter

(25)

where m(T) represents the contribution to the mass of the
modulus from finite temperature effects,

Vi@, T) = m*(T) f? cos (3’%) (26)

For n(T) < 1 the system is overdamped at temperature 7,
while for (7)) > 1 it is underdamped.

Atearly times 77(T) increases as the universe cools down.
This can easily be seen from Eq. (23) by noting that when
T> M, the mass scales linearly with temperature,
m(T) o« T, while the Hubble parameter decreases faster,
H x T2 Eventually, at temperatures 7" of order M, the
growth of 7(T) slows down, reaching its maximal value 7,,

at a temperature 7', = %M The value of 7, is given by

2250V5M;; ¢

5 1 2"
emg, f

Here M, is the reduced Planck mass and g, = 106.75 is
the effective number of degrees of freedom at 7 < M,
consisting of just the SM fields. For 7, 2 1, the field
oscillates about the minimum of the thermal potential at
temperatures 7 of order M. The oscillations begin at a
temperature 7, such that m(T,,.) = H(T,,.), given by

- 15€M§1M (28)
osc ”zg:kllfz N

Here g = 110.25 is the effective number of degrees of
freedom at temperatures 7' > M, which consists of the SM
fields and the associated fermion .

Below the temperature 7', 7(7’) decreases rapidly as the
exponential suppression of the second term in Eq. (24)
takes effect. Eventually at temperatures 7 < M/20, the
contribution from the first term in Eq. (24) becomes
dominant. In this temperature regime, the mass of the
modulus and the Hubble parameter scale identically,
m(T) « H(T)  T?. As a result (T) reaches a terminal
value 7, given by
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3050°M2, e

=T <M/20) = — 2L
n=n(T <M/20) 3750050y 2

(29)

The parameters 77, and 5 play an important role in the
description of the system. The value of 7, indicates whether
the system undergoes oscillations when 7" 2 M, while 7
determines the behavior of the system at temperatures
T < M/20. These parameters are related as

_ 1350V/5c0s*0y,

Mp 5 3
6la’eim:

n =~ 8300. (30)
From this relation we can see that in the regime which is
always overdamped at early times, < 107*, the modulus
field is effectively frozen until the temperature-independent
part of the potential becomes dominant. In contrast, for
n > 1 the oscillations of the field begin at the temperature
T, 2 M and continue till the present time. In the
intermediate regime 10~ <7 <1, the field oscillates at
temperatures 7" of order M. However, these oscillations
have ceased by the time the temperature falls below M /20
and only resume once the temperature-independent con-
tribution to the potential begins to dominate.

In what follows below we obtain analytic expressions for
the contribution of the modulus ¢ to the energy density of
the universe. We focus on the limiting cases of 7 < 10~
and 5 2 1, deferring the intermediate range of # to our
numerical study.

A.np<x10

For < 10~ the early time evolution is especially simple
as Hubble friction freezes the field in place at high temper-
atures, so that its evolution is independent of V. It follows
that for sufficiently small # the field is effectively fixed until
the mass approaches its zero temperature value, m = m.
Oscillations begin when 3H ~m,, corresponding to a
temperature

T, = ( 10 )1/4\/m. (31)

2
7Gx

At this point, we make the standard approximation that ¢
transitions instantly from an overdamped harmonic oscillator
to an underdamped one. At this stage the potential Eq. (22) is
dominated by the zero temperature term,

Vi) = BNy cos (%)

87°
2 (2
= m]‘\’;{ cos <¥> (32)

The mass my, is constant so the field will oscillate as an
underdamped harmonic oscillator around a minimum ¢,),,
with the amplitude decaying as

¢ < a(t)=/2. (33)

Since the field is frozen, the value of ¢p when 3H ~ m, can lie
anywhere in the range ¢, € (0, 2zf). Therefore ¢ can fall
into any of the N minima ¢,, of the zero temperature
potential, Eq. (32) with equal probability. Consequently
the initial misalignment value of the excitation around
that minimum ¢,, can lie anywhere in the range
¢, € (—nf/N,nf/N). Due to this randomness in the initial
condition and the homogeneity of ¢, it is not possible to
determine the exact value of the field today. However, what
can be done instead is to average over all possible initial
misalignment values, ¢, € (—xf/N,zf/N), given that all
are equally likely. The expectation value of the energy
density p, can be related to an effective initial amplitude

of the field ¢ ofr, where ¢ i = \/(h?). The value of v/ (¢h?)
can be obtained by averaging over all values of the initial

misalignment, leading to ¢ ¢ = \7——37( As a result the

expected amplitude of the field today is given by

N T, 3/2 B ﬂf T, 3/2
¢0 ~ ¢x,eff <T‘> - ﬁ <T‘) ’ (34)

where T represents the current temperature of the
Universe. This leads to a final result for the energy density
in ¢ today,

| 22F2m2 (T3
—0 __ 242 o (L0 2 1/2
Py —§m¢¢0~ o (Ts> « frmy". (35)

B.nz1

In this subsection, we consider the range of parameter
space in which the behavior of ¢ in the early universe at
temperatures T < M /20 is like that of a harmonic oscillator
that is either underdamped or close to critically damped.
When discussing finite temperature effects, it is necessary
to distinguish between the cases when N is even and N is
odd. The reason for this can be seen from Fig. 2; In the case
of even N, the thermal potential pushes ¢ towards a
maximum of the zero temperature potential. At late times,
this results in an increase in the amplitude of oscillations,
leading to enhanced abundance of dark matter and a larger
signal. For odd N, the thermal potential pushes ¢ towards a
minimum of the zero temperature potential, decreasing the
amplitude of oscillations at late times resulting in a sup-
pressed abundance. In this case the situation is even worse
because the minimum that ¢ is pushed towards is the one in
which there is no linear coupling to the photon, so that the
signal under consideration is greatly suppressed. Rather
than a linear coupling, this minimum leads to a quadratic
coupling, which gives rise to different phenomenology
[53,54] that we do not consider here.
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FIG. 2. Example of thermal (blue) and zero temperature (orange) potentials for N = 5 (left) and N = 6 (right)

1. N odd

In the early universe ¢ is driven towards the minimum of
the finite temperature potential, ¢,, = zf. From Fig. 2 we
see that the minimum of the finite temperature potential is
also a minimum of the zero temperature potential.
Consequently the range of values of ¢ at the time when
oscillations begin, H = 3m,/,, is significantly smaller than
initial (0, 2zf).

It follows from this that for each m,, there is a minimal
value of # above which this new range covers only the
central minimum of the zero temperature potential,
¢s € (m—n/N)f,(x+ x/N)f). Above this critical value
of 7, which we denote by 7, ¢ always ends up in the central
minimum. Furthermore, from Eq. (16) we see that at this
central minimum, ¢,, = zf, the linear coupling of ¢ to
photons vanishes, resulting in a greatly suppressed signal.
The value of 7, can be well approximated by considering
evolution only in the regime T < M /20. The evolution at
higher temperatures is less efficient at focusing the range
of values of ¢ due to the sudden drop of the modulus
mass m(T) at T ~ M, which has the effect of regenerating
the amplitude of the field. The subsequent evolution of
@ in the regime when 7 < M/20 and 5 < 1 scales with
temperature as

@ —nf o TU-VI=0)/2, (36)
It follows that 7, satisfies the condition,
T (I=y/1-m0)/2 |
d R— (37)
M /20 N
From this we obtain an expression for 7,
2In N2
;70:1—<1— ) (38)
ln%ﬂ

We see that in the case of odd N, for n > 7, the field is
pushed to the minimum in which ¢ does not have the
coupling shown in Eq. (1), resulting in a greatly suppressed
signal. The abundance of ¢ is also suppressed limiting its
contribution to dark matter.

2. N even

For even values of N the picture is completely different.
The minimum of the finite temperature contribution to the
potential, which is at ¢,, = zf, now coincides with the
maximum of the zero temperature potential, as can be seen
in Fig. 2. Therefore, in the regime # 2 1 the initial value of
the modulus ¢ at the time when oscillations begin will be
close to # and the initial amplitude will be very close to

_

b=

(39)
This is very different from the case when the system is
overdamped.

The amplitude of the oscillations of ¢ today depends on
how close the field is to the minimum of the finite
temperature potential at the time that the oscillations begin.
Given that the mass of the scalar changes as a function of
temperature, the simplest way to determine the behavior
of ¢(T) at these early times is to employ the conservation of
the number density of ¢. The comoving number density of
@ is approximately conserved in the limit that ¢ is close
enough to a minimum that its potential is quadratic and as
long as the WKB approximation holds, dm/dt < m?*. The
conserved comoving number density is given by

n=amT)(p—xf). (40)
Based on these considerations the effective initial value of
the modulus ¢, . when the zero temperature potential
begins to dominate can be obtained as
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zf
N

¢s eff —

= |Pseff — ﬂf

xf M( T, )3

TOSC

V3 My

(41)

We continue to track the evolution of the field after it rolls
down to the new minimum, which happens at temperatures
T of order T,.

In contrast to the case when 7 < 1074, the position of ¢
when the zero temperature contribution to the potential
begins to dominate is very close to ¢ = zf. Since this point
corresponds to an extremum of both the finite temperature
and zero temperature contributions to the potential, the
gradient of the potential at ¢ = zf vanishes independent of
the temperature. The fact that the potential in the neighbor-
hood of this point is very flat leads to a delayed onset of
oscillations [55,56], and interesting phenomenological
signatures [57,58]. As shown in Appendix B, for the
parameters considered in this paper this delay is long
enough to ensure that when the oscillations about the new
minimum begin, the contributions to the potential from
finite temperature effects are already negligible. Therefore,
for a good approximation we can assume that the potential
has the zero temperature form in Eq. (11) from the time that
the oscillations begin.

It is tempting to assume that oscillations about the true
minimum occur in a harmonic potential, starting from the
temperature 7T, defined in Eq. (31), with an initial

amplitude ¢ op = % and continuing till today. This leads

to the following expression for the contribution of the
oscillating field to the energy density today:

2 2 3
;NT¢ <T) ‘ )

However, this expression does not give the correct result for
the energy density as it fails to account for the delay in the
time at which the oscillations begin. To include this effect
we employ the following empirical approximation [56],

3

— md) Tosc 2 ) TO 3 2 1/2

Py = C( ( ) >f my| =] o« fmy".
¢ m(TOSC) TS 4 TS ¢

pnalve ~

()
Here
CO) = (B0) + 4O (44)
and
f(y) =Iny+In 273 (45)

7'’T'(5/4)N

The coefficient C(y) defined in Eq. (44) corresponds to the
correction arising from the delayed onset of oscillations.
The difference between the energy density in Eq. (43),
and the naive estimate in Eq. (42), turns out to be quite
significant. For M = 10 TeV the correction factor is
/P = 9 for N = 6 and pjj/py™ = 10 for N = 10.
Since the field is pushed very close to the central
maximum of Vy(¢) potential, one could imagine that
instead of the field homogeneously rolling down to a
unique minimum, quantum fluctuations would push the
field in some regions of space to the minimum on the other
side of the hill, resulting in domain walls. However, just
after inflation, quantum fluctuations are given by [55],

Hine
27

((69:)%) = (46)
The ratio of fluctuations to the average value of the
field is constrained by cosmic microwave background

observations,

M Hige <1075, (47)

Pictt —7f -
Because this quantity changes at most logarithmically
between the end of inflation and now [59], and the
emergence of domain walls requires 6@ ~ @, o — nf, this
scenario does not take place in our model.

IV. SIGNAL

In this section, we determine the region of parameter
space populated by our model and explore the implications
for experiment. Following the conventions employed in
[10,11,39], we parametrize the changes to « in terms of the
variable d, defined in Eq. (1),

Aa 1 A
d,="0 20 T (48)

@ Kd)local a K\/2I"plocal

Here Aa represents the amplitude of oscillations of the fine
structure constant while ¢),.,; denotes the amplitude of
oscillations of the scalar field at the location of the earth.
We introduce a parameter r that represents the fractional
contribution of ¢ to the total energy density in dark matter,

local _ local

1
Py m¢¢locdl = TPpw™m - (49)

Experiments place a bound on Aa/a for a given frequency
of oscillation mg. Then, for a given dark matter fraction r,
this can be translated into a bound on d, using Eq. (48).

As can be seen from Eq. (17), the value of d, is a
function of the parameters ¢, f, M and N. From this
equation we further see that the value of d, also depends on
the minimum ¢,, that the field settles in, which is in turn
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determined by the initial conditions. In our analysis, we
take | sin (¢,,/f)] to be the average of available values, e.g.,
for N = 6 we have (| sin (¢,,/f)|) = 2/3 in the y < 10~
regime and (|sin (¢, /f)|) =1/2 in the 5 > 1 regime.
Additionally for odd values of N we ignore the contribution
of the central minimum [sin (¢,,/f) = 0] to the average.
This allows us to determine the expected value of d,
consistent with a given set of parameters.

In order to make contact with experiment it is convenient
to eliminate the parameter € in favor of m,. The expression
for my in terms of the other four variables is given in
Eq. (32). The parameter space of our model can then be
described in terms of the four variables f, my, M and N.
Using the results of Sec. III, the expectation value of the
dark matter abundance can also be expressed in terms of
these parameters, after averaging over the initial conditions
for the scalar field @. The requirement that, after this
averaging, the field ¢ constitutes all of the observed dark
matter places a restriction on the allowed parameter space
and allows us to fix the value of f in terms of the three other
variables. Then d, is determined in terms of mg, M and N.
Taking advantage of the results of Sec. III, we can obtain
semianalytical expressions for d, as a function of these
three remaining parameters in various regimes. These will
prove helpful in illuminating the main features of the
detailed numerical results, which we will present later.

A. Analytic results for n < 10~

In the overdamped limit, we can use Egs. (19), (35),
and (17), to obtain an expression for d, in terms of m,, M
and N,

m¢ % M _%
d, = AN . (50
e = Al )<1o—20 eV> <10TeV) (50)

Here
BY-2\w (10720 eV)'™’
A((N) = By =2
() 0( B%) (10 TeV)*
2a(|sing,,|) N*F(N)
By=——"°" B, = , (51
0 RY1S ! 872 (1)
and

2 2 3/4 T3

For convenience, a few values of A;(N) are given in
Table I. This analytic approximation reproduces our
detailed numerical results up to an accuracy of around
10%. From Eq. (50) we can see that d, decreases as we
raise the mass M of the fermions ¥. Then, by setting this
mass to the lowest value allowed by experiment, we can

TABLE 1. Scaling coefficients for Eq. (50), Eq. (52), and
Eq. (54), evaluated for a few values of N.

N AV AY AY Nref
5 1.8 x107° 7.5x 1074 0.58
6 3.9x 1078 2.7%x1073

10 1.4 %1073 1.0 x 107!

11 32 x 1073 3.2x 1072 0.77

place an upper bound on d, as a function of m, for any
given value of N.

B. Analytic results for n % 1

As 7 increases, the scalar field eventually enters the
regime # 2 1. In this regime, the case of odd N is very
different from that of even N. For odd values of N, the
region where 1 2 1 does not give rise to an observable
signal because the field is trapped in the wrong vacuum as
discussed in Sec. III. The boundary of this region is marked
by 7y, defined in Eq. (38). The condition 5 < 7, translates
into a restriction on the allowed range of m;, M and N.
From Egs. (19), (29), and (17), we can determine the value
of d, at the boundary of this region # = 7, to be

n 2(\;\721) m o M A

o - = =

o= a0 (L) () (o)
Nref 10~"'eV 10TeV

(52)
where
A,(N) =B B_m (”Iref')%m
0By B, (10TeV)v
. _ J05My;
T 3r2g,.cos0y
Nrey = Mo(my = 107"1eV, M = 10TeV, N). (53)

The numerical values of A,(N) for a few sample points are
given in Table I. The allowed parameter space is restricted
to values of d, lower than those in Eq. (52). The line
obtained from Eq. (52) is found to reproduce our numerical
results up to a factor of 2.

We now turn our attention to the case of even N. The
expressions for the energy density in the = 1 case,
Eq. (43), and the < 107 case, Eq. (35), differ only by
their proportionality constant. It follows from this that d,
scales with mj and M in the same way in both regimes,

d = Ay (e VE(M T sy
e 10-11 eV 10 TeV)

where
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=

+6

BQ’-2>ﬁ (10~eV)
B3 (10TeV)

”29 34 T3
B, = C(y())( *> 2 ,
10 POM?;/ZZ

A3(N) = Bo<

Zle
=|

_( 8lx )1/4 cos20y g *M

Y0 61110 agf mlMpl’

U —2(N-1) — s

le_V — (B%BZ ( )BSZNM8>N+3' (55)

Here m;, obtained from Egs. (35), (19) and (29), corre-
sponds to the mass of the modulus for which 7 =1 and
Py = ppm- The numerical values of A;(N) are given in
Table I for a few reference points. Equation (54) reproduces
the detailed numerical solution up to an accuracy of
about 20%.

C. Numerical results

The analytic solutions found in the subsection above
are valid in the limiting cases when the scalar field is
either highly overdamped or highly underdamped. In
order to determine the solution in the region of parameter
space 107 <7 < 1 where the system transitions between
these two regimes, we find it necessary to solve Eq. (21)
numerically. We parametrize the model in terms of the four
parameters f,my, N and M. As explained earlier, lighter
fermion masses are associated with larger values of d,. In
our study we therefore consider two different values of the
fermion mass, M = 10 TeV and M = 1 TeV, which are
close to the current lower bound from collider experiments.
In addition, we consider four different values of N, the odd
values N = 5 and 11 and the even values N = 6 and 10. We

then scan over f for different values of m,. For each
(f.m,) pair, the field was evolved from 7; = f to T = T
starting from 1000 random initial conditions. In the case of
odd N, we discard any (f, m¢) pair such that, for more than
90% of initial conditions, the theory ends up in the vacuum
with vanishing signal. For each point we obtain the
contribution of ¢ to the dark matter density. We also
determine the value of (| sin (¢,,/f)|), which is obtained by
averaging over solutions with sin (¢,,/f) # 0, and use this
to find the value of d, at each point from Egs. (17) and (19).

The results of our numerical study are shown in Figs. 3
and 4, where we have plotted d, as a function of m, for
these theories, along with the current limits and the
projected reach of future experiments. Our goal is to
identify the region of parameter space that is naturally
populated by these models. To this end, for each m, we
have singled out the value of d, such that, for any d, larger
than this, more than 90% of points will lead to less than the
observed abundance of dark matter, p; < ppy. Separately,
for each m; we have singled out the value of d, such that,
for any d, smaller than this, more than 90% of points will
lead to more than the observed abundance of dark matter,
P4 > pom- These values have been plotted in Figs. 3 and 4
as the two light blue (M =1 TeV) lines. The region
between these lines, which corresponds to the natural
parameter space for M =1 TeV, has been shaded in.
The natural parameter space for M = 10 TeV has also
been shown, shaded in dark blue. We explicitly show the
values of the parameters for a few reference points in
Table 11

In order to simplify the numerical computation, the
number of effective degrees of freedom in the thermal bath
has been held fixed at g, = 106.75. The coefficient of the
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d, vs my for N =5 (left) and N = 11 (right). Light (M = 1 TeV) and dark (M = 10 TeV) blue bands represent a region

where no more than 90% of random initial conditions result in either py > ppy 01 py < ppu- The green line within the dark blue band is
a semianalytic approximation valid in the regime # < 10~* and the orange line (present in the N = 11 plot only) is a semianalytic
approximation of the line above which signal vanishes, both drawn only for M = 10 TeV. Explicit expressions for both lines were given
in Eq. (50) (green) and Eq. (52) (orange). The green band gives current constraints from equivalence principle experiments [43—45], the
yellow band presents the current constraints from atomic clock experiments [42,47] while dashed lines give potential reach of the future

proposed experiments [39,50-52].
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FIG. 4. d, vs my for N = 6 (left) and N = 10 (right). Light (M = 1 TeV) and dark (M = 10 TeV) blue bands represent a region
where no more than 90% of random initial conditions result in either py > ppy or py < ppu- The green line within the dark blue band is
a semianalytic approximation valid in the regime 7 << 10~* and the orange line is a semianalytic approximation in the regime 7 = 1, both
drawn only for M = 10 TeV. Explicit expressions for both lines were given in Eq. (50) (green) and Eq. (54) (orange). The green band
gives current constraints from equivalence principle experiments [43—45], the yellow band presents the current constraints from atomic
clock experiments [42,47] while dashed lines give potential reach of the future proposed experiments [39,50-52].

thermal contribution to the potential from the first term in  the d,(m) line jumps while maintaining the same slope.
Eqg. (25), which also decreases as heavier species go out of ~ This is exactly what occurs. For larger values of m, the
the bath, has also been held fixed. These simplifications  lower d,(m;) line merges with upper one. This occurs
have an effect on the temperature at which the final because in the (7 > 1) region, as mentioned earlier,
oscillations begin, resulting in an overestimate of d, in  essentially all initial conditions lead to ¢, = zf/N as an
the case of the lowest values of m, by a factor close to 2. initial condition. Therefore the parameter space populated
The error is smaller for larger values of my, since the by the model is essentially independent of the initial
oscillations begin earlier, and so there are a greater number ~ Misalignment angle.

of degrees of freedom in the bath at the corresponding T . In Figs. 3 and 4, we see the preferred parameter space of
In Figs. 3 and 4, we have also shown the analytic results ~ Our model for various choices of M and N. From these

obtained in subsections A and B for the case of a fermion ~ [18ures, it is clear that our models span a wide range of d,
mass M = 10 TeV. For the case of odd N, shown in Fig. 3, and m. Larger values of N are currently being probed by
we have plotted the analytic results obtained from Eqs. (50) ~ ©ngoing experiments while smaller values of N are within
and (52), represented by the green and orange lines reach of futur(j: experiments. Much as how the quantum
respectively. We see that there is good agreement between ~ chromodynamics (QCD) axion line provides a goalpost for
the analytic formulas and our numerical results. For the ~ axion experiments, our small N models constitute a well-
lightest moduli, the d,(m,) lines are in the overdamped motivated scenario that future experiments should aim

regime and the slope closely follows the one predicted by to reach.

Eq. (50) (green line). As the mass increases, the line

eventually approaches the region where all solutions fall V. CONCLUSIONS

into the central minimun.l. In this regime the d,(m,) line Light moduli are one of the most attractive dark matter
tracks Eq. (52) (orange line), as expected. candidates. Not only are they ubiquitous in ultraviolet-

For the plots in Fig. 4 where N is even, the behavior _fOf complete models such as string theory, but the misalign-
the lowest masses, m,, again follows Eq. (50). According  ment mechanism provides a simple explanation for their
to Eq. (50) and Eq. (54), when 5 ~ 1 we should expect that  abundance. Despite these appealing features, detecting

TABLE II. Typical values of parameters in our model for a few data points.

£ [GeV] y M [TeV] N m, [eV] d, €

2.0 x 100 3.2 x 1072 10 5 1020 1.8 x 107° 9.1 x 107°
4.3 x 101 2.5 % 10716 10 6 10713 1.2x 1074 1.5%x 1075
7.2 x 1013 4.6 x 10710 10 10 1077 22x 1074 47 x 1074
1.4 x 10'6 3.7 x 10710 10 11 10-18 1.9 x 1074 73 %107
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modulus dark matter remains a challenge. The problem is
that the large coupling required to find them tends to be at
odds with their very light mass, resulting in a hierarchy
problem. In this article, we have shown that a nonlinearly
realized Z, symmetry can naturally protect the mass of a
modulus against radiative corrections, provided the modu-
lus itself transforms nonlinearly under the Z,. It remains an
intriguing open question as to whether a model that exhibits
these features can be constructed within a string theory
framework.

Much like the QCD axion, these models have a region of
parameter space in which they naturally reproduce the
observed dark matter abundance via the misalignment
mechanism. The regions of parameter space populated
by these models were shown in Figs. 3 and 4 for a few
values of N. We see from these figures that future experi-
ments searching for chronovariance of the fine structure
constant are expected to probe a large part of the preferred
parameter space. This class of models is both simple and
testable and provides additional theory motivation for
exciting new quantum limited experiments.
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APPENDIX A: FINITE TEMPERATURE EFFECTS

In this appendix we obtain the contribution to the
potential of the modulus from finite temperature effects.
For temperatures 7 2 M, the leading contribution arises
from the free energy contribution of the vectorlike fermion
Y through the dependence of its mass on the value of the
modulus, as given in Eq. (7). This contribution is repre-
sented by the oneloop diagram shown in Fig. 5.

FIG. 5. Diagram representing the leading contribution to the
potential of the modulus for temperatures 7 = M.

The form of this contribution is well-known [60,61] and
is given by the integral

2T+ [ M
Fy =7 dxx?In (1 +exp{— X+ ( TN> })
0

(A1)
We can extract the effect on the potential of the modulus by

Taylor expanding the potential around My = M and keep-
ing the correction of order O(e),

@

dF
V(. T) D —eMd—Mf cos . (A2)
This leads to
M T? cos% T>M
dF (p
—eM d—]\/; cos— ., (A3)
I 4M2T2 o= cog & T<M
(22)2 f

Another type of contribution arises from the dependence of
the free energy of the universe on the hypercharge gauge
coupling, which in turn is a function of the VEV of the
modulus,

eg* [1 x(1—x @
J*(p) :)2/0 dxl - (i ) cos—.  (A4)

7 M)zx(l -x) f

From the above expression we can determine the depend-
ence of this effect on the temperature,

'575[’—;4(%)2 cos% T>M
g*(p) > (AS5)
giz cos"f’ T<M

The leading finite temperature contributions to the free
energy of the universe that involve the hypercharge gauge
coupling arise at two loops. The problem therefore reduces
to computing these two-loop diagrams. There are three
types of diagrams labelled by a, b and ¢ that contribute at
this order,

Zeaun 17
Vilp,T) = ——-— Fi+F,+F
rle.T) = 37rc0526’W (Z o >cos<f)
(A6)
where
1 6x(1 —x)
= dx ——————. A7
M(y) \/0 xl +y2.X(1 _x) ( )
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FIG. 6. Diagrams contributing to the effective potential. The

first diagram on the left corresponds to the term F',, the next to F,
and the last to F. as defined in Eq. (A6).

The diagrams that give rise to Fi, F, and F, are shown in
Fig. 6. Here the index i runs over all quark and lepton
flavors. Using the methods of thermal field theory [60,61]
the first diagram, which represents the correction to the free
energy from diagrams involving the SM fermions, can be
evaluated as

Fi — _912%‘2 i Tr{f/”(—ip + mi)?ﬂ(_ik + mz)}
‘ 2 Q*(P* + m?)(R* + m?)
{P.R}Q

x84 (P+Q-R), (A8)
where we follow the conventions of [60]. In these con-
ventions the ¥, represent the Euclidean Dirac matrices,

]70 E]/O, 71{ = —i]/k, k= 1,...,d. (Ag)
The momenta in the loop integrals are in Euclidean space
and have components P = (@', p), where i = b, f. The
symbol Y refers to integration over the spatial momenta
along with summation over the Matsubara frequencies,

which are defined as
f 1 b
wy =2aT|n+ 5 ) w, =2xTn, (A10)

for fermions and bosons respectively. If the momenta below
the symbol Y appear between curly brackets {...} it
corresponds to summation and integration over fermionic
boundary conditions while the absence of the brackets
indicate bosonic boundary conditions. After the usual Dirac
algebra we can express Eq. (A8) in terms of known
standard integrals [62,63],

. d(d I I RE
Fi=—(==1)¢%?¢*2Y ——=Y ——1|Y ———
“ 2(2 )d q'{ Z:P2+m,2Z:Q2 {IPz—l-m?]
r) 0

{P}

y Z: : (AL1)
d=2 4= (P-R)*(P*+m?)(R*+m?) ]’
{P.R}

where d=4—-2¢. In the T/m — co limit the last
integral vanishes [63]. The remaining integrals are well

known,
I 1 71? q 1 T?
— =— an — =
0> 12 P? 24
9]

{P}

(A12)

Putting these together we arrive at the result in the high
temperature/low mass limit,

i 5”0‘%2 4
72 cos? Oy (A13)
where we have expressed ¢ in terms of the fine structure
constant @ and the Weinberg angle 6y. Since the g¢;
represent the hypercharges of the SM fermions and the
heavy fermion ¥ from our sector, after including all the
contributing particles we obtain a factor of Y, g7 = 6.
The second and the third diagrams represent contribu-
tions to the free energy from the Higgs doublet. We
focus on the high temperature/low mass limit prior to
electroweak symmetry breaking. The contribution to the
amplitude from the second diagram can be written as the
product of the amplitude of two independent one-loop

diagrams,
g/2 1 1
RN ey b T
P (@)

In the 7/m — oo limit we obtain,

T 4

N——— AlS
18 cos? By, (A15)

Fy

Finally, the third diagram has a form very similar to the first
(A11), except that now all the integrals are bosonic,

r 9 (P+R)?
¢ 4 (P2+m2)(R2—|—m2)Q2

P.OR

o 4

~ 48cos’0yy

s'R-P-0)

(A16)

Now, using Eqgs. (A3) and (A6) we put all the pieces
together and see that for 7 > M, the temperature depen-
dent contribution simplifies to,

Tlea? € @

Vi@, T) = | =———+—= |T*?M?cos( = |. (Al7
rle.T) (36c0s49W+6> (f) (A17)
When the temperature falls below 7'~ M, the contribution
given by Eq. (A3) becomes exponentially suppressed while
the correction to the gauge coupling from Eq. (AS)
becomes independent of temperature. Additionally, the
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vectorlike fermion W of our sector no longer contributes to
the Eq. (A13), resulting in 3 _,¢? = 5. Therefore, when the
temperature enters the range Mz Tz 100 GeV, the

potential takes the form
4eM3T? @
+ —e 7 |cos(—].
(27): !

(A18)

6lea’qr
216c0s*0y,

Vi(p.T) = (

After electroweak symmetry breaking, we can neglect the
contribution from the Z boson as it is suppressed almost
immediately. To get the contribution from photons we
multiply the temperature dependent part in Eq. (A6) by
cos* @y, which effectively replaces the hypercharge gauge
coupling ¢ by e

Vg, T) = ea’q3q%(T)T* cos (]gi) (A19)

Here ¢%;(T) is a coefficient that changes with the number
of species that contribute to the temperature dependent
potential. As the universe cools down the number of species
that contribute to the potential drops as heavier fields go out
of the bath. This in turn, increases the relative strength of
Hubble friction. However, this effect is partially compen-
sated for by the rise in the temperature when heavy fields
exit the thermal bath.

Therefore, the thermal potential does not change quali-
tatively until the temperature drops below the mass of the
lightest charged particle, the electron, so that 7 < m,.
However, in order for this effect to play any role in the
evolution of the modulus ¢, the thermal part V (¢, T') has
to be significant at this point in time, which requires

12 Mo- (A20)
where 7, was defined in Eq. (38). On the top of that,
Vi (@, T) has to dominate over V() at T ~ m,. Hence, we
have to satisfy

T,<1MeV and 7= n,. (A21)
If we additionally require that these conditions overlap with
the parameter space not excluded by experiments, we
conclude that for M Z 1 TeV no solutions exist that satisfy
the above criteria simultaneously. It therefore suffices to
consider the high temperature limit of the temperature
dependent potential.

APPENDIX B: FORM OF THE POTENTIAL AT
THE ONSET OF OSCILLATIONS

In Sec. III we argued that in the case when N is even and
we are in the underdamped scenario, > 1, the energy
density is well approximated by Eq. (43). This formula

assumes that field only begins the final stage of oscillations
once the finite temperature contributions to the potential are
small, so that the potential is well approximated by its zero
temperature form. In order to verify that this condition
holds, we will show that for most of the range of parameters
considered in Fig. 4, the height difference between the
central maximum and the closest minimum is already
within 10% of its final value at the time that the oscillations
begin.

Recall that the potential is proportional to the sum of two
cosines

N?m*(T N
V(p,T) ’:175)(%05 <?> + cos (%)

Teo($) o (F)
= cos| — ) +cos|— |,
T, f f

where m?(T) is defined in Eq. (26) and T, is the temper-
ature at which V(¢) and V(¢, T) have quadratic terms of
the same magnitude at ¢ = zf,

4 1/4
T, = <216C°S 9w) BV e s

(B1)

B2
61a? el/4 (B2)

Naively, oscillations will begin at a temperature 7 when
m* = my — m*(T) = 9H? (B3)

This equation defines 77, the effective mass at temperature
T. Equation (B3) may be rewritten as

T4 omy H? 36
e ety BY

At temperature 7, Hubble friction is sufficiently small for
the field ¢ to roll down. However, due to the small gradient
near the top of the potential, the moment it reaches the
bottom of the potential is delayed by approximately [55]

2 1 1
At = —1log— = t,log—, (B5)
3my X X
where x =1 —IZ—?’ is a measure of how close to the

maximum the field is when oscillations about the zero-
temperature minimum begin and ¢, is the time at which
oscillations would start in the overdamped scenario. The
value of x can be obtained from Eq. (41) as

[T

N Ty (T) (56

X =—= —
V3 my

T()

Before moving on, it is important to point out that the
Eq. (BS) provides a good qualitative explanation of the ¢
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evolution, but does not lead to Eq. (43), which is purely
empirical. Now, with Eq. (B5) we see that the time at which
oscillations effectively start is

- 1
lefp = 1+ 1 log;, (B7)

where 7 is a time when T = T. Using the fact that this
transition always occurs during the radiation dominated

epoch, when T « /2, we can write
T? 717 1
— ==+ log— (B8)
Ty 17

Then, with help from Eq. (B2) and Eq. (B4), we can write

Taw 1 AN
et _ (] 1 .
T " 36 +36 36 198

The ratio T%;/T4. determines the shape of the potential in
Eq. (B1) at T = T. Equation (B9) relates this ratio to the
parameter 7. Using these equations we can determine the
ratio of the height difference between the central maximum
and the closest minimum at 7 = T relative to the same
height difference at zero temperature,

(B9)

Ah V(ﬂ'f Teie) = V(af+nf/N.Tes)

h V(zf,0)=V(zf+xnf/N,0)
=1—(1-cos E NzTgff
N) 21%

_ n\ Ny n 1N\
=1 <1 cos )72 (,/1+36+10gx> . (B10)

Since the lowest value of 1og% forboth N =6and N = 10
is log%%S, in order to satisfy Ah/h > 0.9 we need
n <« 70. This condition is easily fulfilled for N =6 as
n < 40. However, for N = 10 it is satisfied only for smaller
values of the mass of the modulus, my < 107"%eV
Nevertheless, as evident from the numerical simulations
presented in Fig. 4, Eq. (54) continues to give a good
approximation to the actual result even when this condition
is not satisfied.

APPENDIX C: PARAMETRIC RESONANCE

One may worry that decays of ¢ into photons may
deplete the abundance of dark matter, particularly if the
decay rate is enhanced by parametric resonance. In this
Appendix we consider this question. We find that in the
region of parameter space of interest, the condition for
parametric resonance is not satisfied. Therefore these
decays are slow on cosmological timescales and the
abundance of dark matter is not affected.

The Lagrangian for the coupling of ¢ to photons can be
written as

F?  where

1
497 () 7 (9)

The resulting equation of motion for the photon is given by

1
:?+_2% (C1)

7 ()0, g2 (p)} F 4+ DAY — #0,A = 0. (C2)

Working in the gauge where Ay, 9,A* = 0 this becomes

e ¢
LAY = — ——8 AY. C3
700 (3)
This leads to the modified dispersion relation,
ee? ¢w
- k? C4
(0 = &%) = T (C4)

Because the plasma mass of the photon is large at the
time of the phase transition, we are interested in parametric
resonance at times when ¢/ f < 1. Perturbatively expand-
ing the time-dependent dispersion relation, we obtain

ee? cj)

k = w — 6k, —.
1272° f

where 6k =

(C5)

When the ¢ condensate decays, the resulting photons have
the frequency @ = m;/2. In phase space, the photons are
emitted into a thin shell centered around m,/2 with width
26k. The occupation number of photons ﬁ’; with momen-

tum k can be related to the number density of photons n, as
~k __ I’l}, C6
" T ankask (C6)

The integrated Boltzmann equation for the production of
photons from the decay of the ¢ condensate in the Bose
enhanced regime (i} > 1) is given by

d 5 " Fl’l(/,
& (a*n,) = 2a°T(1 + 27k)ny ~ 4a’Tiikny, = a® EPTLY
(C7)

where I'" denotes the decay rate of the condensate into
photons at zero background photon density. This decay rate
I' can be estimated as

P (€6

67[2 f2
For all of the benchmark points in Table II, the lifetime is
greater than 107> years. This is much greater than the age of

(C8)
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the universe. Therefore, in the absence of parametric
resonance, decays of ¢ can safely be neglected.

The parametrically resonant decay rate can be easily read
off from Eq. (C7) as

L - [ny _262€m¢¢
S 2nkisk 30 f°

(C9)

where we have used ny, = m¢¢2 and (jﬁ/qﬁ =my. In an
expanding universe the proper momentum is redshifting as
k = keomoving/@- This means that the radius of the thin
momentum shell is shrinking at the rate of kH. Since the
momentum shell has a finite width 26k, it takes time
t, = 26k/(kH) for an emitted photon to redshift outside
the momentum shell. In order to avoid Bose enhancement of
decays in the expanding universe, this timescale t; has to be
parametrically smaller than the decay rate I',, at the time of
decay,

2wk
K 10
kH ST (C10)

At early times prior to photon decoupling, the photon has a
plasma mass which is larger than m . Consequently, decays
of ¢ into photons are kinematically forbidden until after
decoupling. This means that the condition in Eq. (C10) only
has to be satisfied at times after 7 gecoupling ~ 0.3 €V to avoid
parametric resonance. Since decoupling happens during
matter domination, the Hubble expansion at these times
can be related to the field ¢ as

H = \/E/@Mpl) = m¢¢/(3Mpl\/;>’ (C11)

where r is the fraction of dark matter constituted by ¢. Then,
the condition to avoid parametric resonance becomes

2\/re*e* My

3 71.5 fZ

< L (C12)

This condition is easily satisfied because the amplitude of the
field ¢ has already undergone significant damping by the
time of recombination.
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