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A B S T R A C T   

This work investigates the coupling of inherent residual stress (IRS) and machining-induced residual stress 
(MIRS) on the final-state of residual stress (FRS) and distortion when high-speed machining (HSM) high aspect- 
ratio aluminum components. Motivation for this work stems from the simplifications in related numerical in
vestigations that give rise to two limitations: First, the mapping of incompatible, incomplete, and/or spatially 
scarce IRS profiles generates unrealistic distortions and incorrect stress fields during static equilibration. Second, 
the simulation of machining via element deletion, inactive elements approach, or Boolean subtraction (removal) 
of material either ignores thermal and MIRS effects, or implements them based on simplified analytical/empirical 
models. Such practices therefore prevent a thorough understanding of how IRS and MIRS are coupled. 
Accordingly, two wrought aluminum 7050 blocks having different IRS profiles (based on stress relief) are 
considered in this work. An iterative stress reconstruction algorithm is implemented to numerically model a 
spatially-complete and fully-compatible IRS field in each aluminum block using limited data from slitting 
measurements documented in the literature. A 2D orthogonal cutting model is used to validate the material and 
damage models employed, as well as to elucidate the influences of IRS and MIRS on FRS. A 3D end milling model, 
which adopts the validated material and damage definitions, is then applied with different tool paths to reveal 
the coupled effects of IRS and MIRS on the distortion when HSM a C-channel featuring high aspect-ratio walls. 
The results reveal that the interaction between IRS and MIRS is nonlinear in nature, thus contrasting assumptions 
allowing for their superposition, as are widely reported and adopted in the literature. The results also show that 
the nonlinear coupling between IRS and MIRS varies according to both the component and location of stress 
within the machined part. Moreover, the findings reveal that the final part distortion is significantly influenced 
by the nonlinear coupling, as well as the specific machine tool path implemented.   

1. Introduction 

Aluminum alloys are highly sought after in the aerospace and 
automotive industries given their relatively high strength to weight ratio 
and effortless machinability [1]. 7000 series aluminum alloys, manu
factured through rolling and quenching processes, are favored by the 
aerospace industry in particular, due to their high strength, toughness, 
and corrosion resistance [2]. Unfortunately, the rolling and quenching 
processes give rise to residual stress (RS) within the bulk material that 
cannot be relieved via heat treatment without some compromise in the 
desired qualities. Methods like stretch-stress relief, which uniaxially 
stretch the material to plastic strains of 1.5 to 3%, can help reduce the 
magnitude of the RS, although they do not eliminate it entirely [3]. As a 

result of RS within the bulk material, monolithic components made from 
wrought aluminum, and featuring sections having high aspect-ratios, i. 
e., ratio of height to thickness, may be susceptible to undesired distor
tion or "warpage" that arises during high-speed machining (HSM) [4,5]. 
Hence, there exists considerable demand for researching the physics of 
the machining process so as to capture the influence of RS, especially in 
aluminum alloys, in order to mitigate distortion and satisfy tighter tol
erances [6]. 

HSM has been a topic of interest to researchers for over four decades. 
Even before its proliferation in industry, studies on HSM revealed its 
promise in improving tool life and its significant capability for produc
ing high-quality, machined monolithic components [18]. Pre-existing 
RS within the wrought material, prior to machining, known as 
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Table 1 
Summary of the numerical and experimental studies on inherent residual stress and distortion that emerges when machining wrought aluminum.  

Author (Year) Summary of research, key findings, and modeling simplifications relevant to the present work 

Guo et al. (2009) [7] • Numerically investigated machining-induced distortion in high aspect-ratio aerospace components fabricated from Al 7075-T7351.  
• Used a modified layer-removal method to measure IRS in the wrought specimen.  
• The rolling and transverse stress components were averaged at different depths through the thickness of the rolled plate, and subsequently 
introduced into the FE model.  
• Imposed IRS on final undeformed geometry, to observe distortion.  
• 18% difference between the numerically predicted and experimentally measured distortion; Suggested due to the neglection of temperature.  

Chatelain et al. (2011) [8] • Experimentally investigated machining-induced distortion in thin-walled Al 7475-T7351 components.  
• Two Al specimens featuring different stress-relief processes were used as wrought material to obtain variations between their respective IRS 
profiles.  
• IRS and FRS were characterized using neutron diffraction (ND), while distortion was measured using a CMM.  
• IRS in the wrought material was found to influence final part distortion.  

Huang et al. (2013) [9] • Experimentally investigated the influence of machining parameters on MIRS in wrought Al 7050-T7451 specimens.  
• MIRS was measured using X-ray diffraction (XRD) technique. In-depth RS was determined by removing material layer by layer, using 
electropolishing method, accompanied by XRD measurements, up to a depth of 100 μm.   
• Analysis of variance technique was utilized to determine the influence of machining parameters on MIRS.  
• Variations in MIRS resulting from variations in parameters were attributed to the machining forces and thermal effects.  

Richter-Trummer et al. 
(2013) [10] 

• Experimentally and numerically investigated the post-machining distortion generated in an Al 7075-T73 high aspect-ratio component.  

• Distortion in the experiment was measured via CMM.  
• Rolling and transverse components of IRS in the bulk material were measured using layer removal method.  
• Part distortion prediction was obtained by superimposing the IRS profile onto the final geometry.  
• Predicted distortion in the longitudinal direction was significantly higher than the experimental measurement.  

Huang et al. (2015) [11] • Experimentally and numerically investigated the machining-induced distortion in an Al 7050-T7451 monolithic thin-walled component.  
• Milling operation by end milling to include MIRS and chemical milling to avoid MIRS were performed.  
• MIRS measurement was performed using XRD and electro-polishing technology.  
• Part distortion was measured by a 3D CMM.  
• IRS was measured using crack compliance method.  
• Numerical prediction of distortion was obtained by: (1) Superimposing IRS onto the final geometry, and (2) Superimposing IRS onto the final 
geometry and introducing MIRS on near surface elements by linear superposition.  
• A maximum error of 26.2% was observed between the experimental and predicted distortions.  
• About 90% of the total distortion was attributed to IRS and the remaining 10% was attributed to MIRS.  
• Superposition of IRS and MIRS was predicted to aggravate distortion.  

Cerutti and Mocellin (2016)  
[12] 

• Experimentally and numerically investigated the part distortion in an Al 2050-T84 monolithic thin-walled component.  

• Distortion in the part post-machining was determined via a CMM.  
• Layer removal method was used to measure rolling and transverse components of IRS.  
• Boolean deletion technique was used to numerically predict the post-machining distortion due to IRS.  
• Distortion suffered by the part was observed to be larger during the early stages of machining.  
• Results reveal that tool path design needs to account for IRS in the bulk material.  

Becker (2016) [13] • Computationally investigated the post-machining part distortion in an Al 7050-T7451 monolithic thin-walled component.  
• Rolling and transverse components of IRS were measured via slitting method.  
• The measured IRS was mapped onto the final undeformed part geometry to predict distortion generated due to IRS.  
• Distortion predicted reveals that IRS in the bulk material has minimal impact on the final part distortion.  

Ma et al. (2019) [14] • Experimentally and computationally investigated the post-machining part distortion in an Al 7050-T7451 thin-walled component considering the 
influence of IRS and MIRS.  
• Part distortion observed in the experiment was measured using a CMM.  
• Rolling and transverse components of IRS in the bulk material were measured using the slitting method for subsequent modeling.  
• Rough machining operation was modeled using element deletion approach and a simplified analytical model was used to model MIRS during 
machining.  
• Modeling without MIRS features a direct map of IRS onto the wrought block before element deletion sequence.  
• Modeling with MIRS features a technique where elements on the cut surface are assigned MIRS and internal elements are assigned IRS to predict the 
final part distortion.  
• The model with MIRS predicted distortion with an error of 17% whereas the model without MIRS predicted distortion with an error of 37% 
compared to experimentally determined distortion.  
• Results indicate that redistribution of IRS is the underlying cause of distortion in thin-walled components, however, MIRS should not be neglected.  

Barcenas et al. (2020) [15] • Experimentally and numerically investigated the part distortion in an Al 7050-T7451 monolithic thin-walled component.  
• Experimental measurement of distortion was performed using a 3D scanner.  
• Measurement of IRS profile in the rolling and transverse directions were performed by a modified layer removal method.  
• Homogeneous map of IRS on the wrought block was performed to model IRS.  
• Element deletion approach was used to model the machining process.  
• Results show that part positioning inside the wrought block has an influence on the final part distortion.  

Casuso et al. (2020) [16] • Experimentally and numerically investigated post-machining part distortion in an Al 7075-T7651 component.  
• Experimental distortion was measured using a CMM.  
• IRS measurement was performed via a modified hole drilling method at multiple locations on the wrought block.  
• Thermomechanical effects of cutting process were not considered. 

(continued on next page) 
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"inherent residual stress" (IRS) can influence distortion in machined 
parts [19,20]. Stresses that arise during the machining processes, known 
as "machining-induced residual stress" (MIRS), can also influence 
distortion in machined parts. MIRS depends on a combination of 
numerous factors including cutting edge radius, clearance angle, and 
tool wear, among other machining process parameters [21]. Analytical 
models attempting to capture the mechanics of the machining process, 
within the spectrum of simple static to complex dynamic models, were 
developed during the early stages of HSM [22]. Computational models 
to study the stress, distortion, cutting forces, temperature, and chip 
formation in machining were introduced in the early 1970s and have 
been evolving ever since [22]. Computational frameworks to build 
predictive models for machining generally involve either Lagrangian or 
Eulerian formulations. Lagrangian models, where the mesh moves along 
with the material, are advantageous when it comes to modeling solid 
mechanics problems, but they cannot be used in cases of excessi
ve/extreme deformations. Techniques like node splitting and remeshing 
can help overcome this issue, but they increase computational cost [23]. 
In Eulerian models, on the other hand, the material is tracked within a 
fixed reference mesh, enabling continuous flow of material around the 
tool without necessitating node splitting or remeshing. The Eulerian 
method is computationally more efficient than the Lagrangian method 
but is not suited for intermittent machining or discontinuous chip for
mation [23]. Experiments investigating the influence of machining 
process parameters on the distribution of RS and distortion in high 
aspect-ratio components provide a means to benchmark predictions 
from numerical approaches [24,25]. A summary of relevant numerical 
and experimental studies into IRS and distortion that emerge when 
machining wrought aluminum is provided in Table 1. 

From Table 1, two limitations arise due to simplifications made in the 
numerical models:  

(1) The inherent residual stress within the wrought specimens to be 
machined was not comprehensively spatially mapped and, addi
tionally, certain components of IRS were omitted (or assumed to 
be zero). Thus, a balanced and compatible state of stress was not 
implemented as an initial condition in the simulations. During the 
simulation, equilibration via strain-displacement generates un
realistic distortions and incorrect stress and strain fields. Regions 
within the wrought material where strain measurements were not 
performed would either have zero stress or the same stress as the 
measured regions depending on the stress mapping technique [7, 
10–17]. Note, to the authors knowledge, there are no in
vestigations to date that map a full, spatially encompassing, 

balanced and compatible IRS field in the wrought aluminum 
specimen prior to simulating HSM.  

(2) Even if a full spatial map of the IRS were included, simulating 
machining via element deletion, inactive elements approach, or 
Boolean subtraction (removal) of material either completely ig
nores thermal and MIRS effects, or implements them based on 
simplified analytical or empirical models [7,10,12–17]. This in
hibits achieving a thorough understanding of how IRS and MIRS 
are coupled. 

These shortcomings provide motivation for the three hypotheses 
tested in this work:  

(1) It is hypothesized that final-state of residual stress (FRS) in 
machined aluminum components is influenced by IRS, but the 
degree of influence of IRS on the corresponding FRS varies based 
on both the magnitude and distribution of the IRS profile.  

(2) It is hypothesized that there exists a coupling effect between IRS 
and MIRS that influences final part distortion in high aspect-ratio 
components machined from wrought aluminum.  

(3) It is hypothesized that tool path influences this coupling between 
IRS and MIRS such that any potential reduction in distortion 
achievable through choice of tool path is greater than that 
achievable via reduction in IRS magnitude. 

This work aims to investigate the nature of interaction between IRS 
and MIRS, that must be accounted for during mathematical optimization 
of process parameters including tool path strategy. Accordingly, two 
wrought Al 7050 blocks (or specimens) featuring different IRS profiles 
are modeled herein and subsequently machined into a high aspect-ratio 
C-channel to test the aforementioned hypotheses. Section 2 of this paper 
describes how two IRS profiles measured using the slitting method are 
reconstructed in an FE model of the wrought aluminum blocks. 
Following this, Section 3 describes the material constitutive (flow stress) 
and damage models implemented. In addition, Section 3 also discusses a 
2D orthogonal cutting model used to validate the Al 7050 material and 
damage models, as well as a 3D end-milling model wherein the C- 
channel is machined using two different tool paths from the wrought 
aluminum blocks featuring the different IRS profiles. A comparison of 
the FRS, resulting from two IRS profiles is presented in Section 4. 
Furthermore, the distortion in the high aspect-ratio C-channel is also 
presented and examined in Section 4 to elucidate whether or not a 
coupling does indeed exist between IRS and MIRS. Finally, a summary of 
the key findings from investigating potential coupled effect of IRS and 

Table 1 (continued ) 

Author (Year) Summary of research, key findings, and modeling simplifications relevant to the present work  

• An order of magnitude difference in the measured and predicted distortions was observed.  
• Inaccuracy was speculated to be due to misrepresentation of IRS.  

Fan et al. (2020) [17] • Investigated the post-machining part distortion in Al 6061-T651 monolithic components based on energy principle.  
• The influence of clamping, cutting loads, and MIRS were ignored.  
• IRS measured via crack compliance technique.  
• Experimental and numerical prediction of distortion were performed.  
• Distortion in the experiment was measured using a CMM.  
• Element deletion technique was utilized for numerical prediction.  
• A maximum error of 26.5% was observed between the distortion predicted via energy principle and experiment.  
• Increase in fluctuation of IRS within the bulk material resulted in greater distortion.  
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MIRS on FRS and distortion in high aspect-ratio aluminum components 
is presented in Section 5. 

2. Reconstruction of the inherent residual stress field for a 
wrought aluminum block 

In this work, the IRS in two different grades of a wrought aluminum 
block, determined by Prime and Hill [3], is reconstructed in a 3D 
Lagrangian finite element (FE) model to examine the influence IRS has 
on the FRS, i.e., post-machining RS. It should be noted that the 
demonstrated modeling approach is extensible to other geometries and 
materials as well. 

2.1. Overview of residual stress measurements obtained via slitting 
method 

Prime and Hill [3] used the slitting method, depicted in Fig. 1 (Left), 
to measure and analyze the IRS in blocks of aluminum alloys 7050-T74 
(without stretch stress relief) and 7050-T7451 (with stretch stress re
lief). The slitting method uses wire electrical discharge machining (wire 
EDM) to introduce a planar slit in a metallic block containing IRS via 
incremental cuts through the depth in a particular direction. As the in
cremental cuts are made, IRS is released on the slit face and the resulting 
deformation is measured as a function of the incremental slit depth by a 
strain gage adhesively mounted near the entry point of the wire into the 
block (front gage), as well as another strain gage mounted on the 
opposite face of the block (back gage). RS components existing normal 
to the slit plane, prior to the wire EDM cuts, can subsequently be 
computed from the measured strains [26]. Note, the slitting method 
assumes that each stress component measured at every incremental cut 
is averaged along the length of the slit at that depth. Prime and Hills 
measurements revealed a difference in the IRS magnitude and distri
bution through the depth (mutually perpendicular to the rolling and 
transverse directions) of the wrought aluminum blocks, when 
comparing the two grades, as presented in Fig. 1 (Center and Right). The 
limited data on stress components, i.e., only the rolling and transverse 
direction components, necessitates stress reconstruction, discussed next, 
to obtain a fully compatible state of stress over the entire block prior to 

executing the high-speed machining (HSM) models. 

2.2. Iterative stress reconstruction algorithm 

A challenge with numerical modeling of IRS is that the experimental 
measurement data is typically incomplete, either in terms of stress 
components or limited/scarce measurement locations across an entire 
wrought specimen. Destructive testing techniques such as slitting, or 
contour methods can be used to measure RS over larger regions but are 
limited to one or two components of stress per test [26]. Once a spec
imen is tested, it is permanently altered from its original form and 
further measurements cannot be used without making suitable as
sumptions. Non-destructive testing techniques such as X-ray and 
neutron diffraction can measure all the components of stress but are 
limited to small regions in the order of 10 to 103μm [27]. Numerical 
solutions such as inverse eigenstrain method [28–30], Airy stress func
tion approach [31–35], and the iterative stress reconstruction algorithm 
(ISRA) [36–38] have been sought to overcome the challenge of recon
structing a fully compatible stress field from limited experiment data. 
While the inverse eigenstrain and Airy stress function approaches would 
benefit from a priori knowledge of the eigenstrain distribution within 
the rolled aluminum blocks, these approaches would also require 
implementing a great number of basis functions considering the large 
dimensions (100 mm × 100 mm × 75 mm) of the wrought aluminum 
blocks used in the demonstrated investigation [39]. ISRA works well 
even in the absence of full spatial coverage of experimental measure
ments, and/or limited stress component data [40]. Hence, ISRA, as 
illustrated by Fig. 2, is implemented herein to reconstruct the IRS prior 
to executing the 3D HSM models. 

Once the location and magnitude of IRS components has been 
determined experimentally, a Lagrangian, static-equilibration, linear- 
displacement based FE model is built to replicate the volume of the 
aluminum blocks. The initial IRS is set to zero, ubiquitously (σ0

ij = 0). 
Elements, Em, are identified in locations of the FE model representative 
of positions within the aluminum block where slitting measurements 
were made and are overwritten with the experimentally determined IRS 
components, σm

ij = 0. The first equilibration iteration (k = 1) of ISRA is 

Fig. 1. (Left) Photograph of the slitting method. (Center and Right) Inherent residual stress (IRS) profiles adapted from slitting measurements by [3] for wrought Al 
7050-T74 (without stretch stress relief) and Al 7050-T7451 (with stretch stress relief) blocks, respectively. Note, the IRS magnitude range and spatial distribution 
differs considerably comparing both grades of aluminum as a result of stretch stress relief. 
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then executed to satisfy stress equilibrium conditions given by Eqs. (1) 
and (3): 

∇⋅σ = 0 (1)  

σ⋅n = 0, on surface Γ (2)  

σ = σ⊺ (3)  

where, σ is the symmetric Cauchy stress tensor which can be expressed 
as seen in Eq. (4), in terms of the material stiffness tensor, C, the elastic 

strain tensor, ε, and n is the unit outward normal vector to the surface, Γ, 
that bounds the volume of the aluminum block. 

σ = C : ε (4) 

Once equilibrium is achieved, the stresses, σk
ij, at measurement lo

cations, Em, are subject to two convergence criteria: (1) The first crite
rion verifies if the stress components have converged, i.e., it checks if the 
absolute difference between σk

ij and σm
ij at Em is less than a predefined 

convergence limit. In this work, the stress convergence limit is set to 100 

Fig. 2. Overview of the iterative stress reconstruction algorithm (ISRA).  
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kPa which is less than 25% of the average experimental measurement 
error. (2) A threshold stress criterion serves the purpose of continuing 
the ISRA search process only when the change in stress between itera
tions is of sufficient magnitude (to prevent an infinite loop when 
convergence is not obtained). The threshold stress limit is set to 10 kPa 
herein (one order of magnitude less than the stress convergence limit). 
The iterative process is implemented using a Python script and the final 
reconstructed, σk

ij, represents a compatible, spatially distributed stress 
field. 

For computational efficacy, the aluminum block is discretized using 
linear hexahedral elements with a uniform mesh size of ∼2 mm. For 
ISRA, only the Youngs modulus, 71.016 GPa, and Poissons ratio, 0.33, at 
room temperature are implemented in the material definition [41]. The 
algorithm has active translational and rotational degrees of freedom, 
and solutions to Eqs. (1),(2),(3),(4) are computed with the implicit 
solver of Abaqus v6.14. ISRA is implemented for both grades of wrought 
aluminum tested by Prime and Hill [3], i.e., T74 (without stretch stress 
relief) and T7451 (with stretch stress relief). The corresponding recon
structed stress fields are compared with the experimentally determined 
stress components along the rolling and transverse directions, as a 
function of depth (Z), as shown in Fig. 3. The faint lines illustrate the 
variation of the rolling and transverse stress components, over k itera
tions, as they approach convergence. Note, the reconstructed field also 
includes the remaining components of the symmetric stress tensor, albeit 
the challenge of non-uniqueness of the compatible reconstructed σk

ij can 
arise when implementing ISRA due to limited experimental measure
ment data; In locations where measurements were not made, a 
compatible stress field is still obtained, however, it may not necessarily 
reflect the actual stress field in that location of the block. The use of 
limited data from Prime and Hill [3] is still justified considering that the 

primary goal is to study the influence of the IRS on HSM, rather than 
rigorous prediction of the IRS within the aluminum block. The recon
structed IRS is implemented as an initial state in the HSM model, 
described next. 

3. High-speed machining models 

To simulate the RS and distortion that result from the machining 
process and investigate the influence of IRS, 2D and 3D cases of 
machining performed on the aluminum blocks are modeled. The 2D 
orthogonal cutting model, presented later in Section 3.2, features a 
highly refined mesh and helps validate the material model and damage 
criteria. The material and damage definitions are implemented in the 3D 
end-milling model presented later in Section 3.3. The mesh described in 
Section 2 is adopted for the 3D cases, however, the elements used in both 
the 2D and 3D models now feature temperature and displacement de
grees of freedom. Material removal is implemented via element deletion 
featuring an energy-based exponential damage evolution. Thermo
physical material properties for aluminum 7050 are applied in 
conjunction with a Johnson-Cook (J-C) flow stress definition [42] as 
well as ductile and shear damage models, described next. 

3.1. Material model and damage criteria 

Thermophysical material properties such as density, Young’s 
modulus, Poisson’s ratio, thermal conductivity, thermal expansion co
efficient, and specific heat are referenced from [2,41,43]. The temper
ature and strain-rate sensitive flow stress, σf , is governed by the J-C 
plasticity model, given by Eqs. (5) and (6), which has been found to be 
well suited for high strain-rate applications like HSM [6,40]. 

Fig. 3. Comparison of the reconstructed stress fields in the rolling (Y) and transverse (X) directions as a function of depth through the aluminum block, with those 
determined by Prime and Hill [3] via slitting method. The comparison is made along a path formed at the intersection of the central X and Y planes. The faint lines 
illustrate the variation of the rolling and transverse stress components, over the iterations, as they approach convergence. (Inset) 3D perspective of the reconstructed 
rolling and transverse stress components. (For interpretation of the reference to color in this figure, the reader is referred to the online version of this article.) 
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σf =
[
A + B

(
εpl)n]

⎡

⎣1 + Cln

⎛

⎝ε̇pl

ε̇0

⎞

⎠

⎤

⎦[1 − (T*)
m

] (5)  

T* =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 T < T0
(

T − T0

Tm − T0

)

T0 ≤ T ≤ Tm

1 T > Tm

(6) 

In Eqs. (5) and (6), A is the yield stress of the bulk material at room 
temperature, B is the strain hardening modulus, C is the strain-rate 
hardening coefficient, εpl is the plastic strain, ε̇pl is the plastic strain 
rate, ε̇0 is the reference strain rate, n is the work-hardening exponent, m 
is the thermal softening exponent, and T* is the homologous tempera
ture term, normalized between the ambient temperature, T0, and the 
melting temperature of the material, Tm. The J-C constitutive model 
parameters for machining Al 7050, determined by Fu et al.[44] via split 
Hopkinson pressure bar (SHPB) experiments, are listed in Table 2. 

During the milling process, both tensile tear/ductile type fracture 
and shear type fracture can occur in the vicinity of cut, as described by 
Liu et al. [45]. To replicate these phenomena in the machining simula
tion, both ductile and shear fracture mechanisms are implemented. 
Conventionally, ductile damage models would consider the dependence 
of equivalent plastic strain at damage initiation, γD, on stress triaxiality, 
η, and plastic strain rate, ε̇pl, however, studies by Bai and Wierzbicki 
[46], Lou et al. [47], and Cao et al. [48] have revealed that fracture 
mechanics can also be influenced by the normalized third invariant of 
deviatoric stress, χ, which depends on the Lode angle, ϕ. Accordingly, 
Eqs. (7),(8),(9),(10),(11) present the phenomenological Lode angle 
dependent ductile damage model that predicts the onset of damage due 
to void nucleation, void growth and coalescence of porosities: 

ωD =

∫
dεpl

γD(η, χ(ϕ), ε̇pl
)

= 1 (7)  

where, ωD is the ductile criterion state variable that increases mono
tonically with plastic deformation. Changes in the ductile criterion state 
variable, ΔωD, calculated over successive time increments during the 
simulation are described by Eq. (8). 

ΔωD =
Δεpl

γD(η, χ(ϕ), ε̇pl
)

≥ 0 (8) 

The stress triaxiality, η, is expressed as the ratio of the hydrostatic 
stress, p, to the equivalent von Mises stress, q, as given by Eq. (9). 

η =
−p
q

(9) 

The normalized third invariant of deviatoric stress, χ, can be 
expressed as a function of the Lode angle, ϕ, as shown in Eq. (10). 

χ = cos(3ϕ) =

(
r
q

)3

(10)  

where, r is the third invariant (or determinant) of deviatoric stress 
tensor, σs, defined by Eq. (11). 

r =

(
9
2

σs⋅σs : σs

)1
3

(11) 

The ductile damage criterion presented in Eq. (7) captures the in
fluence of plastic strain-rate, however, it does not have any temperature 
specific term to capture the effect of thermal softening in the material. 
Thus, an additional J-C ductile damage criterion, given by Eq. (12), is 
introduced in the model to capture damage that results from both strain- 
rate and thermal softening in the material. 

γD =
[
d1 + d2ed3η]

[

1 + d4ln
(

ε̇pl

ε̇0

)]

[1 + d5T*] (12) 

In Eq. (12), d1 is the initial fracture strain, d2 to d5 represent the 
exponential, triaxial, strain-rate, and temperature parameters, respec
tively. The J-C damage parameters used in this study are listed in 
Table 3. Note, in lieu of J-C damage parameters for Al 7050, damage 
parameters for Al 7068 have been implemented. This is justified 
considering that the purpose of this work is to study the influence of IRS 
on HSM, rather than conducting a rigorous prediction of the damage 
evolution itself. 

The shear damage criterion implemented in this work, described by 
Eqs. (13),(14),(15), is a phenomenological model that predicts the onset 
of damage due to shear band localization. It assumes that the equivalent 
plastic strain at damage initiation, γS, is a function of shear stress ratio, 
τS, and plastic strain-rate, ε̇pl. A monotonic increase in the shear crite
rion state variable, ΔωS, occurs with the onset of plastic deformation 
proportional to the incremental change in γS until Eq. (13) is satisfied. 

ωS =

∫
dεpl

γS(τS, ε̇pl
)

= 1 (13) 

With successive time increments during the simulation, Eq. (14) 
computes the change in the shear criterion state variable, ΔωS. 

ΔωS =
Δεpl

γS(τS, ε̇pl
)

≥ 0 (14) 

The shear stress ratio is described by Eq. (15), where kS is a material 
parameter with a typical value of 0.3 for aluminum [50] and τmax is the 
shear yield strength defined as 0.577A as per distortion-energy theory. 

τS =
(q + kSp)

τmax
(15) 

The ductile damage and shear damage loci are referenced from Cao 
et al. [51]. Once damage is initiated, the damage evolution model, given 
by Eq. (16), empirically describes the rate at which the material stiffness 
degrades. 

σ = (1 − D)σ* (16) 

In Eq. (16), σ is the stress tensor computed at any instant during the 
simulation, while σ* represents the undamaged stress tensor. The overall 
damage variable, D, is defined by Eq. (17). 

D = max(di) (17) 

As per Eq. (17), D is determined by the greatest scalar normalized 
damage variable, di, from the set of active damage mechanisms in the 

Table 3 
Johnson-Cook damage model parameters used in the high-speed machining 
model [49].  

d1  d2  d3  d4  d5  

0.1009 0.1214 -0.915 -0.16789 0.877675  

Table 2 
Johnson-Cook plasticity model parameters for Al 7050 
[44].  

J-C Parameters Value 

A  463.4 MPa 
B  319.5 MPa 
n  0.32 
C  0.027 
ε̇0  1 s−1  

T0  25∘C  

Tm  610∘C  
m  0.99  
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model at any given time increment. Considering reduced integration 
used in both the 2D and 3D models, every element has a single inte
gration point located at its centroid. When the value of D becomes 1 at 
any integration point, the material loses its load-bearing capacity, and 
the element is deleted from the mesh. 

After damage initiation, an energy-based exponential evolution law, 
described by Eq. (18), ensures that energy dissipation during damage 
evolution is equal to the fracture energy per unit area. It defines the 
relationship between the normalized damage variable, d, fracture en
ergy per unit area, Gf , material yield strength, A, and effective plastic 
distortion at the point of failure, Upl. 

d = 1 − exp

(

−

∫ Upl
f

0

A
Gf

dUpl

)

(18) 

Since the 3D machined part is a high aspect-ratio structure, Rayleigh 
damping is implemented to dissipate any excess energy that can cause 
undesired and/or unrealistic vibrations in the material [52]. As 
described in Eq. (19), for the jth mode of vibration, the critical damping 
fraction, ξj, can be expressed in terms of mass proportional damping, αR, 
stiffness proportional damping, βR, and the corresponding natural fre
quency of the material, ωj. Details regarding the damping constants 
implemented herein for aluminum are referenced from [53]. 

ξj =
αR

2ωj
+

βRωj

2
(19)  

3.2. Two-dimensional orthogonal cutting model 

To validate the aforementioned material and damage definitions, a 
2D orthogonal cutting model that assumes plain-strain is built. As 
illustrated in Fig. 4, a planar 150 μm × 100 μm section of the Al 7050 
workpiece is discretized using a uniform, 1 μm, linear triangular element 
mesh. Translation and rotary motion of two orthogonal edges of the 

workpiece are constrained, as seen in Fig. 4. Since any possible effects of 
tool deformation and thermal conduction into the tool are deemed 
negligible, considering computational efficacy, a non-deformable tool is 
modeled and represented as an analytical rigid body. The tool has a rake 
angle of 0◦ , a relief angle of 10◦ , and a tip radius of 4 μm. The tool is 
assigned a feed velocity (Vt) of 4000 m min−1 as per [54] and is posi
tioned to give a cut depth (Y direction) of 28 μm. 

Since the HSM simulation couples thermal and mechanical solutions, 
heat is generated due to the combined effects of plastic work and friction 
at the tool-workpiece interface. The heat flux per unit volume, qp, 
associated to plastic strain heat dissipation, is expressed by Eq. (20), 
where Ψ (98%) is the plastic heat dissipation fraction [55]. 

qp = Ψσ : ε̇pl (20) 

Heat flux generated via Coulomb friction, qf , described in Eq. (21), is 
the product of the friction heat generation fraction, ψ (95%) [56], in
cremental slip rate, ṡ, and frictional stress, σfric, that is a function of the 
contact pressure, coefficient of friction (0.33) [57,58], and 
tool-workpiece interface temperature. 

qf = ψṡσfric (21) 

Heat loss is modeled via conduction and convection, while the effect 
of heat radiation, being comparatively negligible, has been omitted. 

In addition to validating the material and damage definitions, a set of 
case studies for the 2D orthogonal cutting model, summarized in 
Table 4, are investigated to elucidate the effect of IRS on the resulting 
stress in HSM. 

Two IRS profiles are modeled in Cases 2D-1 and 2D-2, respectively, 
based on work by Zhang et al. [59] wherein a methodology to model RS 
in stretch-stress relieved wrought aluminum blocks was described. The 
IRS profiles implemented in the two cases, although similar in range of 
magnitude (-30 to 30 MPa), vary in spatial distribution. Results from the 
2D case studies are presented and discussed later in Section 4.1. 

While the 2D model is utilized to investigate the effect of IRS on RS 
profiles that emerge from HSM, a 3D model, discussed next, is employed 
to investigate the effect IRS has on the distortions that arise by end- 
milling high aspect-ratio structures from the wrought aluminum block. 

3.3. Three-dimensional end-milling model 

A 3D end-milling model is used to examine the effect IRS has on the 
distortion that arises in high aspect-ratio monolithic structures. For this 
study, as illustrated in Fig. 5, a C-channel is machined from two wrought 
Al 7050 blocks that have different IRS profiles. As mentioned earlier, the 
dimensions of the aluminum blocks are 100 mm × 100 mm × 75 mm, 
and they are discretized using linear hexahedral elements having an 
approximate edge length of 2 mm. Translational motion on the bottom 
face of the workpiece is constrained, as seen in Fig. 5, while no other 
boundaries are constrained. This is done to omit additional stresses that 
may be induced in the workpiece during clamping. A non-deformable 
square-end mill tool has been modeled as a discrete rigid body, 
featuring 3 mm linear triangular shell elements, to reduce computa
tional time. The tool features 3 flutes (z = 3), a 30◦ helix angle, and a 30 
mm diameter. 

For each pass of the tool, an axial cut depth (Z direction) of 34.5 mm 
is considered. The machining parameters include a feed per tooth, Fn, of 
0.343 mm/tooth (1.14% of the tool diameter) and a spindle speed, N, of 
35,000 RPM. Accordingly, the linear feed velocity, Vf , and angular ve
locity, ωt, of the tool is given by Eqs. (22) and (23). 

Vf =
FnzN

60
≈ 0.6 m s−1 (22)  

ωt =
2πN
60

≈ 3665 rad s−1 (23) 

Fig. 4. Illustration of the 2D plain-strain orthogonal cutting model.  

Table 4 
Summary of the 2D orthogonal cutting case studies demonstrated in this work.  

Case study IRS present IRS profile 

2D-Ref. No N/A 
2D-1 Yes Profile 1 
2D-2 Yes Profile 2  
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Note that the machining process parameters in this study may not 
exactly represent those in the corresponding practical machining oper
ation due to machining power and/or stability limitations. Specifically, 
a relatively large axial depth of cut is employed in the 3D model to 
facilitate computational feasibility. Nonetheless, modeling of such 
machining parameters still satisfies the purpose of the investigation, 
which is to elucidate the effects of IRS within the wrought Al 7050 block 
on the distortion that arises when end-milling high aspect-ratio mono
lithic structures, like the C-channel for example. Accordingly, a set of 
case studies, summarized in Table 5, are investigated. For each tool path, 
shown in Fig. 6, three cases are simulated based on differing IRS profiles: 

Fig. 5. Illustration of the 3D end-milling model.  

Fig. 6. End-milling tool paths considered in the 3D HSM model (ref. Table 5). Net volume of material removed, represented by the dotted line, is the same for both 
tool paths. 

Table 5 
Summary of the 3D end-milling case studies demonstrated in this work.  

Case 
study 

Tool path IRS pattern (ref. Fig. 3) IRS magnitude range 

3D-1 Tool path 1 (TP1) No IRS N/A 
3D-2 TP1 T74 High, -200 to 200 MPa 
3D-3 TP1 T7451 Low, -20 to 20 MPa 
3D-4 Tool path 2 (TP2) No IRS N/A 
3D-5 TP2 T74 High, -200 to 200 MPa 
3D-6 TP2 T7451 Low, -20 to 20 MPa  
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(1) Cases 3D-1 and 3D-4 are modeled without IRS and are considered to 
be reference cases. (2) Cases 3D-2 and 3D-5 are modeled with relatively 
high IRS magnitudes (-200 to 200 MPa) and a spatial distribution as per 
Prime and Hills measurements [3] on the T74 specimen (ref. Fig. 3). (3) 
Cases 3D-3 and 3D-6 are modeled with relatively low IRS magnitudes 
(-20 to 20 MPa) and a spatial distribution as per Prime and Hills mea
surements on the T7451 specimen which was stretch stress relieved 
(ref. Fig. 3). The corresponding converged (and compatible) IRS from 
ISRA are implemented as initial conditions in the 3D end milling 
simulation, per Eq. (24). 

σ(X, 0) = σk
ij(X) (24) 

Dynamic thermomechanical solutions to the 2D orthogonal cutting 
simulations, as well as the 3D end-milling simulations, are computed 
using the explicit solver of Abaqus v6.14. Results for both the 2D and 3D 
cases are presented and discussed next. 

4. Results and discussion 

The effects of IRS on residual stress profiles that emerge from HSM 
are discussed in Section 4.1, following a comparison of the predicted 
temperature, shear banding, and chip morphology with experimental 
observations documented in the literature to validate the material and 
damage models implemented. The influence IRS has on distortion that 
arises when machining high aspect-ratio components is discussed in 
Section 4.2. 

4.1. Two-dimensional orthogonal cutting 

The demonstrated modeling approach applied in the 3D HSM cases 
(ref. Table 5) is first validated by comparing 2D micro-scale orthogonal 
cutting simulations with findings and observations reported in the 
literature. For Case 2D-Ref. in Table 4, featuring no IRS in the bulk 
material, the resulting instantaneous spatial distribution of temperature, 
depicted in Fig. 7 (Left), is seen to closely resemble predictions docu
mented in earlier work by Jomaa et al. [60], Wang and Liu [54], and 
Mabrouki et al. [61]. In HSM of aluminum alloys, much of the heat 
generated due to frictional and plastic work along the cut surface is lost 
via heat conduction through the chips, limiting the maximum predicted 
temperature at the cut surface to 150◦ C. The elevated temperatures are 
confined to within tens of micrometers beneath the cut surface. Adia
batic shear banding, illustrated in Fig. 7 (Top right) is revealed by 

re-mapping the spatially distributed equivalent plastic strain, γeq, onto 
the undeformed specimen. Similar findings have been experimentally 
observed by Dao et al. [62] as well as numerically predicted by Owen 
et al. [63] and Thomas et al. [64]. The predicted shear plane angle (φτ=

44◦) is similar to the range (35◦< φτ< 42◦) analytically determined by 
Fang et al. [65] for the same cutting speed. These shear bands within the 
material removed, are also identified through the von Mises stress, σvM, 
distribution illustrated in Fig. 7 (Bottom right). As mentioned earlier, 
once an element is damaged (D = 1), the load-bearing capacity is lost, as 
reflected by zero σvM in the figure. 

The distribution of machining-induced residual stress (MIRS) along 
the feed (X), normal (Y), and transverse (Z) directions is depicted in 
Fig. 8. A quantitative analysis of the averaged MIRS as a function of 
depth from the cut surface is performed within the "region of interest" 
encompassed by the dashed rectangle. Referring to Fig. 9, the MIRS 
averaged along the feed direction, at different depths beneath the cut 
surface, shows good agreement with neutron diffraction measurements 
documented by Li and Wang [66] whose work featured similar cutting 
parameters. At distances ranging from 10 to 60 μm, the MIRS predicted 
from the demonstrated model falls within experimental error limits, in 
the feed (X) and transverse (Z) directions. Variations between the pre
dicted and experimental MIRS as a function of depth from the cut surface 
arise considering that the specimen used by Li and Wang had an inherent 
residual stress (IRS) field, whereas the predicted MIRS from Case 
2D-Ref. in Table 4, is modeled without any IRS. The simulated chips 
shown in the inset image in Fig. 9 geometrically resemble those exper
imentally observed by Wang and Liu [54] whose work featured the same 
cutting parameters. Hence, the material model implemented herein can 
predict chip formation and chip morphology with reasonable accuracy. 

Fig. 10 (Top and Bottom), respectively, show (Left to Right) feed (X), 
normal (Y) and transverse (Z) components for two different IRS profiles 
(blue dash-dot line) modeled in the specimen. The differing IRS profiles 
are implemented in Cases 2D-1 and 2D-2, introduced earlier in Table 4. 
The figures also show the predicted final-state residual stress, FRS (red 
line), in the bulk material at the end of the machining process, and the 
machining-induced residual stress, MIRS (black line), obtained by 
neglecting the IRS during the machining simulation. For both cases, the 
cutting process parameters remain the same as those depicted earlier in 
Fig. 4. Note, the FRS and MIRS are averaged along the feed (X) direction, 
within the region of interest (ref. Fig. 8) and expressed as a function of 
distance from the cut surface. In addition, for both cases, the normalized 
root mean square deviation (NRMSD) for the FRS and the IRS has been 

Fig. 7. (Left) Instantaneous spatial distribution of temperature for Case 2D-Ref. Adiabatic shear banding revealed via: (Top right) equivalent plastic strain (re-mapped 
onto undeformed model), and (Bottom right) von Mises stress (re-mapped onto undeformed model). (For interpretation of the reference to color in this figure, the 
reader is referred to the online version of this article.) 
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computed for the individual components. The NRMSDFRS computes the 
root mean square difference (RMSD) between the FRS and MIRS through 
the depth of the material and normalizes it over the range of the MIRS. 
The NRMSDIRS computes the RMSD between the IRS and a null stress 
state through the depth of the material (post-machining) and normalizes 
it over the range of the MIRS. 

The trends observed in Fig. 10 are as follows:  

• The distribution and magnitude of FRS for individual component, i. 
e., feed (X), normal (Y), and transverse (Z), do not coincide. While 
the trends seen herein, between Cases 2D-1 and 2D-2 for the feed and 
transverse components appear somewhat similar, the same is not 
true for the normal (Y) component. Comparing the NRMSDFRS for 
the individual components, between Cases 2D-1 and 2D-2, it is 
quantitatively evident that the feed (X) and transverse (Z) compo
nents are susceptible to the influence of IRS, with values less than 
8%. Comparatively, the normal (Y) component appears to show 
significant NRMSDFRS, i.e., 23.76% (Case 2D-1) and 51.41% (Case 

2D-2). This reveals that IRS indeed influences the state of stress in the 
bulk material post-machining and hence should not be overlooked 
when building numerical models for HSM. Furthermore, the degree 
of influence of IRS components on corresponding components of FRS 
is found to vary significantly, indicating that a priori knowledge of 
IRS magnitude and distribution can be useful in determining the 
choice of tool path.  

• The NRMSDFRS for individual stress components is greater than the 
corresponding NRMSDIRS. Interestingly, the NRMSDFRS is found to 
be appoximately 3.5 times greater than the corresponding 
NRMSDIRS, for the normal (Y) component in both cases. Given that 
similar scaling factors cannot be determined for the remaining two 
components suggests that the inclusion of IRS in the model can have 
an anisotropic effect on the magnitude of FRS post-machining.  

• The FRS in the feed (X) direction (σX), at depths of 1 to 9 μm from the 
cut surface, appears to have more tension (Case 2D-1) as well as less 
tension (Case 2D-2) than the corresponding MIRS. The only differing 
feature in the IRS is the tensile/compressive trend at depths of 20 to 
40 μm. Additionally, The FRS in the feed direction (σX), at depths of 
10 to 30 μm from the cut surface, appears to have less compression 
than the MIRS. The only common feature in the IRS distribution is 
the tensile state within the material removed. Furthermore, the FRS 
in the normal (Y) direction (σY), at depths of up to 2 μm from the cut 
surface, is predicted to vary considerably between the two cases. The 
only difference in the IRS distribution observed for the same 
component, near the cut surface, is within the section of material 
removed. Hence, the state of IRS in the material removed is found to 
have some influence on the resulting FRS distribution and magnitude 
in the bulk material.  

• Contrary to the trends observed between the MIRS and FRS for the 
feed (X) and normal (Y) components, the trends observed for the 
transverse (Z) components reveal that the FRS is an approximate 
superposition of the IRS and MIRS, i.e., IRS + MIRS ≈ FRS. It should 
be noted, however, that the 2D orthogonal cutting model assumes 
plain-strain conditions in the transverse direction, and hence the 
principle of superposition may not necessarily be applicable in a 3D 
model. 

The foregoing discussion supports the first hypothesis of this work 
such that the FRS in the machined aluminum components is indeed 
influenced by IRS, and the degree of influence of IRS on the corre
sponding FRS does indeed vary based on the IRS profile (i.e., magnitude 
and distribution). 

While the 2D orthogonal cutting simulation offers important insights 
on how the FRS is influenced by the IRS while revealing good agreement 
with experimental observations documented in the literature, a full- 
scale 3D HSM model would necessitate reducing the mesh density to 
ensure computational feasibility. This limits the accuracy of predicting 
details such as temperature distribution and RS that are best captured 
using more a refined mesh. Nevertheless, validity of the numerical 

Fig. 8. (Left to Right) Machining-induced residual stress (MIRS) along the feed (X), normal (Y), and transverse (Z) directions, respectively. The dashed rectangle 
represents the region of interest for which a quantitative comparison with Li and Wangs experimental observations [66] is presented in Fig. 9. Note, the tool shown in 
figure is only representative of the final position of the tool before it was moved away from the workpiece. (For interpretation of the reference to color in this figure, 
the reader is referred to the online version of this article.) 

Fig. 9. Comparison of the predicted machining-induced residual stress, in the 
feed (X) and transverse (Z) directions, with neutron diffraction measurements 
by [66]. (Inset) Comparison of chip morphology simulated in this work with 
those experimentally imaged by [54] whose work featured the same cutting 
parameters. (For interpretation of the reference to color in this figure, the 
reader is referred to the online version of this article.) 
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approach is still retained given that the demonstrated material and 
damage model remains unchanged for the 3D end-milling model, 
wherein distortion is investigated when machining a C-channel from a 
wrought aluminum block, as discussed next. 

4.2. Distortion arising from 3D end-milling of a C-channel 

The distortion in the X direction (ΔX) that results from the end- 
milling simulation, for each of the 6 case studies described earlier in 
Table 5, is depicted in Fig. 11. The top row features milling induced 
distortion when implementing tool path 1 (TP1) for different cases of 
IRS, i.e., no IRS, high IRS (T74 specimen), and low IRS (T7451 spec
imen). The bottom row features the same when implementing tool path 
2 (TP2). The net volume and location of material removed is the same 
with both tool paths and the undeformed (desired) C-channel geometry 
is represented by the dotted lines. For brevity, only the distortion in the 
X direction (ΔX) is discussed herein considering that distortions pre
dicted in the Y and Z directions are less prominent. The averaged wall 
thickness ratio (WTR), defined herein as the ratio of the averaged wall 
thickness at the top of the flange to that at the bottom, reveals that 
change in the IRS profile does not result in significant WTR variation (<
0.5%). Whereas, with respect to tool path, for the left-sidewall a WTR 
variation of about negative 4% is predicted from TP1 to TP2, while for 
the right-sidewall a WTR variation of about positive 19% from TP1 to 
TP2 is predicted. This indicates that, for the cases examined, tool path 
strategy plays a larger role in wall thickness uniformity compared to the 
IRS. Since the thin walls being machined have an aspect-ratio (height :
thickness) of 17.25:1, the top (or free) edges are susceptible to 

considerable amounts of distortion. For Cases 3D-1 and 3D-4 in Table 5, 
featuring no IRS, the distortions averaged along the Y direction, ΔX, at 
the top outer edges of the machined specimen are also determined, as 
seen in Fig. 11. The ΔX calculated for the other cases at the same lo
cations are relatively similar in magnitude. 

Comparing ΔX for all 6 cases the following observations are made:  

• The qualitative trends in ΔX, as well as quantitative trends when 
comparing ΔX clearly differ based on the choice of tool path; For 
TP1, a relatively symmetric ΔX distribution about the plane X = 50 
mm is revealed, however, the same is not true for TP2. Quantita
tively, for TP2, the absolute distortion at the top edge of the right- 
sidewall is approximately 2.5 times greater than that on the left- 
sidewall.  

• The amount of deflection (or distortion) predicted during a milling 
pass depends on the net volume and location of the bulk material that 
has already been removed. In addition, during the machining oper
ation, if certain segments of geometry are created that have high 
aspect-ratios, there will likely be more distortion in such segments, as 
the machining operation progresses; Half-way into the machining 
operation for TP1, considering the 34.5 mm axial depth of cut (Z 
direction), the left- and right-sidewall segments have an aspect-ratio 
of 8.625:1, whereas, Half-way into the machining operation for TP2, 
the right-sidewall segment has an aspect-ratio of 17.25:1, while the 
left-sidewall has an aspect-ratio of 8.625:1. Hence, TP1 results in a 
more symmetric ΔX distribution compared to TP2. 

For each tool path, comparing the different cases of IRS, i.e., no IRS, 

Fig. 10. Inherent residual stress (IRS), machining-induced residual stress (MIRS), and the final-state residual stress (FRS), as a function of distance from the cut 
surface, in (Left to Right) the feed (X), normal (Y) and transverse (Z) directions, respectively, for Cases 2D-1 (Top) and 2D-2 (Bottom). Note, the range of stress for the 
normal component is significantly lower than that of the feed and transverse components. NRMSDMIRS represents the root mean square deviation between FRS and 
MIRS, normalized by the range of MIRS. NRMSDIRS represents the root mean square deviation between IRS and null stress state, normalized by the range of MIRS. 
(For interpretation of the reference to color in this figure, the reader is referred to the online version of this article.) 
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high IRS (T74 specimen), and low IRS (T7451 specimen), no apparent 
difference in ΔX is revealed. Thus, the effect of IRS on distortion is not 
directly discernible from Fig. 11 and the relative difference in distortion, 
as depicted in Fig. 12, needs to be assessed to elucidate the relationship 
between IRS and the distortion that results from HSM. 

According to [11,14], the final-state distortion can be predicted via a 
linear superposition function of the IRS-induced distortion and 
MIRS-induced distortion. Hence, if the distortion from Case 3D-1 is 
subtracted from that of Cases 3D-2 and 3D-3, the relative distortion 
resulting from each of the two IRS profiles would be obtained for TP1, as 
seen in Fig. 12 (Top left) and (Top right), respectively. Similarly, if the 
distortion from Case 3D-4 is subtracted from that of Cases 3D-5 and 
3D-6, the relative distortion resulting from each of the two IRS profiles 
would be obtained for TP2, as seen in Fig. 12 (Bottom left) and (Bottom 
right), respectively. Having removed the effect of machining, and 
isolating the influence of IRS, the relative distortions pictured in Fig. 12 
(Top left) and (Bottom left), featuring IRS determined from the T74 
specimen, or Fig. 12 (Top right) and (Bottom right), featuring IRS deter
mined from the T7451 specimen, should coincide, however, that is not 
observed. 

Two plausible explanations for this are: (1) IRS induced distortion is 
influenced by the choice of tool path [12], and (2) for a given tool path, 
machining-induced distortion varies with different IRS profiles. 

In regard to the IRS-induced distortion, since IRS is always in the 
elastic regime, distortions caused by material removal would inevitably 
resolve to elastic stress distributions. Thus, for the same net volume and 
location of material removed, any tool path will result in the same IRS- 
induced distortion, neglecting all clamping and machining-induced ef
fects. Whilst this cannot be tested experimentally, it can be studied via 
numerical approaches like element deletion [15,17]. This contradicts 

the findings of [12], who determined that IRS-induced distortion is 
influenced by the choice of tool path. 

Since the relative distortions for a given IRS profile, as seen in 
Fig. 12, do not coincide, the machining-induced distortion captured in 
each of the different case studies, depicted in Fig. 11, is found to differ. 
Contrary to assumptions made by [11,14] the final distortion is a 
non-linear function of IRS and MIRS, rather than a linear superposition 
of the two. The demonstrated work and findings presented illuminates 
the fact that a coupling does indeed exists between IRS and MIRS. 
Hence, the second hypothesis in this work is supported. 

The relative distortion in the X direction (or relative ΔX) for the four 
cases depicted in Fig. 12, are plotted as a function of the height (Z di
rection), in different regions of the C-channel, as illustrated in Fig. 13. 
Note, for each of the lines plotted, the effects of machining-induced 
distortion (independent of IRS) have been excluded, isolating the in
fluence of IRS on the (relative) distortion. A secondary horizontal axis 
normalizes the relative ΔX as a fraction of the wall height (75 mm), to 
help identify the ratio of relative ΔX at the free end (or top edges) of the 
thin wall. 

Comparing the relative ΔX in the six regions, the following obser
vations can be made:  

• Despite symmetry in the transverse IRS distribution (ref. Fig. 13 Inset 
bottom right) about the plane Y = 50 mm, the relative ΔX predicted 
along the red strips at the edges, i.e., max- and min-Y, on both the 
left- and right-sidewalls, reveals asymmetric distortion patterns 
about the same plane of symmetry. Similarly, despite symmetry in 
the rolling IRS distribution about the plane X = 50 mm, the relative 
ΔX predicted along the red strips on both the left- and right- 
sidewalls, reveals asymmetric distortion patterns about the same 

Fig. 11. Distortion in the X direction (ΔX) for the 6 case studies described earlier in Table 5. The dotted lines represent the undeformed (or desired) final geometry. 
(ΔX) denotes the distortions averaged along the Y direction at the top outer edges of the flanges of the machined specimen. (For interpretation of the reference to 
color in this figure, the reader is referred to the online version of this article.) 
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plane of symmetry. This is true for each of the four cases depicted in 
Fig. 13, illuminating the fact IRS cannot be solely responsible for the 
final distortion and that there must indeed exist a coupled effect 
between IRS and MIRS. Hence, the second hypothesis in this work is 
supported.  

• The magnitude of relative ΔX predicted by the end-milling process is 
affected by the net volume and location of the bulk material that has 
already been removed. Considerable differences in the ΔX predicted 
for right- and left-sidewalls are evident from the predictions obtained 
when using tool path 2. Comparing the normalized distortions on the 
right-sidewall (ref. Fig. 13 Top) with that of the left-sidewall 
(ref. Fig. 13 Bottom) the dashed lines representing tool path 2 
reveal relatively greater distortions on the right-sidewall, regardless 
of the underlying IRS profile implemented. These findings reveal that 
while the choice of tool path strongly influences the IRS-induced 

distortion, the underlying IRS profile also affects the degree by 
which the tool paths influence the IRS-induced distortion.  

• The difference in relative ΔX when comparing Cases 3D-5 with 3D-6 
and 3D-5 with 3D-2 (ref. Fig. 13) illuminates the influence of tool 
path on the coupling of MIRS and IRS. The reduction in relative ΔX 
from Case 3D-5 (High IRS, TP2) to Case 3D-2 (High IRS, TP1) is 
greater than the reduction in relative ΔX from Case 3D-5 (High IRS, 
TP2) to Case 3D-6 (Low IRS, TP2) in nearly all regions on the part. 
This result shows that distortion reduction achievable through 
choice of tool path is more significant than that achievable via IRS 
reduction (an order of magnitude reduction in this study). Hence, the 
third hypothesis in this work is supported. 

While the 2D model (featuring a 1 μm mesh) presented in Section 
does capture variations in MIRS to within 10 to 100 μm from the cut 
surface, the 3D model includes but aggregates these highly localized 

Fig. 12. (Top) Relative distortion in the X direction for Cases 3D-2 and 3D-3, obtained by subtracting the distortion for Case 3D-1 from each of them. (Bottom) 
Relative distortion in the X direction for Cases 3D-5 and 3D-6, obtained by subtracting the distortion for Case 3D-4 from each of them. A visual scale of 50× is used to 
emphasize the relative distortions. The dotted lines represent the undeformed (or desired) final geometry. (For interpretation of the reference to color in this figure, 
the reader is referred to the online version of this article.) 
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effects of the tool-workpiece interaction (both mechanical and thermal) 
over the volume of the element. While the 3D model can be executed 
with a mesh much finer than 2 mm, considering computational feasi
bility, the 2 mm mesh is still found to be sufficient to reveal important 
and novel findings on the coupled effects discussed in this section. With 
the 2 mm mesh, the HSM simulations require ∼2 weeks run time (24 
core Xeon E5-2670 v3, 2.3GHz, with 132 GB RAM), and this time will 
increase exponentially as the mesh is refined. Although the results ob
tained are specific to the IRS profiles, machining parameters, and final 
part geometry implemented in this work, and cannot be directly 
extrapolated to other conditions, the results demonstrate that there is 
indeed a nonlinear coupling interaction between IRS and MIRS. 

5. Conclusions 

This work investigates the coupled effects of inherent residual stress 
(IRS) and machining-induced residual stress (MIRS) on the final-state of 
residual stress (FRS) and distortion when high-speed machining (HSM) 
thin-walled monolithic aluminum components. Wrought Al 7050 blocks 
with two differing IRS profiles (based on stress relief) have been 
considered herein. To numerically model a spatially-complete and fully- 
compatible IRS field in the wrought aluminum blocks based on limited 
data from slitting measurements documented in the literature, an iter
ative stress reconstruction algorithm is implemented. A 2D orthogonal 
cutting model has been used to validate the material constitutive and 
damage models employed, and to elucidate the influences of IRS and 
MIRS on FRS. A 3D end milling model, which adopts the validated 
material and damage definitions, is applied with different tool paths to 

investigate the coupled effects of IRS and MIRS on the distortion when 
HSM a C-channel featuring high aspect-ratio walls. Several key findings 
are revealed from the study. 

First, IRS influences the post-machining state of stress in the bulk 
material and hence should not be overlooked when building numerical 
models for HSM. Furthermore, the degree of influence of IRS compo
nents on the corresponding components of FRS is found to vary signif
icantly. In addition, IRS in the bulk material has an anisotropic effect on 
the FRS and the state of IRS in the material removed is also found to 
influence the FRS profile. Therefore, a priori knowledge of the IRS 
profile can be useful in determining tool path strategy. 

It is also found that the deflection (or distortion) predicted during a 
milling pass depends on the net volume and location of the bulk material 
that has already been removed; high aspect-ratio segments created 
earlier in the machining process are predicted to suffer greater distortion 
than those created later. Additionally, the final distortion is a nonlinear 
function of IRS and MIRS rather than a linear superposition of the two, 
indicating that a nonlinear coupling does indeed exist between IRS and 
MIRS. Moreover, due to this nonlinear coupling, the degree by which the 
tool path influences the IRS-induced distortion is affected by the un
derlying IRS profile. As a result, in this study, distortion reduction 
achievable through choice of tool path is more significant than that 
achievable via IRS reduction (by an order of magnitude). The nonlinear 
coupling between IRS and MIRS elucidated in this work reaffirms the 
need to mathematically optimize machining tool paths to achieve 
desired outcomes regarding final part geometry and state of stress. 

Fig. 13. Relative distortion considering the high inherent residual stress (IRS) patterns (from T74 specimen) and low IRS pattern (from T7451 specimen) machined 
using both tool paths, plotted as a function of wall height, in different regions of the (Inset) C-channel, represented by the orange regions. The normalized axis (upper 
X-axis) represents the relative distortions normalized by the wall height (75 mm). (Inset bottom left) An example of the measured IRS profile in the rolling (Y) and 
transverse (X) directions as per [3] that has been reconstructed in the wrought aluminum block. (For interpretation of the reference to color in this figure, the reader 
is referred to the online version of this article.) 
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