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Embedded Radar Sensing in Communication
Waveforms: Algorithms and Trade-off

Husheng Li

Abstract—Joint communication and sensing (JCS) is a promis-
ing technology that shares the same waveform for both the
functions of communications and sensing, in order to improve
the efficiencies of frequency spectrum and power. In this
paper, the approach of reusing communication waveforms for
sensing is studied. From the viewpoint of frequency domain, the
communication signals provide bandwidth for radar ranging;
from the viewpoint of time domain, the random information
symbols in the communication signal offer timing information
via the autocorrelation function. Both cases of single-carrier and
multi-carrier communication signals are studied for embedding
the sensing function. The trade-off between communication and
sensing performances is studied.

I. INTRODUCTION

Spectrum is a major fundamental resource for wireless
technologies such as communications, radar, Internet of
Things (IoT), radio astronomy, et al. Nowadays, wireless
systems are facing the challenge of scarce spectrum resources.
For example, substantial sub-6GHz bandwidth has been used
by various applications, thus forcing the next generation
(NextG) of wireless communications to exploit higher fre-
quency band such as millimeter wave (mmWave), despite
plenty of difficulties. Coexistence and resource sharing of
different systems are efficient solutions to the challenge of
spectrum scarcity.

In this paper, we will focus on the coexistence of commu-
nications and radar systems, and, in particular, go beyond the
exclusive but dynamic frequency spectrum sharing, by sharing
the same waveforms between data transmission and radar
sensing. This is achieved by using the same radio frequency
(RF) frontend and sending out a common waveform carrying
both communication data packet (in the forward EM wave)
and environmental information (in the reflected EM wave),
thus unifying the two different systems into a common radio
frequency (RF) platform called joint communications and
sensing (JCS). This mechanism is illustrated in Fig. 1.

The waveform of JCS can be designed in three ways:
radar waveform based, communication waveform based and
dedicated waveform design. In this paper, we discuss the
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Fig. 1: Illustration of shared waveform in JCS

communication waveform based JCS. Compared with the
dedicated waveform design, which needs numerical optimiza-
tions and extra hardware design, the communication wave-
form based JCS leverages existing designs and is thus easier
for implementations; meanwhile, a significant shortage of the
radar waveform based JCS is the low communication data
rate (e.g., the data rate of information embedded in modulated
frequency modulation continuous waveform (FMCW) radar is
only in the order of 100kbps, as concluded by our experiment
[22]). Therefore, the communication waveform based JCS is a
good trade-off between feasibility and performance. We will
consider both the single-carrier and multicarrier cases. The
key challenge is how to realize the radar sensing function. In
this paper, we will propose algorithms for radar sensing based
on correlation analysis, which is computation-oriented, and
time synchronization, which can be implemented in hardware
and has been mature in existing communication systems
[20]. Moreover, the trade-off between communications and
radar sensing will also be analyzed, namely how the given
frequency bandwidth serves both functions. Numerical results
will show that the same bandwidth is well shared by both

communications and radar sensing, which implies that the

conflict between communications and radar be marginal.

The remainder of this paper is organized as follows. The
studies related to this paper are introduced in Section II.
The signal model of JCS is explained in Section III. The
performances of JCS with single and multiple carriers are
discussed in Sections IV and V, respectively, based on which
the trade-off between communications and sensing is ana-
lyzed in Section VI. Then, the numerical results are provided
in Section VI. Finally the conclusions are drawn in Section
VIII.
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II. RELATED WORK

In the mmWave band, the communication signal can be
used for localization based on different signal features [2].
In [3], the possibility of embedding sensing signals (e.g., as
a preamble of OFDM symbol) to communications has been
analyzed. In [4], the 60GHz radio signal is used for target
tracking with high precision, which is similar to a bi-static
radio system. The angle of arrival (AOA) of mmWave signals
is studied in [5], [6], which can be used for the locationing of
targets. Besides in communication systems, generic mmWave
signal is also used in biometric sensing such as gesture [7],
speech [8], RFID [9] and electronics devices [10]. Beyond the
mmWave signal, other communication signal bands have been
exploited for sensing. The Wi-Fi band has been intensively
used for sensing various targets. Numerous sensing schemes
leveraging Wi-Fi band signals have been proposed [11], [12].
Essentially, the sensing scheme using mmWave or Wi-Fi
signals is similar to passive bistatic radars, in which the
radar leverages other radiation sources (e.g., the mmWave
communication signal) for almost free illuminations on the
target and the corresponding sensing. The passive radio may
also utilize the spontaneous radiation of the target itself [17],
[18]. However, in these studies focusing on the algorithm
designs, the performance trade-off between communications

and radar sensing is not analyzed for deepening the under-

standing of the JCS technology, thus leaving a pressing need

for characterizing the conflict and balance between the two

functions. Meanwhile, none of the existing approaches have
leveraged the existing time synchronization algorithms for
radar sensing, as proposed in this paper.

III. SIGNAL MODEL

In this section, we introduce the model of communication
waveforms, including both the single carrier and multiple
carrier cases, for embedding the sensing function.

A. Single Carrier Waveform

We consider the following waveform with a single carrier,
which consists of consecutive N information symbols:

s(t) =
NX

n=1

Xn(t� nT ) exp (j2⇡fct) , (1)

where Xn is the n-th information symbol, T is the symbol
period, fc is the carrier frequency and the phase is omitted
for notational simplicity. We assume that the information
symbols are mutually independent. The bandwidth of the
communication signal is approximately 1

T . For simplicity, we
assume that Tfc is an integer, namely each symbol period
covers an integer number of carrier periods.

B. Multicarrier Waveform

We consider M subcarriers and N consecutive symbols for
the case of multicarrier. The transmitted signal is given by

s(t) =
NX

n=1

MX

m=1

X
m
n (t� nT ) exp (j2⇡(fc + (m� 1)�f )t) , (2)

where �f is the frequency gap between two successive
subcarriers. The bandwidth approximately equals M�f +

1
T .

X
m
n are assumed to be i.i.d. for different m and n.

C. Pulse Shape

In typical communication systems, a pulse shape is used
to modulate the sinusoidal waveform for limited bandwidth
and the removal of inter-symbol interference. Therefore, the
baseband information symbol is given by Xn(t) = xng(t),
where xn is a complex number representing the information
and g(t) is the pulse shape. In this paper, we will consider
the rectangular and raised cosine pulse shapes, respectively.

D. Received Signal

When the signal is reflected by a stationary target, the
signal received by the radar receiver is given by r(t) =
s(t � ⌧) + w(t), where ⌧ is the round trip time and equals
2d
c , where d is the distance and c is the light speed, and w is

the thermal noise. Note that the loss of signal power due to
the propagation and reflection is taken into the noise power
normalized by the signal-to-noise ratio (SNR).

IV. SINGLE CARRIER SENSING

In this section, we analyze the performance of typical
sensing tasks, based on the single-carrier communication
waveforms. Essentially, the bandwidth for sensing provided
by the communication signal is achieved by the pseudo
randomness of information symbol. Here the pseudo random-
ness is because the JCS receiver knows all the transmitted
information symbols, thus being essentially deterministic.

A. Detection and Ranging: Autocorrelation Approach

If we can obtain the timing of the received signal and thus
the time delay ⌧ , we can estimate the distance d. Therefore,
we can calculate the correlation between the transmitted
signal, with a certain delay, and the received signal. The peak
of the correlation determines the time offset between the two
sequences. Meanwhile, a significant peak also indicates the
existence of reflected signal and thus a significant target.
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1) Decision Rules: After down-conversion from the carrier
frequency, the received baseband signal is sampled with
sampling period Ts. For simplicity, we assume that T is a
multiple of Ts, namely T = KTs. Then, it is correlated with
the samples of transmitted signal having different delays:

R(n) =
1

KN � n

KNX

k=n

s((k � n)Ts)r(kTs). (3)

The detection of target is formulated as the following
hypothesis problem:

decision =

⇢
H1, maxn |R(n)| � �

H0, maxn |R(n)| < �
, (4)

where � is a preset threshold, and H0 and H1 mean the
absence and existence of a target, respectively.

The estimation on the round trip time is then given by

⌧̂ = Ts argmax
n

|R(n)|. (5)

2) Gaussian Approximation: When n = ⌧ , we have

R(⌧) =

⇢
1 +Rw(⌧), if H1

Rw(⌧), if H0
, (6)

where Rw(n) = 1
N

PN�n
k=1 X

⇤
kW (k + n). We denote by

�
2
w the variance of each Rw(n). When n 6= ⌧ , we can

approximate R(n) by Gaussian distribution due to the central
limit theorem:

R(n) ⇠
⇢

N (0, 1
N + �

2
w), if H1

N (0,�2
w), if H0

. (7)

Moreover, we assume that the maximization operation in
both (4) and (5) are confined to s < N1 ⌧ N values with
time offset around ⌧ , due to prior information on the distance
(e.g., the target cannot be 300km away). Therefore, we can
consider the N1 autocorrelation values as independent Gaus-
sian random variables, by ignoring their weak correlations.

3) Performance Analysis: For the performance of target
detection, the missed detection probability is given by

pmd = P (max
s

|R(s)| < �|H1)

⇡ P (|R(⌧)| < �|H1)

= �

✓
� � 1
�
2
2

◆
� �

✓
1� �

�
2
2

◆
, (8)

where � is the cumulative distribution function (cdf) of
standard normal distribution (the corresponding probability
density function (pdf) is denoted by �), and the false alarm
rate is given by

pfa = P (max
s

|R(s)| > �|H0)

= N12
N1

Z 1

�

�

✓
x

�2
w

◆✓
�

✓
x

�2
w

◆
� 1

2

◆N1�1

dx. (9)

For the estimation of ⌧ , the mean square error (MSE) is
given by

MSE =
T

2

12
P (⌧̂ = ⌧) +

(N1T )
2

12
P (⌧̂ 6= ⌧)

=
(N1 � 1)T 22N1�1

12

Z 1

0

Z x

0

�

✓
x� 1
�2
w

◆
�

✓
y

�2
w

◆

⇥
✓
�

✓
y

�2
w

◆
� 1

2

◆N1�1

dxdy

+
(N1 � 1)3T 22N1�1

12

Z 1

0

Z 1

x

�

✓
x� 1
�2
w

◆
�

✓
y

�2
w

◆

⇥
✓
�

✓
y

�2
w

◆
� 1

2

◆N1�1

dxdy, (10)

where the second term dominates the MSE.

B. Detection and Ranging: Time Synchronization

The above autocorrelation-based approach is essentially
time synchronization using the known data as pseudorandom
sequence. The major challenge is the computational cost
and delay, since the autocorrelation function needs to be
computed from sufficiently many information symbols. An
alternative approach is to leverage existing algorithms of time
synchronization in communication systems. In this paper, we
consider the celebrated Early-Late Gate Timing algorithm
[20]. Other time synchronization algorithms such as the
Gardner’s algorithm [19] can also be applied.

The Early-Late Gate Timing algorithm [20] is briefed as
follows. First we assume that a coarse timing information has
been obtained, namely the synchronization has been fixed to
the scale of one information symbol. This can be achieved by
coarse sampling and correlation analysis. Suppose that, in the
n-th information symbol, three samples are made at time ⌧n�
�, ⌧n and ⌧n + �, respectively, where ⌧n is the center sample
time and is adjustable in different information symbols while
� is fixed. The timing discriminating function m(n, ⌧n) is
computed by m(n, ⌧n) = xnX

⇤
n(⌧n + �) � xnX

⇤
n(⌧n � �).

Then, the sampling time ⌧n is changed by

⌧n+1 = ⌧n + �m(n, ⌧n), (11)

where � is the step size. The convergence implies the time
synchronization.

V. MULTICARRIER SENSING

In this section, we focus on the multicarrier case, which
leverages the fine timing structure of wideband signals.

A. Ranging Algorithm

For the ranging task, we use the analysis in the frequency
domain. For Gaussian noise, the n-th received symbol mod-
ulated on the m-th subcarrier is given by the maximum
likelihood estimation:

X̃
m
n = X

m
n e

�j2⇡(m�1)�f⌧ +W
m
n , (12)
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where X
m
n is the transmitted baseband symbol, W is the

white Gaussian noise and the extra phase 2⇡(m � 1)�f⌧

is due to the round trip time ⌧ . Note that the noise power
has been normalized for the proper SNR. Collecting the
observations on all the M carriers and N symbol periods,
the maximum likelihood (ML) estimation of the round trip
time is given by

⌧ = min
t

MX

m=1

NX

n=1

���X̃m
n �X

m
n e

�j(m�1)�f t
���
2
. (13)

Note that X̃m
n is obtained from the measurements, and X

m
n

is known in advance. The only unknown is the time delay ⌧ .
Taking the derivative of the targetive function in (13) to be

zero, we have
MX

m=1

NX

n=1

I[⇥mn(t)] = 0 (14)

where I[⇥mn(t)] = d
dt

���X̃m
n �X

m
n e

�j(m�1)�f t
���
2
, and

⇥mn(t) is given by

⇥mn(t) = �2(m� 1)�f X̃
m⇤
n X

m
n e

�j(m�1)�f t

= �2(m� 1)�f1
T (A�X� X̃)1, (15)

where Amn = e
�j(m�1)�f t, X = (Xmn)mn, X̃ =

(X̃mn)mn and � is the Hadamard product.
For minimizing the targetive function in (13), we can carry

out the gradient descent iterations, namely

t
k+1 = t

k � �t

MX

m=1

NX

n=1

I[⇥mn(t
k)]. (16)

The corresponding physical meaning in the iteration in (16)
is intuitive, which is similar to that of phase lock loop (PLL).

However, the gradient descent approach in (16) faces the
challenge of local minimum. The target function in (13) is
shown in Fig. 2 for the case of 160MHz bandwidth. We
observe that, if the initial distance error is beyond a few
meters, the gradient search will stop at a local minimum.
The local minima will be significant if the total bandwidth
is large. The major reason is that, when m�f is large, the
phase �f (t � t0) will be more than 2⇡, thus reversing the
leading and lagging roles of X and X̃ and directing t to an
opposite direction.

To handle the challenge of local minima, a simpler line
search for the optimum in (13) can be adopted, since t is
1-dimensional, and the range of distance (thus the searching
range of t) can be determined in advance.

VI. PERFORMANCE TRADE-OFF

In this section, we analyze the performance trade-off
between communications and radar sensing. For simplicity,
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Fig. 2: The target function in (13) when M = 512 and �f =
312.5kHz, in the noise-free case

we consider the single-carrier case and assume the pulse
amplitude modulation (PAM) with S levels. Note that QAM
is simply the combination of PAMs over the in-phase and
quadrature branches.

The performance metric for ranging in (10) is difficult to
analyze, since it concerns the detailed algorithms. Therefore,
we have the following Cramer-Rao bound:

Proposition 1. For the single-carrier JCS with S-PAM and

transmit powers {Ps}s=1,...,S , the Cramer-Rao bound satis-

fies

C-R bound /
SX

s=1

1

Ps
� S

PS
s=1 Ps

, (17)

where the inequality is based on the harmonic-arithmetic

mean inequality, and the equality holds for equal Ps’s.

The proposition implies that, for radar ranging, it be
desirable to arrange identical power to different symbols.
However, communications need to set statistically different
powers for different symbols (otherwise, no information can
be conveyed). From the viewpoint of information theory,
the (real) signal amplitude distribution should be Gaussian
distributed, in order to maximize the channel capacity. There-
fore, communications and radar conflict in the power of
different symbols. One possible solution is to use phase
shift keying (PSK), which has a constant symbol power;
however, it has less spectral efficiency compared with QAM
for communications.

Letting S ! 1 and the probability density function (PDF)
of signal amplitude is denoted by pt. Then, we quantize the
trade-off between communications and radar sensing in the
following two regrets:

• Communication regret (i.e., the channel capacity loss):

regretc = log(P + �
2
n)� h(Y ) = D(f ||g) (18)
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TABLE I: Configuration of single carrier JCS
distance 100m symbol duration T 0.1us
Pulse � 0.2 modulation 16QAM
Sampling rate 100Msps SNR -20dB

-22 -21 -20 -19 -18 -17 -16 -15

SNR (dB)

10-2
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100
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104
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S

E

N=40
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N=80

Fig. 3: MSE of ranging using correlation analysis (single
carrier)

where Y is the received signal, X satisfies the distribu-
tion pt, h is the differential entropy, f (depending on pt)
and g are the distribution of Y and Gaussian distribution,
respectively, both having variance P + �

2
n, and D is the

Kullback-Leibler distance.
• Radar regret (i.e., the gap of the Cramer-Rao bound):

regretr =
1

P
�
Z 1

�1

pt(x)

x2
dx, (19)

where satisfies P =
R1
�1 pt(x)x2

dx.
Therefore, the trade-off of communications and sensing in
JCS is characterized by the gap to Gaussian distribution and
the gap of harmonic mean and arithmetic mean.

VII. NUMERICAL SIMULATIONS

In this section, we provide the numerical simulation results.

A. Single Carrier

We first consider the case of single carrier. The setups for
the system are given in Table I, unless mentioned otherwise.

1) Sensing Performance: We first show the performance of
sensing, while the communication data rate is 40Mbps in the
standard setup. Fig. 3 shows the MSE of ranging, using the
autocorrelation analysis with respective to different numbers
of information symbols and different SNRs. We observe that
the standard deviation of ranging error drops below 1m when
the SNR is above -20dB. Moreover, when N is increased, the
more precise estimation of autocorrelation function yields a
better performance of ranging.

Fig. 4 shows the performance of the early-late gate time
synchronization based ranging with respective to different
raised cosine pulse shapes (namely different �’s) and different
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Fig. 4: MSE of ranging using early-late time synchronization
(single carrier)
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Fig. 5: Trade-off between communications and radar (single
carrier)

SNRs. We observe that the standard deviation is below 1
meters only when the SNR is more than 5dB, which is
much higher than that of the autocorrelation analysis. We
further observe that the different values of � in the raised
cosine pulse shape do not impact the performance. A further
observation is that the performance of the early-late gate
algorithm drops radically when SNR decrease, which implies
that this algorithm be suitable for high-SNR scenarios.

2) Communication-Sensing trade-off: The trade-off be-
tween communications and radar ranging, in the single carrier
case, is shown in Fig. 5. In the simulation, we assume the
power spectral density of noise to be -174dBm/Hz and the
transmit power is 20mW. We assume a path loss factor of
3.5 and a distance of 100m. We consider the trade-off due
to the reflection, where the portion of reflected power ranges
between 0.1 and 0.9 (thus the performance of communica-
tions decreases while that of radar is improved). In Fig. 5,
we observe a clear trade-off between communications and
ranging. In particular, we observe that the trade-off curve
mainly consists of two straight lines, while the transience
is very short. The rapid change of the trade-off curve is
due to the waterfall phenomenon of the ranging performance,
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Fig. 6: Performance of multicarrier ranging

namely the performance of ranging quickly deteriorates when
the noise power is above a threshold. Therefore, unless being
in the short transience period, the performance of ranging is
almost constant (either good or very bad), almost regardless
of the communication performance.

B. Multiple Carriers

Now, we study the case of multiple carriers. The ranging
performance of multiple carriers, based on the line searching
and gradient descent approaches, is shown in Fig. 6. Note that
we add a 0.01m floor for the ranging error. The algorithms
are tested for the cases of 64 and 256 carriers, each of which
occupies a 312.5kHz bandwidth (by following the parameters
of IEEE 802.11g). We observe that the performance of the line
search achieves a much better performance, where the ranging
error decreases with the SNR. In a contrast, the gradient
descent approach incurs substantial error due to the local
minimum problem. Although stochastic gradient approach
can help to alleviate the local minimum problem, it is a
better choice to use the simple and efficient line searching
approach. An interesting observation is that the performance
of the gradient descent is improved when the received signal
is more noisy. A possible explanation is that the random
noise helps to leave the local minima, similarly to the random
perturbation in stochastic gradient algorithms.

VIII. CONCLUSIONS

In this paper, we have studied the JCS using traditional
communication waveforms. We have studied both cases of
single carrier and multiple carriers. For the single carrier case,
we have considered the autocorrelation and time synchro-
nization approaches for identifying the timing information;
for the case of multiple carriers, we have used the ML
estimation of timing with either gradient search or line search.
The trade-off of communications and sensing in JCS is
characterized by the regrets of both functions with respect

to the optimal performances. Finally, numerical simulations
have been carried out the validate the proposed algorithms
and analyses.
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