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a b s t r a c t

The capability of an Eulerian two-phase model, SedFoam, in simulating the onset of scour underneath a
pipeline and the backfill process is investigated. When a pipeline is slightly buried in the sediment bed,
the scour onset can be caused by the piping process, which is due to seepage flow moving underneath
the pipeline driven by the upstream–downstream pressure difference. To directly resolve piping as part
of the scour simulation has been a challenge in the single-phase models. Alternatively, the two-phase
models may be capable of simulating piping and backfill as it can resolve the interactions between the
flow, structure, sediment transport, and seepage flow using a single set of governing equations and
closures. To prove this point, SedFoam is validated by two laboratory experiments for the onset of scour
underneath a pipeline. For piping driven by a prescribed upstream–downstream pressure difference,
the model captures the temporal evolution of the pore-pressure gradient and the resulting fine-scale
bathymetric change around the pipe consistent with the measured data. The model further provides
insight into the seepage flow and the creeping movement of sediments during the onset of scour. When
simulating piping driven by a unidirectional current, SedFoam successfully predicts piping driven by
the upstream–downstream pressure gradient due to the incoming flow deceleration by the presence
of pipeline and flow separation. As a proof-of-concept application, SedFoam is applied to simulate
pipeline scour driven by an oscillatory flow. Although the boundary layer streaming effect is neglected,
the model result shows realistic scour onset and the development of a scour hole. To demonstrate
the model’s capability to simulate the backfill process, the pipeline is then lowered artificially into
the scour hole as an idealized treatment of the complex pipeline sinking process during scour. The
resulting burial depth due to backfill is similar to that predicted by the empirical formula.

© 2021 ElsevierMasson SAS. All rights reserved.
1. Introduction

Scour and burial of offshore and coastal structures, such as
ipelines and foundations, and smaller objects, such as sea mines
ue to sediment transport driven by waves and currents can
ause many maintenance and mitigation problems. Since the past
ecade, a great amount of research has been devoted to studying
cour burial processes through laboratory experiments [1–6] and
mpirical parameterizations have been developed [7,8]. A recent
ork by Mattioli et al. [5] provide a comprehensive evaluation
f several existing empirical formulas for scour around a surface-
ouching cylinder with their physical experiments. While some of
he observed burial events may be caused by large-scale migra-
ion of sandbars, sandwaves and smaller bedforms [9,10], many
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997-7546/© 2021 Elsevier Masson SAS. All rights reserved.
pipeline failures and burial of objects are caused by the local
scour/burial processes.

Sumer and Fredsøe [11] provided a comprehensive literature
review, including field surveys, on how pipeline scour can cause
the sinking and its eventual burial. In general, the scour under
a submarine pipeline is classified into three stages, the onset,
the tunneling and the lee-wake erosion. The tunneling stage
describes the rapid breaching and erosion processes between
the pipeline and sediment bed after the scour onset. The lee-
wake erosion signifies the subsequent erosion downstream of the
scour hole dominated by vortex shedding in the wake of the
pipeline [12]. As the presence of the pipeline itself can cause
disturbance of the bottom boundary layer and local enhancement
of bottom shear stress, scour holes underneath the pipelines can
be initiated by the so-called piping mechanism [12,13]. Sumer
et al. [1] reported a series of laboratory experiments investigating
the onset of scour of 2D pipelines triggered by the piping pro-
cesses. When a pipeline is slightly buried in the seabed, the onset
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f scour is due to pore water flow (seepage) passing underneath
he pipeline caused by the pressure difference between upstream
nd downstream. In this case, it is the presence of pipeline
nd the resulting flow separation on either side of the pipeline
stablish a sufficient upstream–downstream pressure gradient
nd trigger the scour onset, while the bottom shear stress plays
minor role. By including seepage flow in the bed boundary

ondition of a Reynolds-averaged computational fluid dynamic
CFD) model, Li et al. [14] further provide quantitative evidences
hat the width of the equilibrium scour hole is proportional to the
agnitude of upward seepage flow. Using measured laboratory
ata for the onset of pipeline scour driven by waves, Sumer
t al. [1] also proposed the critical condition for the onset of scour
sing two nondimensional parameters, the embedment-to-pipe-
iameter ratio e/D, and the Keulegan–Carpenter number, defined
s KC = U0T/D, where U0 is the wave orbital velocity amplitude
nd T is the wave period. For a comprehensive CFD simulation
f scour, sinking, backfill and final burial processes, capturing
he realistic scour onset is an important part of the integrated
umerical simulation.
Mattioli et al. [15] use particle tracking velocimetry and

emonstrate the importance of turbulent coherent structures
uring the scouring process around the pipeline. Due to tightly
oupled fluid–particle and inter-particle interactions covering the
ull range of particle concentration, developing a high-fidelity
odel for scour burial processes is a challenging subject. When
ediment concentration is low, usually some distance away from
he bed, sediment transport is dominated by turbulence, while
he turbulent eddies are also affected by the particles. In mod-
rate to high concentration, transport is dominated by various
ypes of intergranular interactions from intermittent collisions to
ong duration contacts. Through contributions from both particle
nertia and interstitial fluid viscosity, various rheological closures
re required [16–18]. In very high sediment concentration, sed-
ment particles are nearly immobile and particle stresses serve
s a critical role to model the fluid-like to solid-like transition
nd the overburden eventually is supported completely by the
article phase. In the meantime, fluid flow can pass through
he pore space but experiences the drag force from granular
keleton. Due to these highly complex processes, conventional
ingle-phase computational fluid dynamics (CFD) models for sed-
ment transport split the transport into the suspended load and
edload regions. The suspended load transport can now be highly
esolved to investigate the interaction between turbulent eddies
nd suspended sediments [19] and the characteristics of tur-
idity currents [20,21]. However, the bedload transport is often
arameterized with empirical power law formula. While these
onventional models had made progresses in predicting sediment
ransport, including bedform evolution and migration [22–24],
nd scour around a vertical pile [25], it is difficult to apply them
o simulate scour onset due to piping because of the inherited
ssumption to treat transport layers of different concentration in
n artificial manner.
Specifically, the single-phase models have been applied exten-

ively to simulate pipeline scour in the tunneling and lee-wake
rosion stages [26,27]. However, in these single-phase models,
he submerged pipelines cannot be directly attached to or buried
n the sand bed and a small gap has to be artificially introduced.
ence, these models cannot directly simulate realistic scour onset
riggered by pore water flow (seepage) passing underneath the
tructure caused by the upstream–downstream pressure differ-
nce. What is needed is an explicit inclusion of a seabed module
llowing the simulation of seepage flow within the existing CFD
odel for flow, turbulence and sediment transport [28]. There-

ore, the modeling of realistic scour onset and subsequent scour

evelopment and burial processes is a highly complex problem. u

11
A wide variety of industrial and geophysical flow applications,
such as gas–liquid flows (e.g., [29–31]), fluidized bed (e.g., [32]),
magma flows (e.g., [33]), and sediment transport, require de-
scriptions based on the multiphase formulation. A significant
progress has been made in the past several decades regarding the
theoretical and numerical modeling approaches for multiphase
systems. For sediment transport applications, the Euler–Lagrange
formulation (e.g., [34]), Eulerian–Eulerian two-fluid formulation
(e.g., [35–37]) and mixture formulation (e.g., [38]) have been
successfully applied. A sediment transport model based on the
multiphase formulation is able to resolve the full transport pro-
cesses and allows seamless integration of turbulence, particle–
fluid, particle–particle interactions, and seabed dynamics [35,39].
Although the Euler–Lagrange approach is the most accurate in re-
solving the process of interest, the scour problem to be addressed
in this study may involve at least several hundred millions of
particles and hence it is not computationally feasible. Both the
Eulerian two-fluid formulation and the mixture formulation can
be applied to the present problem. The mixture approach is most
computationally efficient, however, its closures on interaction
between phases is more complex [40] and generally limited
to particles of lower inertia. Therefore, we adopt the Eulerian
two-fluid formulation in this study. SedFoam is an Eulerian two-
phase model for sediment transport applications developed in the
open-source OpenFOAM modeling framework. SedFoam has been
shown in the past several years to be capable of simulating cur-
rent and wave-driven sheet flow transport [36,41–43]. SedFoam
is built in the OpenFOAM framework and hence it is relatively
easy to add other capabilities in the two-phase solver. For in-
stance, SedFoam has been expanded for 3D large-eddy simulation
capability to better resolve flow instabilities during flow reversal
under waves in sheet flows [41]. SedFoam was also extended to
resolve the air–water interface using the volume-of-fluid (VOF)
type method in order to directly include surface wave processes
in modeling sediment transport [42,43]. Recently, SedFoam has
been extended to simulate scour below a submarine pipeline [44],
3D scour around a cylindrical pile [45], and wave-driven bedform
evolutions [46].

Over the last decade, two-phase flow models have been ap-
plied to scour below the submarine pipeline to demonstrate the
capabilities of the approach to reproduce different stages of the
process. Using a k-ε model and a Bagnold rheology, Kazem-
inezhad et al. [47] were able to successfully reproduce the tunnel-
ing stage of scour under oscillatory flow conditions. Lee et al. [48]
developed a k-ε model and the dense granular flow rheology
µ(I) [49] and successfully reproduced the tunneling stage of
scour driven by a unidirectional flow. However, the model under-
predict erosion during the lee-wake erosion stage. Ouda and
Toorman [38] developed a mixture drift-flux model using a k-
ε closure and the dense granular flow rheology coupled with
a VOF method to resolve the free surface waves. The authors
successfully validated their model for the scour below pipelines
under realistic free surface waves. The agreement with measured
data regarding the erosion induced by the two intermittent large-
scale vortices was not satisfactory and this discrepancy has been
attributed to the limitation of k-ε turbulence closure in accurately
resolving the vortices. More recently, Mathieu et al. [44] imple-
mented a k-ω model and evaluated the different combination of
turbulence model (k-ε or k-ω) and granular stress model (µ(I)
rheology or kinetic theory) for the scour below pipelines in uni-
directional currents. While the granular stress models have little
influence on the results, the turbulence model is demonstrated
to be sensitive. Using a k-ε model leads to better prediction
f the scour depth during the tunneling stage but shows large
iscrepancies during the lee-wake erosion stage. On the contrary,

sing a k-ω model, the scour depth is under-predicted during
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he tunneling stage but the model shows a good skill in the lee-
ake erosion stage. This is due to the better prediction of vortex
hedding with k-ω model compared to k-ε model. It remains
ngoing research to develop a robust two-equation closure in the
eynold-averaged two-phase models for simulating scour around
tructures. Moreover, existing two-phase models have not been
pplied to directly resolve scour onset via piping and backfill
rocesses, even though the two-phase flow formulation seems
o have all the essential modeling components.

The objective of this study is to demonstrate that a numerical
odel based on the two-phase flow formulation has the capa-
ility to model realistic scour onset due to piping and backfill. To
est the minimum requirement of a two-phase model to simulate
cour onset and backfill, we adopt an existing open-source two-
hase model, SedFoam, and its model formulation is described
n Section 2. In Section 3, we evaluate SedFoam’s capability to
imulate piping by comparing the results with two laboratory
xperiments reported by Sumer et al. [1]. In Section 4, we further
pply SedFoam to simulate the pipeline scour driven by oscil-
atory flows with realistic onset (Section 4.1) and the backfill
rocess (Section 4.2). Concluding remarks and future perspectives
re given in Section 5.

. Model description

An open-source Eulerian two-phase model for sediment trans-
ort application, SedFoam is applied to simulate scour onset
hrough piping. SedFoam [36,37] is a three-dimensional two-
hase flow solver for sediment transport applications devel-
ped under the open-source CFD toolbox OpenFOAM. As dis-
ussed in [36,37], SedFoam solves the Eulerian–Eulerian two-
hase equations derived by an ensemble-averaging operation
ver the local and instantaneous mass and momentum conser-
ation equations of fluid and dispersed particles [50]. To avoid
esolving 3D turbulence, turbulence-average (Reynolds average)
an be further performed. In this study, we carry out two-dimensio
umerical investigation by solving turbulence-averaged Eulerian
wo-phase equations. In the model, both the fluid and parti-
le phases are solved through the governing equations of mass
onservation which are written as

∂ (1− φ)

∂t
+

∂ (1− φ) uf
i

∂xi
= 0 (1)

or fluid phase and

∂φ

∂t
+

∂φus
i

∂xi
= 0 (2)

or sediment phase. In this study, the superscript f and s denote
luid and sediment phases and the subscript i = 1, 2 represents
treamwise and vertical components respectively. φ represents
ediment volumetric concentration, uf

i and us
i are the fluid and

particle velocities. The momentum conservation of fluid phase
can be written as
∂ρ f (1− φ) uf

i

∂t
+

∂ρ f (1− φ) uf
i u

f
j

∂xj

= −
∂ (1− φ) pf

∂xi
+

∂τ
f
ij

∂xj
+ ρ f (1− φ) gi + (1− φ) fi +M fs

i

(3)

and sediment phase momentum equation reads

∂ρsφus
i

∂t
+

∂ρsφus
iu

s
j

∂xj
= −

∂φpf

∂xi
−

∂ps

∂xi
+

∂τ s
ij

∂xj
+ρsφgi+φfi+Msf

i . (4)

n these equations, ρ f and ρs denote fluid and sediment density,
f is fluid pressure, τij

f is the fluid phase stress, and ps and τij
s

re particle phase pressure and shear stress, respectively. gi is the
ravitation and is set to be−9.81 m/s2 (directed downward when
12
= 2) in this study. The external pressure gradient fi can be used
o drive the flow and it will be further explained in Section 4.1.
he inter-phase momentum coupling term represents the drag
orce coupling the two phases which is written as:

sf
i = −M fs

i = φK
(
uf
i − us

i

)
− K

ν
f
t

σc

∂φ

∂xi
(5)

in which νt
f is the turbulent viscosity, σc is the Schmidt num-

ber. For the drag parameter K, several options are available in
SedFoam. Here, we adopt Ding and Gidaspow [32] formulation.
Although this formulation was originally applied for fluidized bed,
it has been validated with different benchmark cases of sediment
transport [36,37,46]. The Ding and Gidaspow [32] formulation
calculates the drag parameter according to high and low sediment
concentration, which is written as:

K =

⎧⎪⎪⎨⎪⎪⎩
150φν f ρ f

(1− φ) d2
+

1.75ρ f
⏐⏐uf

− us
⏐⏐

d
, φ ≥ 0.2

0.75Cdρ
f
⏐⏐uf

− us
⏐⏐ (1− φ)−2.65

d
, φ < 0.2

(6)

where ν f is the molecular viscosity of the fluid and Cd is the drag
coefficient and it is calculated as

Cd =

⎧⎪⎨⎪⎩
24
(
1+ 0.15Re0.687p

)
Rep

, Rep ≤ 1000

0.44 , Rep > 1000
(7)

in which Rep = (1 − φ)|uf
− us

|d/ν f is the particle Reynolds
number. The two terms on the right-hand side in Eq. (5) are
due to drag force. The first term represents the drag induced by
velocity difference between fluid and sediment phase. The second
term results from the correlation between fluid turbulence and
sediment concentration.

The fluid stress τij
f is calculated through the turbulent eddy

viscosity νt
f , written as

τ
f
ij = ρ f (1− φ)

[
2
(
ν
f
t + ν f

)
S fij −

2
3
kδij

]
(8)

where S fij = 1/2
(
∂uf

i /∂xj + ∂uf
j /∂xi

)
− 1/3

(
∂uf

k/∂xk
)

δij is the
deviatoric strain rate tensor of the fluid phase. To solve turbulent
eddy viscosity νt

f , the Wilcox (2006) k-ω model [51] is used in
this study and it is written as

ν
f
t =

k

max
[
ω, Clim

Sfij
√

Cµ

] (9)

where Clim is a stress limiter coefficient (see Table 1), k is the
turbulent kinetic energy and ω is the specific turbulent energy
dissipation rate. These two turbulence quantities are calculated
by their balance equations:
∂k
∂t

+ uf
j
∂k
∂xj

=
Rf
ij

ρ f

∂uf
i

∂xj
+

∂

∂xj

[(
ν f

+
ν
f
t

σk

)
∂k
∂xj

]

−Cµωk−
2K
(
1− tmf

)
φk

ρ f −
1

1− φ

ν
f
t

σc

∂φ

∂xj

(
ρs

ρ f − 1
)
gj

(10)

and
∂ω

∂t
+ uf

j
∂ω

∂xj
= C1ω

ω

k
Rf
ij
∂uf

i

∂xj
+

∂

∂xj

[(
ν f

+
ν
f
t

σω

)
∂ω

∂xj

]
− C2ωω2

−C3ω
2K
(
1− tmf

)
φω

ρ f −
C4ω

1− φ

ω

k
ν
f
t

σc

∂φ

∂xj

(
ρs

ρ f − 1
)
gj

+σd
1
ω

∂k
∂xj

∂ω

∂xj
(11)
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able 1
mpirical coefficients for the k-ω turbulence model.
σk σω Cµ C1ω C2ω C3ω C4ω Clim

0.6 0.5 0.09 0.52 0.0708 0.35 1 0.875

where Rf
ij = ρ f (1− φ)

(
2ν f

t S
f
ij − 2/3kδij

)
is the Reynolds stress.

The fourth terms on the right-hand-side of the two equations take
into account sediment damping effect due to particle inertia. The
parameter tmf is to characterize the degree of correlation between
particles and fluid velocity fluctuations which is modeled as
tmf = e−B·St, in which B is an empirical coefficient (B = 0.25
in this study) and St is the Stokes number. More details can be
found in [36] and [37]. σk, σω , Cµ, C1ω , C2ω , C3ω , C4ω are model
coefficients that are defined in Table 1 and σd is the coefficient
for the cross-diffusion term which is given by:

σd =

⎧⎪⎪⎨⎪⎪⎩
0 ,

∂k
∂xj

∂ω

∂xj
< 0

1/8 ,
∂k
∂xj

∂ω

∂xj
≥ 0

(12)

The closure of particle phase stress is the most essential com-
onent in modeling sediment transport in high sediment concen-
ration. In SedFoam, different physics contributing particle stress
re modeled according to sediment concentration. In lower con-
entration, short-lived particle collision and interaction between
articles and turbulent eddies are the source of particle stress
nd it is modeled via turbulent viscosity and a kinetic compo-
ent of particle stress as part of the kinetic theory of granular
low. Turbulent suspension (see Eq. (5)) and particle stress in
his lower sediment concentration range (volume concentration
round 5− 10%) plays an important role in suspending sediment
nd serves as a transition to dilute concentration (<5%) where
uspension is fully taken over by vortices and turbulence. In
oderate to high concentration, particle stress is dictated by
hear-induced intergranular interaction and it is modeled by the
(I) rheology in this study. Particle shear stress in this interme-
iate concentration range serves a vital role for the exchange
f flow momentum between water phase and sediment. Mean-
hile, the vertical gradient of particle pressure becomes the
ajor suspension mechanism of sediment as turbulence is di-
inished close to the bed. Near-bed load transport occurs in this
oncentration range is key to scour and burial process. In very
igh concentration when sediment particles are nearly immobile,
article stresses serve a critical role to model the transition of
luid-like (plastic behavior) to solid-like (elastic) behavior and
he overburden eventually is supported completely by particle
hase. The closure of particle stresses in this high concentration
egion of enduring contact is modeled empirically following the
xpected elastic behavior in the soil mechanics.
In SedFoam, particle phase pressure and shear stress are mod-

led by a collisional component (super-script ‘sc ’) in the low
o intermediate concentration regime, and a frictional compo-
ent (super-script ‘sf ’) for high concentration regime of enduring
ontact,
s
= psc + psf (13)

s
ij = τ sc

ij + τ
sf
ij (14)

wo different inter-granular stress models are available: the ki-
etic theory of granular flow and the dense granular flow rhe-
logy µ(I). The kinetic theory of granular flow models particle
tress and particle pressure by the granular temperature and
ore details can be found elsewhere [36,37]. In this study, we
13
adopt dense granular flow rheology, which is developed based
on dimensional analysis and empirical data to model granular
flow with a liquid-like behavior [49,52]. The shear stress τ s

ij is
alculated by

s
ij = µ (I) ps

Ssij√
2Ssij · S

s
ij + D2

small

(15)

here Sijs is the shear strain rate tensor of the sediment part,
Dsmall is a very small nominal strain rate (s−1), which serves as
regularization parameter to avoid the denominator being zero in
highly concentrated sediment bed (the rate of strain of sediment
phase velocity eventually becomes zero in the immobile bed),
which causes numerical instability or very small time steps. It is
chosen to be 10−4 s−1 in this study following previous works, [53]
nd [44]. µ(I) can be calculated through

(I) = µs +
µ2 − µs

I0/I + 1
(16)

where µs, µ2, I0 are model coefficients with the values of 0.63,
1.13, 0.6 and I = d

√
ρs/ps

√
Ssij · S

s
ij is the inertial number (d is the

particle size). An empirical formula for the frictional component
of particle pressure psf is provided by Johnson and Jackson [54]
which is written as

psf =

⎧⎨⎩
0 , φ < φf

F

(
φ − φf

)m
(φmax − φ)n

, φ ≥ φf
(17)

in which F, m, n, φf , φmax are model coefficients and the values
are 0.05, 3, 5, 0.45 and 0.625. In µ(I) rheology model, the shear-
induced pressure can be obtained from the dilatancy law φ(I) =
max/(1 + Bφ I) proposed by Boyer et al. [17]. This gives the
ollowing shear induced pressure [55]

sc
=

(
Bφφ

φmax − φ

)2

ρsd2
Ssij2 (18)

he well-known ill-posedness of the equations (e.g., [40,50]) is
emediated due to the fluid and particle phase stresses and more
etailed model formulation.

. Scour onset by piping

In this section, SedFoam is validated by two laboratory exper-
ments for the onset of scour underneath a pipeline reported by
umer et al. [1]. In the first experiment, scour onset is simply
riven by a prescribed upstream–downstream pressure differ-
nce (Section 3.1) in order to understand how seepage flow
rives seabed response and breaching and their relationship with
he prescribed pressure difference. In Section 3.2, the upstream–
ownstream pressure difference is caused by the presence of a
ipeline interrupting the passage of a current. In this case, we
valuate the model capabilities in both simulating turbulent flow
nd flow separation around the pipeline and their effects on the
eepage flow and piping. The initial conditions and model pa-
ameters are set to match the values reported in the experiment.
o compaction of the initial sediment bed is reported in the
xperiment. Second order schemes (Gauss linearUpwind) and
he preconditioned bi-conjugate gradient (PBiCG) pressure solver
re used in this paper for all simulations.

.1. Piping driven by a prescribed upstream–downstream pressure
ifference

Piping is the onset of scour caused by the seepage flow passing
nderneath a structure, such as a pipeline, driven by the upstream
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Fig. 1. (a) The sketch of the domain setup of the static onset case, (b) the wide view of the mesh, and (c) the enlarged view of the mesh near the bottom. Two
blue points, A and B, represent the locations of the numerical fluid pressure probes.
Fig. 2. The time series of the fluid pressure gradient between probe A and B under prescribed pressure difference between the model result (black solid line),
experimental data of Sumer et al. [1] (black dash line). Red dots signified by a–f are selected instants to be discussed in Fig. 3.
nd downstream pressure difference. In reality, the upstream–
ownstream pressure difference can be caused by a variety of
luid dynamic processes, such as flow separation and they will
e addressed later. As a first step, we significantly simplify the
luid dynamic effect by carrying out a 2D piping simulation driven
y a prescribed pressure difference similar to the laboratory
xperiment reported by Sumer et al. [1]. As presented in Fig. 1(a),

the domain size is established as 30 cm in the horizontal (x)
direction and 10 cm in the vertical (y) direction with the initial
sediment bed specified to cover the lower 5 cm of the domain.
The sediment bed consists of sand with grain diameter d = 0.18
m and specific gravity s = 2.65. The circular pipe has a diameter

of D = 10 cm located at the center of the domain. Hence, we
define x = 0 as in the middle of the pipe and y = 0 located at the
initial bed surface. Following the physical experiment, the pipe
is initially buried at a small burial depth of e = 0.64 cm (see
ig. 1(a)) and hence the embedment-to-pipe-diameter ratio is
/D = 0.064. The upper left boundary is specified as an inlet and
he fluid pressure is gradually increased to simulate a rising water
14
level. The fluid pressure on the upper right boundary, modeled
as an outlet, is specified to be zero to mimic a constant water
level. The left, bottom, right boundaries of the domain and the
pipe surface are set to be the wall boundaries. Two pressure
transducers were installed during the Sumer et al. [1] experiment.
Following the experimental setup, two numerical probes, A and B
with a distance of AB = 2.8 cm, are set to record the time series
of the total pressure of fluid (or the piezometric head), and they
will later be used to compare with the measured data.

As shown in Fig. 1(b) and (c), the 2D mesh is first constructed
with uniform grids of 1 mm by 1 mm squares and then further
refined into 0.25 mm by 0.25 mm fine grid near the bed surface
and the pipe using an OpenFOAM built-in tool, snappyHexMesh.
The total number of grid points used in this simulation is ap-
proximately 131 thousand. A grid convergence test is carried out
to justify the fine grid size of 0.25 mm used near the pipe. In
the laboratory experiment carried out by Sumer et al. [1], the
entire time series of upstream–downstream pressure difference
was not reported. However, it is clear that the pressure difference
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Fig. 3. Sequence of piping process with fluid pressure (contour), sediment bed (white line, denotes the contour of sediment concentration equals φf ) and seepage
elocity (black arrows) correspond to (a) t/tp = 0.73, (b) t/tp = 0.85, (c) t/tp = 0.92, (d) t/tp = 0.98, (e) t/tp = 1.00 and (f) t/tp = 1.02. Time steps correspond to
he red dots in Fig. 2.
as increased very slowly such that the final piping occurred at
bout 1100 s since the start of the experiment. To save computa-
ional time in the present simulation, we speed up the increase
f pressure difference so that piping occurs at only half of the
ime compared with the experiment. For this reason, the model-
ata comparison is presented here using normalized time. The
imulation was carried out using 36 computing cores and it took
bout 29 h (1044 CPU hours) for the entire 750-second run.
The modeled fluid pressure gradient (piezometric head gra-

ient) between probes A and B are shown in Fig. 2. Since the
ncrease rate of the fluid pressure in Sumer et al. [1] is not
learly stated, we use the peak time tp, which is defined as the
ime when reaching the peak pressure gradient, to scale the
ime series between the measured and modeled time series. The
luid pressure gradient is calculated through the fluid pressure
ifference between probe A and B divided by the specific weight
f the water γ and the distance AB between the two probes.
ur simulation result shows a good agreement with the measure
ritical fluid pressure gradient (error within 5%) right before
he breakthrough (see point e in Fig. 2) and the rapid decay of
ressure gradient after the breakthrough. However, the pressure
radient approaching breakthrough is lower than the measured
ata (see point a, b, c, d). Although model results show a linear
ncrement of pressure gradient similar to the measured value
ometime before the breakthrough (albeit at a lower value, see
oint a, b, c), shortly (about 0.03 tp) before the breakthrough oc-
urs, the modeled pressure gradient increases nonlinearly while
easured data still shows a more or less linear increase. The
iscrepancy can be caused by the uncertainties of the initial
ediment bed preparation (small difference in the initial con-
entration or small air content) in the physical experiment or
he faster fluid pressure increase rate in the simulation. It is
lso possible that the present model lacks a good sub-model
or soil dilatancy effect, and this point will be discussed later.
evertheless, our simulation captures the essential pore pressure
radient evolution during piping.
More insights into the piping process and their similarities

ith those reported in Sumer et al. [1] can be gained by exam-
ning the spatial distribution of fluid pressure and the seepage
15
velocity at different moments in time (see Fig. 3). Although the
pipe is initially buried, the bed on either side of the pipe is
completely flat. At t/tp = 0.73 (see Fig. 3(a)), a small seepage
velocity of about 0.3 mm/s is observed in the sand bed below the
pipe. Meanwhile, a small gap at the downstream side between
the pipe and sediment bed starts to develop, and a barely notable
rise of sand can be seen. In Fig. 3(b), this gap grows from probe B
and extends to probe A and the seepage velocity near the gap has
increased to 0.5–0.7 mm/s. As the gap is growing, the sediment
bed at the downstream side rises more significantly. Once the gap
reaches probe A, it starts to retreat toward the downstream side
(see Fig. 3(c)). Meanwhile, the sediment bed on the upstream side
starts to be pushed toward the downstream side (Fig. 3(c) and
(d)) while the peak seepage velocity increase to about 1 mm/s.
Meanwhile, a larger gap at the front of the pipe can be clearly
seen and the pressure gradient starts to increase sharply (see
point d in Figs. 2 and 3(d)) until reaching the maximum value
(see point e in Fig. 2), which is the time when the upstream bed
pushback reaches probe A as shown in Fig. 3(e). At this moment,
the seepage velocity also shows a significant vertical (downward)
component just under probe A, suggesting that the sediment
mobility locally becomes higher. After reaching the maximum
pressure gradient, the fluid pressure gradient dramatically de-
creases while the gap at the front of the pipe rapidly extends
to the downstream (Fig. 3(f), and point f in Fig. 2) where the
sediment bed has risen to about half a millimeter and seepage
velocity also reaches beyond 1 mm/s.

The modeling results demonstrate that SedFoam can cap-
ture the scour onset triggered by piping driven by a prescribed
upstream–downstream pressure difference. The temporal evo-
lution of this pressure difference and its relationship with the
fine-scale bathymetric change around the pipe are very consistent
with the laboratory observation described in Sumer et al. [1]. The
present model results further provide insight into the seepage
flow and the creeping movement of sediments during the piping
process.
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Fig. 4. (a) The sketch of the domain setup for simulating scour onset driven by a current, (b) the enlarged view of the mesh around the pipe, and (c) the zoom-in
view of the mesh near the pipe surface at the bottom.
Fig. 5. The time series of the filtered and unfiltered fluid pressure gradient underneath the pipe between probe A and B driven by a unidirectional current for the
odel result (black and gray solid lines represent the filtered and unfiltered data), experimental data (black dash line). The four selected time instants (red dots) to
e discussed in Figs. 6–9 are also indicated. The filtered pressure gradient time series from the model result is low-pass filtered at 0.1 Hz to remove the oscillation
ue to vortex shedding.
Fig. 6. A snapshot of the piping process driven by a unidirectional current at t/tp = 0.15 corresponding to the instant ‘‘i’’ denoted in Fig. 5. (a) Sediment concentration
contour), sediment bed (white line, sediment concentration equals φf ), seepage velocity (black arrows), initial sediment bed (light brown line), and fluid velocity
white arrows). (b) Spatial distribution of fluid pressure (color contour), sediment bed (white line), seepage velocity (black arrows), and streamlines of the fluid
elocity (gray lines).. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
.2. Piping driven by a current

In the fluvial environment, flood-induced erosion and scour
riven by intense currents is a leading factor causing infrastruc-
ure foundation damages. In the marine environment, currents
an be one of the major hydrodynamic driving forces to cause
cour, in addition, or in combination with wave motions. A two-
imensional model domain is set up to examine the scour onset
16
of a 2D pipeline driven by a unidirectional current. As shown in
Fig. 4(a), the domain is a flume of 350 cm in length and 56 cm
in depth with the lower 10.5 cm of the domain specified as
the initial sediment bed. The model domain contains a circular
pipe with diameter D = 10 cm slightly buried in the sand
bed with an initial burial depth of e = 0.64 cm. The positive
direction of x-axis is denoted as the current direction and the
y-axis is defined as positive upward with x = 0 and y = 0
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Fig. 7. A snapshot of the piping process driven by a unidirectional current at t/tp = 0.90 corresponding to the instant ‘‘ii’’ denoted in Fig. 5. (a) Sediment concentration
contour), sediment bed (white line, sediment concentration equals φf ), seepage velocity (black arrows), initial sediment bed (light brown line), and fluid velocity
white arrows). (b) Spatial distribution of fluid pressure (color contour), sediment bed (white line), seepage velocity (black arrows), and streamlines of the fluid
elocity (gray lines).. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 8. A snapshot of the piping process driven by a unidirectional current at t/tp = 0.96 corresponding to the instant ‘‘iii’’ denoted in Fig. 5. (a) Sediment concentration
contour), sediment bed (white line, sediment concentration equals φf ), seepage velocity (black arrows), initial sediment bed (light brown line), and fluid velocity
white arrows). (b) Spatial distribution of fluid pressure (color contour), sediment bed (white line), seepage velocity (black arrows), and streamlines of the fluid
elocity (gray lines).. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
s
a
w

ocated at the center of the pipe. Two numerical probes used to
ecord the upstream/downstream pressure difference are located
t the same location as the prescribed pressure case discussed
n Section 3.1 (see Fig. 1(a)). The boundary condition for the top
omain boundary is a symmetry plane and the right boundary is
pecified as an outlet. The bottom boundary and the pipe surface
re specified as wall boundary. In addition, wall functions for
mooth walls are applied on the pipe surface for both k and ω. A
ough-wall logarithmic law velocity profile is applied at the inlet,
hich is written as
f
1 =

u∗
κ

ln
30y
Ks

(19)

here κ = 0.41 is the von Karman constant, u∗ is the friction
elocity, and Ks is the roughness. Sumer et al. [1] carried out the
nidirectional current experiment by increasing the current ve-
ocity gradually until the piping occurs. However, the time series
f inlet flow velocity specified in the laboratory experiment was
ot provided. Here, we apply a similar incremental current with a
rescribed roughness K = 2.5d by adjusting the friction velocity
s

17
so that the piping occurs within a reasonable computational time.
As presented in Fig. 4(b) The meshing strategy is similar to the
previous case by first constructing a coarse stretch grid with
1.5 mm smallest squares. Then we refine the mesh around the
bed and the pipe into a 0.375 mm mesh size. Different from the
previous case, sublayers around the pipe are added to resolve the
boundary layer around the pipe (see Fig. 4(c)). The total number
of grid points is about 427 thousand. The simulation was carried
out using 36 computing cores and it took 50 h (1800 CPU hours)
for the entire 60-second run.

The comparison of the modeled and the measured upstream–
downstream fluid pressure gradient (piezometric head gradient)
between probe A and B is shown in Fig. 5. To make a fair com-
parison, the time series is normalized by tp, defined as the time
when the peak fluid pressure gradient occurs in the laboratory
experiment (tp = 88.5 s) and numerical simulation (tp = 52.4
). When the current passes the pipeline, vortex shedding occurs
nd these vortex motions cause wide range temporal fluctuations
ith a peak frequency at 0.57 Hz (see the gray line in Fig. 5).
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Fig. 9. A snapshot of the piping process driven by a unidirectional current at t/tp = 1.04 corresponding to the instant ‘‘iv’’ denoted in Fig. 5. (a) Sediment concentration
contour), sediment bed (white line, sediment concentration equals φf ), seepage velocity (black arrows), initial sediment bed (light brown line), and fluid velocity
white arrows). (b) Spatial distribution of fluid pressure (color contour), sediment bed (white line), seepage velocity (black arrows), and streamlines of the fluid
elocity (gray lines).. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 10. The sketch of the domain setup for simulating scour onset driven by an oscillatory flow.
o compare with the measured data, the modeled pressure gra-
ient time series is low-pass filtered at 0.1 Hz to remove the
scillations due to the vortices. A more in-depth discussion on
hese higher frequency vortex motions will be presented later.
ere, we observe that the simulation captures the trend of the
ressure gradient before and after the piping occurs. Unlike the
rescribed pressure case studied in Section 3.1, in which the
ressure gradient drops significantly right after the piping, the
ressure gradient observed here drops to a certain extent but still
aintains its magnitude after the piping because flow separation

hat causes the pressure gradient remains (see more discussion
ext). This feature is observed in the measured data and it is cap-
ured by the numerical model. However, the modeled pressure
radient oscillation and the peak value during piping are larger
han the measured data. In addition to the uncertainties in the
nidirectional flow forcing, the discrepancy can also be caused by
he uncertainty in the preparation of the sediment bed between
he laboratory experiment and numerical model, or due to the
ilatancy effect.
Figs. 6–9 show more insight into the relationship between

he flow field, seepage flow, and sediment transport during the
iping process. As the ambient flow velocity around the pipe
ncreases, the flow separates and a wake zone can be seen at the
ownstream side of the pipe (Fig. 6(a)). Even at this early stage of
he flow separation, vortices are generated in the wake zone with
he length roughly twice the pipe diameter. The flow structure
n the wake zone essentially consists of a (clockwise) primary
ortex and its returning flow further induces a (counterclockwise)
econdary vortex. Simultaneously, a low-pressure wake region
ccompanied by the vortex-pair can be identified (see Fig. 6(b)).
he center of the low-pressure region has a magnitude of −30 Pa
nd it is located at the core of the primary vortex (see x = 0.17
18
m). Away from the core, pressure increases but this low-pressure
zone still has an effect that extends to the sediment bed where
the pore pressure is closed to 0–30 Pa. On the other hand, due to
the presence of the pipe, flow approaching the pipe decelerates
significantly (see the nearly stagnant flow at around x = −0.05
m y = 0 m). The fluid pressure just upstream of the pipe is
about +50 Pa and the pore pressure in the bed is about the
same level or slightly larger deeper into the bed. This upstream–
downstream pore pressure gradient drives a weak seepage flow
(below 0.1 mm/s) just beneath the pipe but it is not sufficient
to trigger piping. Due to the proximity to the bed, the clockwise
(primary) vortex is of higher intensity than the counterclockwise
(secondary) vortex. It should be noted that the vortex pair start
to move downstream at a later time, t/tp = 0.20, and forms a
vortex street.

At a later time (t/tp = 0.90) when the ambient flow velocity
approaching the pipe becomes larger, the vortex shedding pattern
at the downstream of the pipe becomes more obvious (Fig. 7(a)).
These vortices have caused some erosion and transport of sedi-
ments downstream of the pipe. A scour hole located downstream
from the pipe at x = 0.07 m can be clearly seen. The scour hole
is formed due to the action of the primary (clockwise) vortex
eroding and transporting sediments upstream toward the pipe
(not shown) and conversely due to the secondary (counterclock-
wise) vortex eroding and transporting sediment further down-
stream (see Fig. 7(a)). Importantly, the upstream–downstream
pressure difference increases considerably both in the water col-
umn (about+150 Pa at upstream versus−300 Pa at downstream)
and in the sediment bed (see Fig. 7(b)). At this moment, seepage
velocity has built-up (see Fig. 7(b)) and reached a magnitude near
1–2 mm/s just beneath the pipe. Meanwhile, the gap between
the pipe and the sediment bed at the downstream side begins to
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evelop correspondingly (see the zoom-in plot of Fig. 7(b)) and
he feature is similar to that shown in Fig. 3(a) for the prescribed
ressure case. However, in this case, it is the presence of pipe
bstructing the flow causing the large upstream–downstream
ressure difference. When the flow velocity is sufficiently large,
r when the pipe diameter is larger, more intense flow separa-
ion and significant upstream–downstream pressure gradient is
xpected.
The pressure difference slightly decreases before the break-

hrough occurs (Fig. 8, t/tp = 0.96). Up to this moment, three
ortices are observed downstream of the pipe and the vortex
treet pattern can be clearly identified. Moreover, the gap un-
erneath the pipe has continued to grow (see inset in Fig. 8(b)).
lthough the pressure gradient slightly decreases, the seepage
elocity still maintains a magnitude of 1–2 mm/s. A significant
ise of sediment surface can be found on the downstream side
f the pipe which is consistent with the experimental observa-
ion [1]. However, some of the sediment accumulation is due to
he clockwise vortex delivering sediments from the downstream
cour hole (at x = 0.08 m) to the upstream. Similar to the
rescribed pressure case, the upstream side of the sediment bed
s pushed toward the downstream direction and eventually the
ediment bed breaches and the breakthrough occurs. As shown
n Fig. 9, right after the breakthrough happens, a strong flow is
jected from the small gap beneath the pipe (see streamlines
hown in Fig. 9(b)). Meanwhile, the sediments are eroded from
his gap and transported downstream and the tunneling stage has
egun.
Compared to the prescribed pressure case, the pore pressure

ifference, seepage flow, and the breaching/breakthrough pro-
esses are qualitatively similar to the present case driven by
unidirectional current. However, the source of the pressure
ifference in this case stems from the fluid mechanic response,
amely, the presence of pipe decelerates the incoming flow and
he wake behind the pipe. Moreover, vortices generated in the
ake zone periodically erode and transport sediment upstream
nd downstream due to the vortex shedding and cause a small
cour hole. However, this scour hole is located at about more than
alf a pipe diameter downstream and it does not directly affect
he scour onset process. Our simulation demonstrates SedFoam’s
apability of capturing both fluid dynamic and piping processes
imultaneously, and more importantly, the interaction between
he two.

. Model application

In the previous section, the two-phase model SedFoam is used
o simulate laboratory experiments reported by Sumer et al. [1]
or the onset of scour, or called piping, of a slightly buried
D fixed pipeline driven by a prescribed upstream–downstream
ressure difference or by a unidirectional current. These two
alidations are very important because they demonstrate one of
he main reasons to pursue a two-phase modeling methodology,
hat is, to allow more realistic interaction between flow, sediment
ransport, and seepage flow in response to the presence of struc-
ure. In this section, we further apply the two-phase model to
imulate pipeline scour driven by an oscillatory flow with realistic
cour onset and the subsequent scour process (Section 4.1) in
rder to generate a scour hole of sufficient size. Then, the pipeline
s lowered artificially into the scour hole in order to test the
odel’s capability to simulate the backfill process (Section 4.2).
19
4.1. Pipeline scour driven by an oscillatory flow

We apply SedFoam to simulate scour onset and subsequent
erosion driven by wave motions with a small initial burial depth.
Sumer et al. [1] reported the scour onset of a pipeline driven by
surface waves by carrying out a wave flume experiment. Because
it is very computationally intensive to simulate both the local
scour and the entire wave propagation and transformation in
a wave flume, we simplify the problem by modeling pipeline
scour similar to an oscillating water tunnel setup. As presented
in Fig. 10, the pipeline is of diameter D = 10 cm and it is
fixed over a sand bed of grain diameter d = 0.18 mm with
a small initial burial depth of e = 0.64 cm (e/D = 0.064).
These physical parameters are identical to those reported by
Sumer et al. [1]. For the wave forcing, we drive the model with a
sinusoidal oscillatory flow of wave period T = 4 s and velocity
amplitude U0 = 0.45 m/s which takes about 4 wave periods
to reach the targeted velocity amplitude (see Fig. 11(a)). It is
important to point out that the oscillatory flow is assumed to be
sinusoidal (symmetric between the positive and negative wave
phase) in the model while in the laboratory flume experiment,
the wave orbital velocity is positively-skewed due to nonlinear
shallow-water waves [1]. Furthermore, surface waves can cause
the boundary layer streaming effect and drive sediment transport
in the direction of wave propagation [42,56]. Since SedFoam does
not resolve the free surface, the boundary layer streaming effect
is neglected in this study.

The model domain is of 200 cm in length and 43 cm in
height with the lower 10 cm of the domain specified as the
initial sediment bed. To reduce the computational domain length,
the two lateral boundaries are specified as the cyclic boundary
condition. To drive the oscillatory flow in such a periodic domain,
a horizontal sinusoidal body force

f1 = ρ f ∂

∂t

(
U0 sin

2π t
T

)
(20)

is specified in the x-momentum equation (see Eqs. (3) and (4)).
The top domain boundary is specified as a symmetry plane while
the bottom boundary is specified as a wall boundary. A base mesh
of grid size 5 mm is used, and the mesh is locally refined to
1.25 mm near the pipe and the sediment bed. The simulation was
carried out using 72 computing cores and it took 120 h (8640 CPU
hours) for the entire 50-second run. Again, two numerical probes
A and B used to record the upstream–downstream pressure dif-
ference are located at the same locations as those discussed in
the previous sections. To facilitate the discussion later, during the
wave crest (trough) interval, the wave-driven flow is directed to
the right (left) and it is also referred to onshore (offshore) flow.
Similarly, the left (right) side of the pipe is denoted as the offshore
(onshore) side.

The time series of free-stream velocity and modeled pressure
gradient (piezometric head gradient) calculated between probe A
and probe B are shown in Fig. 11. The modeled pressure gradient
underneath the pipeline increases during the first four waves
subject to the increasing magnitude of free-stream velocity. In
oscillatory flows, the free-stream pressure gradient is leading
the free-stream velocity by 90 degrees (see Eq. (20)). Here, we
observe that the pore pressure gradient underneath the pipe
leads free stream velocity by about 54 degrees, suggesting that
the model predicts an expected phase lag of local pore pressure
gradient underneath the pipe relative to the free-stream horizon-
tal pressure gradient by about 36 degrees. According to Sumer
et al. [1], piping occurs when the horizontal (pore) pressure
gradient in the bed exceeds the flotation (vertical) gradient:

∂
(
pf
)
≥ (1− n) (s− 1) (21)
∂x γ
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Fig. 11. The time series of (a) free-stream velocity and (b) pore pressure gradient underneath the pipe calculated between probe A and B (lower panel) with the
dashed line represents the theoretical critical pressure gradient for piping. Red dots signified by i–vi are selected instants to be discussed in Figs. 12 and 13.

Fig. 12. Snapshots pipeline scour driven by an oscillatory flow before scour onset at t = 14, 15 and 16 s (corresponding to the instant ‘‘i’’, ‘‘ii’’ and ‘‘iii’’) with panel
(a), (c), and (e) show sediment concentration (color contour), sediment bed (white line, sediment concentration equals to φf ), seepage velocity (black arrows), and
fluid velocity (white arrows) and panel (b), (d) and (f) show fluid pressure (color contour), sediment bed (white line), seepage velocity (black arrows), and streamlines
(gray lines).. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 13. Snapshots pipeline scour driven by an oscillatory flow during scour onset at t = 18, 18.3 and 18.7 s (corresponding to the instant ‘‘iv’’, ‘‘v’’ and ‘‘vi’’) with
panel (a), (c), and (e) show sediment concentration (color contour), sediment bed (white line, sediment concentration equals to φf ), seepage velocity (black arrows),
and fluid velocity (white arrows) and panel (b), (d), and (f) show fluid pressure (color contour), sediment bed (white line), seepage velocity (black arrows), and
streamlines (gray lines).. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 14. Pipeline scour driven by an oscillatory flow at the end of the simulation (t = 60 s) with (a) shows sediment concentration (color contour), sediment
bed (white line, sediment concentration equals to φf ), seepage velocity (black arrows), and fluid velocity (white arrows) and panel (b) shows fluid pressure (color
contour), sediment bed (white line), seepage velocity (black arrows), and streamlines (gray lines).. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
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Fig. 15. Initial setup for the backfill simulation with the sediment bed repre-
ented by the thick white line with sediment concentration equals to φf . The
ray circle represents the pipeline which is artificially lowered from the previous
cour simulation (dashed line).

here n is the porosity which can be calculated by the sediment
oncentration in the bed (n = 1 − φ). This criterion is called
he (theoretical) critical value for piping in this study. Using s =
.717 and averaged sediment concentration in the bed as 0.57,
he critical value is calculated to be 0.98. Under the crest of the 5th

ave, the pressure gradient underneath the pipe first exceeded
he critical value for piping but only for a fraction of a second.
s we will discuss next, the complete piping with breakthrough
oes not occur until the passage of wave trough of the 5th waves.
hese important time points indicated in Fig. 11 will be discussed

in detail next.
For the first few wave periods, some minor sediment suspen-

sions occur away from the pipeline due to vortices in the wake
zones. Close to the pipe, only very small changes of bathymetry
(about 0.5 mm in the vertical direction) are observed while the
seepage flow underneath the pipe is within 0.5 mm/s and there is
no evidence of piping (not shown). During the trough interval of
the 4th wave (t = 14−16 s), we start to see the development of a
small gap between the cylinder and the sediment bed. At t = 14
s near the onshore–offshore flow reversal (Fig. 12(a) and (b)),
locally accelerated flow is already directed offshore and it was
the remnant of the primary vortex generated from the previous
wave crest interval. This offshore-directed flow impinges to the
pipe and generates a sufficiently large offshore-directed pressure
gradient to drive a seepage flow close to 1 mm/s underneath the
pipe. One second later (t = 15 s, see Fig. 12(c) and (d)), this
offshore-directed pressure gradient causes a small gap between
the pipe and the sediment bed at the offshore side (see the
inset of Fig. 12(d)). As shown in Section 3 (Fig. 3(a)), this instant
signifies the beginning of the piping process. However, due to
the short timescale of the wave period, the flow starts to reduce
its intensity and the newly developed gap cannot continue to
grow. One more second later at t = 16 s (see Fig. 12(e) and (f))
under the crest of the 5th wave, strong onshore-directed pressure
gradient drives a seepage flow exceeding 1 mm/s, and a small
gap is now observed at the onshore side of the pipe/sediment
interface (see the inset of Fig. 12(f)). Thus, under the oscillatory
flow, the gaps are growing from both sides as wave-induced flow
changes its direction. According to the time series of pressure
gradient shown in Fig. 11(b), the pressure gradient exceeds the
theoretical critical value for a fraction of a second before the flow
intensity reduces. Therefore, the piping process cannot continue
and hence breakthrough of sediment bed underneath the pipe
is not observed. The wave action during the trough of the 4th
wave and the crest of the 5th wave, although cannot complete
the piping process due to the short wave period, already leaves a
notable gap between the pipe and the sediment bed at both sides.

At the onshore–offshore flow reversal in the 5th wave (t =

18 s, see Fig. 13(a) and (b)), we observe a more intense flow
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passing over the pipe toward the offshore direction and stronger
flow separation at the downstream side of the pipeline. At this
moment, the pore pressure difference between the onshore and
offshore side of the pipeline becomes much stronger (from about
+150 to −150 Pa) than that of the 4th wave (compare with
Fig. 12(b)), which drives larger seepage flow exceeding 2 mm/s
underneath the pipeline. The gaps on both sides have grown
significantly so that the remaining connected portion is relatively
short (see the inset of Fig. 13(b)). The pore pressure gradient at
this moment is near the critical value of piping (see Fig. 11(b)).
Only 0.3 s later (t = 18.3 s, see Fig. 13(c) and (d)), we observe the
beginning of breakthrough similar to those observed in the pre-
scribed pressure case shown in Fig. 13(e) and (f). This small gap
allows the incoming flow to enter the narrow space underneath
the pipe where the offshore-directed flow breaches the sediment
bed and expands the gap. A significant rise of the sediment bed
can be observed on the offshore side (see the inset in Fig. 13(d)).
Another 0.4 s later (see Fig. 13(e) and (f)), the piping process
has been completed and the fixed pipeline is fully detached from
the sediment bed. The small gap allows a high-speed flow to
penetrate through and causes a more significant erosion. This
instant also signifies the beginning of the tunnel erosion stage.
By t = 60 s (Fig. 14), a 2 cm gap can be clearly seen between the
pipe and the sediment bed. After the scour onset is completed,
see Figs. 13(f) and 14(b), although the presence of the pipeline
still induces a notable upstream–downstream pressure gradient,
its magnitude becomes significantly smaller, particularly in the
sediment bed. This can also be confirmed from the time series
of the pressure difference between Probe A and B shown in
Fig. 11 (b) after t = 18.3 s. Therefore, after the scour onset, the
role of seepage flow on the overall scour development is of less
importance. The KC number of this case is KC = 18. According
to Sumer et al. [1] and Sumer and Fredsøe [11], the equilibrium
scour depth is about 0.4D, which is 4 cm and it will take more
than 10 min to reach the equilibrium scour depth. As the main
focus of this paper is on the scour onset, further simulation to
reach the equilibrium is not performed. In the next section, we
will place the pipe into this 2 cm scour hole in order to test
SedFoam’s capability to model backfill.

4.2. Backfill process

To simulate the backfill process, we use the sand bed obtained
at t = 60 s (Fig. 14) as the initial bathymetry. Furthermore,
the pipeline is artificially lowered so that it is attached to the
sediment bed and effectively sheltered by the adjacent sand
bed by about 1/4 of the pipeline diameter (see Fig. 15). Conse-
quently, the perturbations introduced by the pipeline and the
bathymetry start to encourage backfill. Importantly, the artificial
lowing method is an idealized treatment in this study to mimic
self-burial process, which does not fully represent the realistic
dynamic interactions between fluid, sediment and object move-
ment. With the initial velocities of fluid and sediment phases
specified as zero, we drive the model with the same oscillatory
flow (sinusoidal oscillatory flow of wave period T = 4 s and
velocity amplitude of 0.45 m/s) but without the ramp-up stage.

As shown in Fig. 16(a) and (b), at the instant of offshore–
onshore flow reversal, the primary vortex that has been generated
in the previous wave trough interval reaches the local bathy-
metric hump located at x = −0.09 m. The vortex entrains and
transports sediments toward the pipe and encourages more sed-
iments to be accumulated near the pipe. One second later as the
wave reaches the crest flow (Fig. 16(c) and (d)), the main flow is
directed toward the onshore direction, and flow separation occurs
at the onshore side of the pipe. The onshore-directed boundary
layer flow again passes over the local hump while entrain and
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Fig. 16. Snapshots of sediment concentration and flow velocity (left panels) and dynamic pressure and streamlines (right panels) during the backfill process in the
2nd wave at offshore–onshore flow reversal (panel (a) & (b), t = 4 s), onshore flow peak (panel (c) & (d), t = 5 s), onshore–offshore flow reversal (panel (e) and (f),
= 6 s) and offshore flow peak (panel (g) and (h), t = 7 s). The fluid velocity and seepage velocity are represented by white and black arrows, respectively. The
hite line (light brown line) at the bottom represents the instantaneous (initial) sediment bed.. (For interpretation of the references to color in this figure legend,
he reader is referred to the web version of this article.)
eliver more sediments toward the pipe. At t = 7 s of onshore–
ffshore flow reversal (Fig. 16(e) and (f)), the flow reverses and
he primary vortex generated during the previous onshore flow
nterval is now ejected toward the pipe and meanwhile entrains
nd transports sediments from the onshore bathymetric hump
23
located at x = 0.08 m toward the pipe. While the offshore flow
velocity magnitude keeps increasing, it continues to entrain and
deliver more sediments from the onshore hump toward the pipe
while a new vortex is being generated at the offshore side of the
pipe (Fig. 16(g) and (h)). It is worth pointing out that the fluid
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Fig. 17. Snapshots of sediment concentration and flow velocity (left panels) and dynamic pressure and streamlines (right panels) during the backfill process at the
3rd wave (panel (a) & (b), t = 12 s), the 6th wave (panel (c) & (d), t = 24 s), the 9th wave (panel (e) & (f), t = 36 s) and the 12th wave (panel (g) & (h), t =

8 s). The fluid velocity and seepage velocity are represented by white and black arrows, respectively. The white line (light brown line) at the bottom represents
he instantaneous (initial) sediment bed.. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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ressure difference due to the presence of the pipe still exists,
et its effect is less influential than the sediment transport driven
y the vortices. Clearly, the local bathymetric features interact
ith the vortices and encourage sediment transport toward the
ipe and causing backfill. Similar cycles continue and eventually
ausing significant burial of the pipe.
24
Fig. 17 shows the backfill/burial process at the end of every
hree wave-cycles. After the action of three wave-periods, the
mall spaces between the sediment bed and pipe have been filled
p (see Fig. 17(a) and (b), compare the instantaneous bathymetry
epresented by the white line with the initial bathymetry repre-
ented by the light-brown line). After six wave periods (Fig. 17(c)
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nd (d)), the sediments around the pipe begin to pile up although
he bed level at the offshore side is higher. In the following
nstant at the ninth wave (Fig. 17(e) and (f)), the onshore side
f the bed level increases significantly and the backfill at both
ides of the pipe is of a similar level. Subsequent backfill become
ore balanced at both sides of the pipe (Fig. 17(g) and (h)) and

he sediments keep on accumulating and end up reach about
alf of the pipe diameter. According to the empirical formula
rovided by Sumer et al. [1], at KC = 18, the burial depth

(similar to scour depth) is 0.4D, which is similar to the present
model results. By examining the pressure distribution at different
stages of the backfill process (see Fig. 17(b), (d), (f) and (h)), it
is important to point out that at the beginning of the backfill,
the presence of pipeline cause larger offshore–onshore pressure
gradient. However, toward the end of the backfill, the pressure
distribution is much more uniform and the pressure gradient be-
comes very small. SedFoam model results presented here confirm
the intuitive idea that the sediment backfill process is driven by
balancing the protrusion of the object and recovering the pressure
field back to a more uniform distribution.

5. Conclusions

An Eulerian two-phase numerical modeling framework for
sediment transport applications, SedFoam, has been applied to
simulate the scour onset via piping process and backfill process.
The model is validated with a laboratory experiment reported by
Sumer et al. [1] for the onset of scour of a slightly buried 2D fixed
pipeline driven by a prescribed pressure difference between two
sides of the pipe. The model is able to reproduce the observed
piping, including the formation of a small gap and rise of sand
at the downstream side, the subsequent expansion of the gap
to the upstream side, and the final breaching underneath the
pipe triggered by the larger seepage velocity. The correspond-
ing upstream–downstream pressure gradient evolution beneath
the pipe is also in agreement with measure data. When further
applying the model to simulate scour onset via piping driven by
a unidirectional current, the model can simulate the increase of
upstream–downstream pressure difference caused by the fluid
dynamic processes due to flow separation and the local piping
process.

As the most existing scour CFD models do not directly resolve
piping as the scour onset, we apply SedFoam, as a first proof-of-
concept attempt, to simulate scour hole development underneath
a pipeline with a small initial burial depth driven by an oscil-
latory flow at Keulegan–Carpenter number KC=18 although the
streaming effect is not considered here. The model’s capability
of simulating the burial processes has also been demonstrated
by artificially placing the pipeline in a shallow trench and the
simulated final burial depth is similar to that predicted by the
empirical formula. Future work should focus on implementing the
capability of moving object following the force balance law and
the equation of motion in order to carry out full simulations of
scour and burial of pipeline.

The model investigation presented in this paper demonstrate
a key advantage of a two-phase modeling methodology, that is,
to allow the simulation of more realistic interactions between
the hydrodynamics, the presence of structure, soil response, and
sediment transport. However, to more accurately model soil re-
sponse, future model extension is necessary. For example, it is
widely recognized that the concentration region of sediments
shows the behaviors of fluid-like and solid-like transition due to
the dilatancy effect as sediment concentration is below or above
the critical concentration [57]. For wet soil considered here, the
dilatancy effect is directly coupled with the pore-pressure re-
sponse due to microstructure rearrangement of the soil skeleton,
25
which reinforces the fluid or solid behaviors. The consideration of
small amount of air is also an import issue which directly causes
damping and phase lag of pore pressure change. These important
mechanisms should be incorporated into the Eulerian two-phase
models to expand the model applicability for a wider range of
applications involving sediment transport, seepage flow, and soil
responses.
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