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ABSTRACT: Efforts to explain animal population cycles often invoke
consumer-resource theory, which has shown that consumer-resource
interactions alone can drive population cycles. Eco-evo theory instead
argues that population cycles are partly driven by fluctuating selec-
tion for resistance in the resource, but support for eco-evo theory has
come almost entirely from laboratory microcosms. Here we ask, Can
eco-evo theory explain population cycles in the field? We compared
the ability of eco-evo models and classical “eco-only” models to ex-
plain data on cycles in the insect Lymantria dispar, in which out-
breaks of the insect are terminated by a fatal baculovirus. We carried
out a statistical comparison of the ability of eco-only and eco-evo
models to explain combined data from L. dispar outbreak cycles and
baculovirus epizootics (epidemics in animals). Both models require
high host variation in resistance to explain the epizootic data, but
high host variation in the eco-evo model leads to consistently ac-
curate predictions of outbreak cycles, whereas in the presence of high
host variation the eco-only model can explain outbreak cycles only by
invoking high levels of stochasticity, which leads to highly variable
and often inaccurate predictions of outbreak cycles. Our work pro-
vides statistically robust evidence that eco-evo models can explain
population cycles in the field.

Keywords: eco-evo, host-pathogen, population cycle, insect outbreak,
statistical computing.

Introduction

Ecologists have struggled for almost a century to provide
mechanistic explanations for animal population cycles (El-
ton 1924). The most widely cited explanations come from
consumer-resource theory, which has shown that pop-

* This contribution is part of a Focused Topic organized by Bret Elderd,
Nicole Mideo, and Meghan Duffy featuring studies bridging across scales in
disease ecology and evolution.
f Corresponding author; email: gdwyer@uchicago.edu.

ORCID: Dwyer, https://orchid.org/0000-0002-7387-2075; Mihaljevic, https://
orchid.org/0000-0003-2320-5773.

ulation cycles can be driven by predator-prey and host-
pathogen interactions (Kot 2001), but alternative theories
have shown that cycles can also be driven by environ-
mental stochasticity, age or stage structure, and consumer-
induced changes in resource quality (Barraquand et al.
2017). Here we test an important recent alternative to classi-
cal consumer-resource theory: eco-evolutionary (or “eco-
evo”) consumer-resource theory (Ellner 2013).

Eco-evo theory was developed in response to empirical
evidence showing that evolutionary change often occurs rap-
idly enough to affect ecological change (Dufty and Sivars-
Becker 2007; Hanski 2011; Ohlberger et al. 2011; Toju
2011; Duffy et al. 2012; Bruijning et al. 2019). Because evo-
lutionary biologists had long believed that evolutionary
change could only occur slowly, the change of perspective
that has resulted from observations of rapid evolutionary
change has been sufficiently revolutionary that it has been
referred to as “a paradigm shift” (Reznick et al. 2019).

Eco-evo consumer-resource theory postulates that pop-
ulation cycles are driven by feedbacks between ecological
and evolutionary mechanisms (Govaert et al. 2019), whereas
classical “eco-only” consumer-resource theory includes only
ecological mechanisms. In eco-only consumer-resource the-
ory, peaks in the density of the resource are terminated by
high densities of the consumer; the resulting decline in the
resource leads to a decline in the consumer, which in turn
permits a resurgence in the resource and thus sustained
cycles (Kot 2001). In the best-known version of eco-evo
consumer-resource theory, cycles again result from recipro-
cal changes in consumer and resource densities, but the
resource has heritable resistance to consumer attacks, and
it experiences a trade-off between resistance and fecundity
(Govaert et al. 2019). High consumer densities then select
for increased resource resistance, exacerbating the decline
in the consumer that results from a reduction in the den-
sity of the resource. Low consumer densities instead select
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for increased resource fecundity, speeding the resurgence
in the resource that results from a reduction in the density
of the consumer.

These differences are important because eco-evo mod-
els can produce qualitatively different predictions than
classical eco-only models. In some eco-evo models peaks
in consumer and resource densities are out of phase, lag-
ging each other by half a cycle period, compared with the
quarter-cycle lag of classical eco-only models (Yoshida et al.
2003; Cortez and Ellner 2010). Eco-evo theory may thus re-
vamp our understanding of consumer-resource cycles.

Empirical support for eco-evo consumer-resource the-
ory, however, relies almost entirely on laboratory micro-
cosms. This reliance has been documented in a review by
Hendry (2019); the effect, Hendry argues, is that eco-evo
consumer-resource theory has little to no support from
“the real world,” meaning from the field as opposed to
from the laboratory. The importance of Hendry’s criti-
cism is indirectly illustrated by a second review, which ar-
gues for the generality of out-of-phase consumer-resource
cycles by citing only laboratory microcosm studies (Hil-
tunen et al. 2014). A focus on laboratory microcosms is also
apparent in a reanalysis of a broad range of eco-evo models,
in which seven out of nine reanalyzed models had been
constructed from laboratory microcosm data, while the re-
maining two models had been constructed from laboratory
experiments that used field-collected organisms (Cortez
et al. 2020). The focus on laboratory data is a problem be-
cause field ecologists have known for decades that labo-
ratory studies often give different results than field studies
(Carpenter 1996). Eco-evo theory has therefore received
only passing mention by theoretical ecologists (Barraquand
et al. 2017) while often being ignored altogether by empir-
ical ecologists (Moreau et al. 2018; Myers 2018; Oli 2019).

Here we therefore ask, Is eco-evo theory useful for ex-
plaining animal population cycles in the field? To answer
this question, we tested whether eco-evo models can ex-
plain field data for an outbreaking insect, the moth Ly-
mantria dispar.! Modern approaches to model testing
emphasize the use of data to choose between alternative
models (Burnham and Anderson 2002), so we allowed for
the possibility that the data are better explained by eco-only
models. We therefore tested whether eco-evo models pro-
vide a quantitatively better explanation for the data than
eco-only models.

Part of the reason why it was important to quantita-
tively compare eco-evo and eco-only models is that eco-
only models have a long history of providing reasonable

1. This insect’s common name in English was “gypsy moth,” but that
name is an ethnic slur and is therefore no longer in use; a new English com-
mon name has not yet been selected.

explanations for population cycles in forest-defoliating
insects (Varley et al. 1973; Anderson and May 1980). In
L. dispar and other forest defoliators, population peaks
are terminated by natural enemies, typically parasitoids
and pathogens (Myers 1988; Roland and Taylor 1997;
Moreau and Lucarotti 2007), including the L. dispar baculo-
virus, which we study here (Woods and Elkinton 1987).
Eco-only consumer-resource models show behavior that
qualitatively matches this pattern; in both models and data,
population peaks in the resource are terminated by the con-
sumer (Dwyer et al. 2000; Cobbold et al. 2009), and the host
insect shows long-period (6-10 years), large-amplitude (four
to five orders of magnitude) fluctuations in density (Varley
et al. 1973; Myers 1988).

It is nevertheless true that, as assumed in eco-evo mod-
els, baculoviruses and other pathogens impose severe se-
lection on their insect hosts for increased resistance, and
insect resistance to baculoviruses and other pathogens is
often heritable (Fuxa and Tanada 1987). The lack of men-
tion of eco-evo models in the forest-defoliator literature
(Johns et al. 2016; but see Cory and Myers 2009) is there-
fore likely due to the qualitative successes of eco-only mod-
els at explaining defoliator data (Hunter and Dwyer 1998),
combined with the greater conceptual simplicity of eco-
only models (as we will discuss, eco-evo insect outbreak
models do not show out-of-phase cycles, so using qualita-
tive comparisons to distinguish between eco-only and eco-
evo models may be possible only for microcosm models).
Here we instead argue that when two theories provide quali-
tative predictions that are equally successful, what is needed
are quantitative comparisons of models to data (Luo and
Koelle 2013). This issue is of course not restricted to studies
of forest-defoliating insects; indeed, it is unclear whether
there are any field data on animal population cycles that
cannot be qualitatively explained by eco-only models (Tur-
chin 2003), suggesting that quantitative comparisons of mod-
els to data are a general necessity for testing eco-evo theory.

In the case of forest-defoliating insects, however, an
important problem is that data sets on insect outbreak
cycles almost always track only the insect (Varley et al.
1973; Myers 1988), whereas eco-only models track both
the insect and the pathogen; additionally, eco-evo models
track host resistance. It is thus unlikely that insect out-
break data on their own would be enough to allow us to
quantitatively choose between eco-evo and eco-only models.
Analyses of insect outbreak data have therefore instead often
relied on time-series models (Moreau and Lucarotti 2007;
Johns et al. 2016). In such analyses, second-order lags in
partial autocorrelation functions, a standard output of time-
series software, are taken as qualitative support for eco-only
models, following Turchin’s (1990) observation that second-
order lags are characteristic of consumer-resource interac-
tions. Time-series analyses are more statistically robust than



qualitative comparisons of models to data but exclude eco-
evo models from consideration altogether.

To quantitatively compare eco-evo models and eco-
only models, we therefore used more than just long-term
time-series data from L. dispar outbreaks; instead, we first
fitted some model parameters to short-term time-series
data from baculovirus epizootics (epizootics are epidemics
in animals) in L. dispar populations (Woods and Elkinton
1987) before fitting the remaining parameters to long-term
data from L. dispar outbreaks (Skaller 1985; Williams et al.
1991; Ostfeld et al. 1996). To approach the high level of
causal inference achieved by experimental microcosm stud-
ies, we also used data from baculovirus field experiments,
in the form of informative Bayesian priors on key model
parameters (Elderd et al. 2008; Fuller et al. 2012; Fleming-
Davies et al. 2015; Paez et al. 2017). We then chose between
the eco-evo and eco-only models using the Watanabe-Akaike
information criterion (WAIC), a Bayesian model selection
criterion (Gelman et al. 2014).

Field experiments had previously shown that, as as-
sumed by eco-evo models, an L. dispar individual’s resis-
tance to the baculovirus is highly variable and partly her-
itable and that resistance has a fitness cost (Elderd et al.
2006; Pdez et al. 2017). Moreover, in standard eco-evo in-
sect outbreak models, heritable but costly host resistance
leads to realistic cycles (Elderd et al. 2006; Paez et al.
2017), whereas in the corresponding eco-only insect out-
break models highly variable host resistance leads to an
unrealistic stable equilibrium (Dwyer et al. 2000). The ex-
perimental data thus support eco-evo models over eco-only
models.

The field experiments in question, however, were car-
ried out on single branches for 1 week, whereas L. dispar out-
breaks encompass hundreds of square kilometers (Liebhold
and Kamata 2000) and last for years (Johnson et al. 2005).
The field experiments were thus carried out at smaller spa-
tial scales and shorter timescales than the scales at which
L. dispar outbreaks occur in nature. Eco-evo models of in-
sect outbreaks are therefore subject to the same criticism
that Hendry (2019) leveled at eco-evo models in general: the
models have not been tested with data from the real world.
Moreover, stochasticity can turn the unrealistic damped
cycles of deterministic eco-only models into realistic sus-
tained cycles (Nisbet and Gurney 2003); stochastic eco-only
models could therefore provide an explanation for L. dispar
outbreak cycles that is as good or better than the explana-
tion provided by eco-evo models.

As we will show, however, L. dispar outbreak cycles are
better explained by eco-evo models. Our work thus pro-
vides what is to our knowledge the first statistically robust
evidence that eco-evo dynamics drive population cycles in
the field. Because our models also include substantial delays
between infection and infectiousness (Kennedy et al. 2014),
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which lead to a type of stage structure, our work demon-
strates that stage structure also has a key role to play in
consumer-resource cycles. As we discuss, our work has
implications for the use of baculoviruses in pest control
(Webb et al. 2005).

Methods
A Model of Baculovirus Epizootics

In defoliating insects like Lymantria dispar, baculovirus
transmission occurs when host larvae feed on foliage con-
taminated with viral particles released from infectious ca-
davers (Cory and Myers 2003). Baculoviruses must there-
fore kill to be transmitted, and only larvae can become
infected. Epizootics can be terminated by host pupation,
but they can also be terminated by the decimation of the
host population by the baculovirus (Fuller et al. 2012). Hosts
that survive the epizootic reproduce in the late summer af-
ter transmission has ended.

Asis often true of insect baculoviruses (Fuller et al. 2012),
the L. dispar baculovirus overwinters largely through the
external contamination of egg masses, which leads to infec-
tions among hatchlings (Murray and Elkinton 1989, 1990).
Because multiple rounds of transmission occur after hatch,
baculovirus infection rates increase strongly with host
density (Woods et al. 1991), as is also often true for insect
baculoviruses (Moreau and Lucarotti 2007). Since the intro-
duction of the fungal pathogen Entomophaga maimaiga in
1989, L. dispar outbreaks have been less frequent and less
severe in North America (Tobin et al. 2012), so baculovirus
epizootics have almost entirely ceased (Kyle et al. 2020).
Entomophaga maimaiga prefers moderate temperatures,
however, so climate change may be shifting the competi-
tive balance back to the baculovirus (Elkinton et al. 2019).
Here we therefore consider L. dispar-baculovirus dynamics
in the pre-E. maimaiga period.

Because host variation strongly modulates baculovirus
epizootics in L. dispar populations (Dwyer et al. 1997), host
variation is a key feature of our epizootic model. The epi-
zootic model, however, describes baculovirus spread dur-
ing only a single larval season, so host reproduction is in-
stead incorporated into the eco-only and eco-evo models
that describe long-term dynamics (Dwyer et al. 2000). As-
sumptions about whether host variation in resistance is
genetic or environmental are thus relevant only for the long-
term models, so our eco-evo and eco-only models use the
same epizootic model.

The epizootic model is a susceptible-exposed-infectious-
removed (SEIR) model from human epidemiology (Keel-
ing and Rohani 2008), where S is the symbol for suscep-
tible, E is the symbol for exposed, I is the symbol for
infectious, and R is the symbol for removed. Because in
our case the infectious class consists of pathogen-killed
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cadavers, we use P instead of I, and we do not use R be-
cause a removed class would represent cadavers that are
no longer infectious and that are therefore of no interest.
In addition to these changes in symbols, we also changed
the model structure to include host variation in infection
risk (Dwyer et al. 2000):

change in average
susceptible transmission
hosts at time ¢
~ —_—
C2
ds _ S(t)
= = — 7 - ,
dt ~— S(O) ~—~ ~—~
initial host  pathogen
average density  density
transmission
(1)
change in o
exposed-host CV of aging into
class 1 transmission next exposed
— "22\ class
dE S(t _
B _ Gep(S0) - m_ 6 E,
dt S(0) ~ =~
no. of death
exposed rate
classes (2)
change in
exposed
class i aging out of aging into
— previous class next class all but class 1
dE,' —_— —_— /—/\
— = méE,_, — mé E, (i=2,..,m),
dt ~—
hosts in
exposed
class i

(3)

change in
infectious death of
cadavers hosts in final ~ cadaver
— exposed class decay
dP — —
— = méE, — pu P. (4)
dt ~~—
decay
rate

Because the model includes multiple exposed classes, it
allows for a gamma-distributed delay between infection
and death (Keeling and Rohani 2008); for brevity in what
follows, we refer to the length of this delay as the “speed of
kill.” More complex models allow for “fat-tailed” distributions
of speed of kill, in which some infected hosts take a long time
to die (Wearing et al. 2005), but allowing for this complica-
tion is beyond the scope of our work.

The mean speed of kill in the model is the inverse of the
death rate 1/6, while the variance in the speed of kill is
1/mé* (Keeling and Rohani 2008). Increases in the num-

ber of exposed classes m thus reduce the variance in the
speed of kill, which in turn has important consequences
for outbreaks. To explain these consequences, we note first
that the variance in the speed of kill of infected hatchlings
is very low (Woods and Elkinton 1987), so we assume that
infected hatchlings all die at the same time after hatch. The
death of the infected hatchlings then creates a sharp initial
pulse of infectious cadavers. If the variance in the speed of
kill of later-stage larvae is also low, the initial pulse will lead
to additional pulses later in the epizootic; the last few pulses,
however, may be eliminated if the epizootic is terminated
by host pupation.

The elimination of the last few pulses in turn means
that multiple generations may be required for the patho-
gen to decimate the host, creating a delay between the peak
density of the insect and the peak density of the pathogen.
A low variance in the speed of kill thus increases the se-
verity of the delayed density dependence imposed by the
pathogen, which in turn increases the period and ampli-
tude of the host-pathogen population cycle (Krylova and
Earn 2013). Because these effects are caused by pulses in
the infection rate, they are a consequence of a type of stage
structure.

The parameter 7 is the average transmission rate, the
rate at which uninfected hosts become infected by (acci-
dentally) feeding on dead infectious cadavers. The distri-
bution for which  is the mean has coefficient of variation C,
the ratio of the standard deviation to the mean (for the
purposes of fitting the SEIR models to data, we reparam-
eterized according to k = 1/C% estimating k instead of
C improves normality, thereby producing more robust
inferences; see Mihaljevic et al. 2020). Because 7 is a mea-
sure of infection risk, we use it as an inverse measure of
host resistance. For brevity we refer to » as “average risk,”
but strictly speaking » is the average risk only at the begin-
ning of the epizootic.

The average risk for time t > 0 is instead ﬁ(S(t)/S(O))CZ,
where S(0) is the initial host density and S(¢) is the host
density at t (Dwyer et al. 2000). Given that there is no host
reproduction during the epizootic, the density of unin-
fected hosts S(t) declines as the epizootic proceeds. Aver-
age risk therefore also declines as the epizootic proceeds
because higher-risk hosts become infected and die earlier
than lower-risk hosts, but average risk is further reduced
by increases in host variation C. This latter effect occurs
because increases in C are equivalent to the addition of
hosts with both higher than average risk and lower than
average risk, but the addition of hosts with lower than av-
erage risk has a bigger effect on average risk than the ad-
dition of hosts with higher than average risk (Anderson
and May 1992).

In the model, a host’s infection risk is assumed to be
fixed over its lifetime; if infection risk instead varied randomly



over the host’s lifetime, variation in risk would be averaged
out of the model altogether (Dwyer et al. 1997). Meanwhile,
models with no variation in risk provide a poor fit to epi-
zootic data (Dwyer and Elkinton 1993) and are therefore of
little interest.

Modeling Insect Outbreak Cycles

Like many outbreaking insects (Hunter 1995), L. dispar
has discrete, nonoverlapping generations, so we model long-
term insect-baculovirus dynamics using difference equa-
tions (Briggs and Godfray 1996). To calculate the fraction
infected in the long-term models, we nest the within-season
SEIR model inside the difference equations (Dwyer et al.
2000). The eco-only and eco-evo models thus differ only in
terms of whether they assume that host variation in infec-
tion risk is heritable.

Eco-Only Model. In the eco-only model, host variation
in infection risk is assumed to be due entirely to environ-
mental factors and is thus not heritable. Nonheritable host
variation in infection risk could be due, for example, to
variation in the extent to which an adult female provisions
its eggs, which in L. dispar can result from variation in the
amount of food that was available to that female when it
was a larva (Diss et al. 1996). If egg provisioning affects in-
fection risk, variation in a female’s nutrition could create
environmental variation in its offspring’s infection risk.

An individual’s infection risk in the eco-only model is
further assumed to be uncorrelated with the infection risk
of its parents or ancestors; the model thus assumes not
only that infection risk is not heritable but also that infec-
tion risk has no memory. The mean infection risk » and
the coefficient of variation of infection risk C are therefore
constant over generations. Because the average infection
risk in the within-season SEIR model falls during the epi-
zootic, infection risk in the eco-only model is reset to the
same value at the beginning of each epizootic. The model
is then (Dwyer et al. 2000);

hosts in fecundity hosts in
generation in gen'n  gen’n fraction
n+1 n n  surviving epizootic (5)
— = N N/
Nn+1 = )\n Nn (1 - I(Nmzn)) >
cadavers in
generation over- fraction infected
n+ 1 wintering in epizootic
— =~ —_—
ZrHrl = ¢ Nn i(Nn) Zn)
(6)
cadavers
long-term i gen'n
survival /"\
Yz
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Because L. dispar population growth may be affected by
stochastic fluctuations in weather (Williams and Liebhold
1995), we allow fecundity A, to vary stochastically across
generations n, following a lognormal distribution with con-
stant mean and variance. Infectious cadavers produced dur-
ing the epizootic overwinter at rate ¢; because ¢ allows for
both overwinter survival and the high susceptibility of
hatchling larvae, it is possible, and indeed likely, that ¢ >
1 (Fuller et al. 2012; Fleming-Davies and Dwyer 2015). The
survival of pathogen particles from earlier epizootics is sym-
bolized as ~.

Density dependence enters into the model through the
infection rate function i(N,, Z,), which is calculated using
the within-season SEIR model equations (1)-(4) according
to

O ()
iN,,Z,) =1 50) (7)

Here S(T) is the density of uninfected hosts in the SEIR
model at the end of an epizootic that lasts T days. Larval
periods typically last 8 weeks (appendix, available online),
so we assume that ' = 56 days. Larval periods also some-
times last 9 or, more rarely, 10 weeks, but Fuller et al.
(2012) showed that increasing the epizootic length from
56 to 200 days leads to only modest increases in the in-
fection rate i(N,, Z,). Increasing the epizootic period to 9
or 10 weeks would therefore likely have had little effect on
our results.

To complete the connection between the within-season
SEIR model and the long-term eco-only model, we set the
initial host and pathogen densities S(0) and P(0) in the SEIR
model equal to the host and pathogen densities N, and Z,
in the eco-only model:

5(0) = N,, (8)

P(0) = Z,. 9)

High values of N, and Z, in the eco-only model are thus
translated into high values of S(0) and P(0) in the SEIR
model, in turn leading to a high infection rate i(N,, Z,)
that causes the host population to crash. After a crash it
takes multiple generations for another host outbreak to
occur; because of the delays that we referred to earlier, it
takes at least a generation after the outbreak peak for the
pathogen to reach levels high enough to terminate a host
outbreak. The lag between the host and the pathogen peaks
leads to the delayed density dependence that drives realis-
tic insect outbreak cycles, as in classical predator-prey mod-
els (Kot 2001).

As we described, however, high host variation C low-
ers the infection rate i(N,, Z,), reducing the severity of
the delayed density dependence. Indeed, if model epizo-
otics are always terminated by low host densities instead
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of by host pupation (Keeling and Rohani 2008), C > 1
guarantees a stable point equilibrium in the deterministic
eco-only model (Dwyer et al. 2000), following the “CV?* > 1
rule” of discrete-generation host-parasite models (Hassell
et al. 1991). In our model epizootics can instead be termi-
nated by pupation, but C > 1 again leads to a stable point
equilibrium in deterministic versions of the model (Fuller
et al. 2012). Stochasticity nevertheless turns the damped
cycles of the deterministic versions of the model into sus-
tained cycles, as generally occurs in models that show damped
cycles (Nisbet and Gurney 2003).

Eco-Evo Model. As we mentioned, however, week-long
branch-scale field experiments strongly support eco-evo
models. First, an experiment using half-sibling L. dispar
larvae showed that male parents have a meaningful effect
on larval infection risk, demonstrating that resistance is
heritable (Paez et al. 2017). Heritability in the experiment
was b = 0.13, with confidence bounds that do not include
zero. Additional experiments showed that infection risk
is lower in larvae whose parents have survived population
crashes, consistent with selection for increased resistance
(Elderd et al. 2008). A final field experiment showed that
tull sibling groups that have lower infection risk have lower
fecundity, demonstrating that resistance is costly (Péez et al.
2017).

Allowing for these complications produces our eco-evo
model (Péez et al. 2017):

Nn+l = Nn[l - i(Nn) Zrn ljn)]
effect of trade-off on host fecundity (1())

X {7, + r,59,[1 = i(N,» Z,, 7)1},

Zn+l = ¢Nni(Nn>Zna ljn) + ’YZn) (11)

avg. genotypic infection
risk at epizootic end

Ber = Bo[l = i(Nps Zns 50)]°

effect of trade-off on infection risk (12)

(149,00 + D1 - i(Nn,Zn,T/n)]’“CZ}.
1+ 55,[1 = i(Np, Zn, 5)]"

normalization factor

To connect the long-term eco-evo model to the within-
season SEIR model, we use equations (7)—(9) from the eco-
only model, but we add an equation for infection risk:

5= 7. (13)

Here v is the initial average infection risk in the within-
season SEIR model, while 7, is the average infection risk
in generation #n in the eco-evo model. Changes in », in
the eco-evo model, resulting from the heritability of re-
sistance or the fecundity cost of resistance, thus alter 7,
in the SEIR model.

Because we have no information about the extent to
which variation in risk changes between generations, we
again assume that the coefficient of variation C is constant.
The eco-evo model therefore tracks changes in average
risk », only. Because C describes variation in the overall
distribution of risk, it represents a combination of envi-
ronmental and genetic variation. The term bC? then rep-
resents genetic variation, specifically the squared coefficient
of variation of the genotypic distribution, so b is the (narrow-
sense) heritability.

The most complex trade-off model that could be sup-
ported by Pédez et al.’s (2017) experimental data was lin-
ear; we therefore assume that fecundity increases linearly
with infection risk, with baseline fecundity r, and with
slope 7,s. To understand the effect of this assumption on
the model, recall that the average risk at time ¢ dur-
ing the epizootic is ﬁ(S(t)/S(O))CZ. At the end of the epi-
zootic, when t = T, the cumulative fraction infected is
i(N,,Z,,7,) =1 — S(T)/S(0). It follows that the average
risk at the end of the epizootic is ¥[1 — i(Nn,Zn,T/n)]CZ.
Summing per capita fecundity across individuals with
different infection risk is then equivalent to averaging
risk across individuals, so per capita fecundity is r, +
r,5v,[1 — i(Nn,Zn,T/n)]C2 (Péez et al. 2017). The expres-
sion for the effect of the trade-off on average infection risk
results from a similar derivation. Changes in the densities
of the host and the pathogen and in average infection risk are
thus driven not just by ecological mechanisms but also by
balancing selection for host resistance and host fecundity.

Increased host variation acts both to lower epizootic se-
verity and to increase the rate of evolutionary change; be-
cause of these countervailing effects, the eco-evo model
can show sustained cycles even if variation C > 1 and even
if stochasticity o, = 0 (Péez et al. 2017). To ensure a fair
comparison between models, however, we included sto-
chasticity in the eco-evo model by allowing baseline fecun-
dity 7, to change randomly in each generation, as in the
eco-only model. Deterministic versions of the eco-evo model
nevertheless fit the data better than stochastic versions, as
we will show.

Fitting Models to Data

Because the baculovirus epizootic data and the L. dispar
outbreak data were collected independently of each other,
we fitted our models separately to the two types of data.
This in turn meant that we were able to take advantage of



the nesting of the SEIR model inside the long-term mod-
els by carrying out the model fitting in two steps (fig. 1). In
step 1, we fitted the SEIR model to data from baculovirus
epizootics and experiments. The epizootic data provide
weekly estimates of the fraction of larvae dying over single
larval seasons in multiple populations (Woods and Elkin-
ton 1987). The experimental data provide estimates of
baculovirus transmission rates from single branches in
the field and estimates of speeds of kill from cups in the
laboratory (Elderd et al. 2008; Fleming-Davies et al. 2015;
Péez et al. 2017).

In step 2, we fitted the long-term models to the hand-
ful of published time series of L. dispar densities that in-
clude more than one outbreak (appendix). Because these
data include no information about the baculovirus, we
used the parameters of the within-season SEIR models from
step 1 as parameters for the within-season SEIR models
nested in the long-term models in step 2. The parameter
estimates from step 1 thus made up for the lack of infor-
mation about the baculovirus in the long-term data. The
baculovirus epizootic data and the L. dispar outbreak data
were collected over very different timescales: 6-10 weeks
for the epizootic data and 11-17 years for the outbreak
data (spatial scales were similar: 4-9 ha for the epizootic
data, 1.5-18 ha for the outbreak data). By using the SEIR

Testing Eco-Evo Theory with Field Data 000

model parameters from step 1 as parameters in the long-
term models in step 2, we were thus using data collected
over short temporal scales to explain data collected over
long temporal scales.

The epizootic data and the experimental data were cor-
respondingly collected over very different spatial scales: on
branches that included ~1 m? of foliage for the experimen-
tal data and in 4-9-ha forest plots for the epizootic data
(temporal scales were similar: 1-3 weeks for experiments,
6-10 weeks for epizootics). By using the experimental
data to estimate the within-season SEIR model parameters
in step 1, we were therefore using data collected at small
spatial scales to help explain data collected at large spatial
scales. Across the two steps in our model fitting, we thus
tested the extent to which small-scale data can explain large-
scale data. These tests were important because they pro-
vided a way of testing the prediction of eco-evo theory that
natural selection at the scale of an individual can explain
host-pathogen dynamics at the scale of a population.

We thus followed a long-standing approach to model
testing in ecology in which small-scale data are used to
estimate model parameters and to generate model pre-
dictions and large-scale data are used to test the model
predictions (Kareiva and Odell 1987; Keeling et al. 2001;
Halloran et al. 2002; George et al. 2011; Blackwood et al.
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Figure 1: Overview of model fitting. Red dashed rectangles and arrows indicate experimental data, green solid circles and lines indicate
priors and likelihoods of susceptible-exposed-infectious-removed (SEIR) models fitted to baculovirus epizootic data, and blue dotted
hexagons and lines indicate priors and likelihoods of long-term models fitted to Lymantria dispar outbreak data.
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2013; Searle et al. 2016). Most applications of this approach,
however, have used only point estimates of the model param-
eters and only qualitative comparisons of model predictions
to large-scale data. Using point estimates of the model pa-
rameters is problematic because the nonlinearities that are
inherent in most ecological models can turn a small amount
of uncertainty in a model’s parameters into a large amount
of uncertainty in a model’s predictions (Elderd et al. 2006).
Using qualitative comparisons of models to data is prob-
lematic because qualitative comparisons can conceal bio-
logically meaningful differences in the fit of different models
(Hunter and Dwyer 1998); as we described in the introduc-
tion, this latter problem is likely part of the reason why eco-
evo theory has had a limited impact on ecology.

In testing whether small-scale data can explain large-
scale data, we therefore allowed for parameter uncertainty,
and we compared models to data on the basis of quanti-
tative criteria. To do this, we generated model predictions
for distributions of model parameters rather than for point
estimates of model parameters, and we calculated likelihood
scores rather than relying on visual comparisons of models
to data. To carry out this procedure in a statistically robust
way, we used Bayesian statistical techniques; this means that
we constructed prior distributions from small-scale data, and
we combined the priors with likelihoods from large-scale
data to form posterior distributions of the model param-
eters (Gelman et al. 2014). We then used the posterior dis-
tributions of the parameters to calculate WAIC model se-
lection scores, and we used the WAIC scores to choose
between models.

Like the non-Bayesian AIC (Burnham and Anderson
2002), WAIC balances the better fit of more complex mod-
els against the greater parsimony of simpler models (Gel-
man et al. 2014). To do this, WAIC assigns each model
a goodness-of-fit score, which is equal to twice the model’s
negative log likelihood averaged across the posterior distri-
bution of the model parameters, and a penalty score, which
is equal to the variance in the model’s log likelihood calcu-
lated across the posterior distribution of the model param-
eters (appendix). WAIC assigns smaller (better) negative
average log likelihoods to better-fitting models, which often
have more parameters, but it assigns higher penalty scores to
models with more variable predictions, which are often pro-
duced by models that have more parameters. Following a rule
of thumb from the theory of model selection (Burnham and
Anderson 2002), we conclude that one model fits the data bet-
ter than a second model if the first model’s WAIC score is at
least 3 points better (lower) than the WAIC score for the
second model; otherwise, we conclude that the fits of the
two models are statistically indistinguishable (Bolker 2008).

In step 1 of our model fitting, WAIC allowed us to com-
pare cases in which we used experimental data to construct
priors (appendix) to cases in which we used uninforma-

tive or “vague” priors, which assign equal probability to large
parameter ranges and therefore include no information from
the experimental data. (Following statistical practice, we re-
fer to cases with different priors as different models even
when the underlying mathematical models are the same.)
We then compare WAIC scores for the models with
experiment-based priors to WAIC scores for the models
with vague priors. Meaningfully better WAIC scores for
the models with experiment-based priors then indicate that
the small-scale experimental data improve our inferences
about the large-scale epizootic data and thus that the small-
scale data help explain the large-scale data (Mihaljevic et al.
2020).

In both steps in our model fitting, the two best models
included a model that had vague priors and a model that
had experiment-based priors, and in both steps the two best
models had statistically indistinguishable WAIC scores. Be-
cause of the differences in priors, however, in both steps
the two best models had different posterior means for at
least one parameter, indicating that the models provide
biologically different explanations for the data. Because ex-
periments can provide deeper insights into underlying mech-
anisms than model fitting alone, in both cases we conclude
that the model with experiment-based priors is the best
model. We therefore further conclude that the small-scale
data, in the form of experiment-based priors, help to explain
the large-scale data.

In step 2, we followed Kendall et al. (1999) in fitting the
long-term models only to the periods and amplitudes of
the L. dispar time series rather than to the entirety of each
time series. Fitting the entirety of a time series would likely
have required that we know the initial value of the path-
ogen density as well as the initial value of infection risk for the
eco-evo models, but both are unknown. Long-term model
periods and amplitudes are in contrast independent of the
initial values of the state variables (Rasband 2015), so fit-
ting the models to the periods and amplitudes did not re-
quire initial values of pathogen density or infection risk.
Fitting the models to periods and amplitudes further allowed
us to avoid fitting the average infection risk » in the eco-
only model and the relative slope parameter s in the eco-
evo model (appendix), because those parameters affect only
the equilibrium values of the state variables.

These details are important because fitting the models
to the average period and average amplitude meant that
adding stochasticity did not improve the fit of the eco-evo
models to the data. This is because in models like the eco-
evo models that show sustained cycles without stochasticity,
stochasticity mostly changes the variance of the cycle period
rather than the average period (Dwyer et al. 2004). Mean-
while, none of the L. dispar outbreak time series spanned
more than two outbreaks, so we were not able to estimate
the variance in the period from the data, which in turn



meant that we were not able to include the variance in the
period as one of the statistics to which we fitted the models.
Stochasticity therefore had little effect on the fit of the eco-
evo models to the data. For the eco-only models, in contrast,
stochasticity is necessary for the models to produce realistic
cycles, as we will show.

The lack of an effect of stochasticity on the fit of the
eco-evo models became clear in the first step in our model-
fitting algorithm. The model-fitting algorithm combines
an initial line-search step with a subsequent Metropolis-
Hastings Markov chain Monte Carlo (MCMC) step and
is therefore known as line-search MCMC (Kennedy et al.
2014). After the line-search step in the algorithm, a diag-
nostic can be generated by plotting marginal histograms of
the parameters. In the case of the eco-evo models, the mar-
ginal histograms for the stochasticity parameters were al-
most flat for stochasticity values near zero; indeed, zero
stochasticity gave the highest values of the posteriors, but
values that were slightly larger were nearly as good. It there-
fore appears that the eco-evo models without stochasticity
provide the best fit to the data; we were unable to use WAIC
to conclusively demonstrate this better fit, however, be-
cause the MCMC algorithm in step 2 of our model fitting
did not converge for the stochastic eco-evo models, likely
because of the flatness of the marginal posteriors for the
stochasticity parameter. Although it may therefore be true
that for the eco-evo models there is some low, nonzero value
of stochasticity that allows for an even better fit than zero
stochasticity, our main goal was to compare the eco-evo
models and the eco-only models; accordingly, the possible
existence of a nonzero value of stochasticity that gives a bet-
ter fit of the eco-evo models to the data is of little interest.
More broadly, although stochasticity likely affects L. dispar
outbreak cycles in nature, the flatness of the marginal his-
tograms on the stochasticity parameter makes clear that
adding stochasticity to the eco-evo models would not have
changed our conclusions. Generalist predators similarly af-
fect mostly the variance in the period (Dwyer et al. 2004), so
we did not include generalist predators either.

A related point is that in step 2 we did not use time-
series data of the area defoliated by L. dispar (Johnson et al.
2005; Bjornstad et al. 2010), even though such time series
are often longer than the available time series of L. dispar
densities. The problem is that the area-defoliated data do
not have a clear relationship to L. dispar larval density; area
defoliated data therefore can be used to calculate the period
of L. dispar outbreak cycles but not the amplitude. If we
had fitted our models to area-defoliated data, we would
therefore have run a high risk that the best models would
show damped cycles with the correct period but with an
unrealistically small amplitude, biasing our fitting proce-
dure against the eco-evo models. Reassuringly, periods in
area-defoliated data range from 8 to 12 years (Johnson et al.
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2005) and are thus reasonably close to the 9-12-year range
in the density data.

Results

Eco-Evo Models Better Explain the
Lymantria dispar Outbreak Data

In step 1, the best SEIR model (“SEIR + Transm’n”) has
experiment-based priors on the average transmission pa-
rameter 7 and on the inverse host variation parameter
k = 1/C*, while the second-best model (“SEIR + All”)
has experiment-based priors on all biologically meaning-
ful parameters, meaning all but the stochasticity and mea-
surement error parameters (fig. 2). The WAIC score for the
second-best model is less than 3 points higher than the score
for the best model (AWAIC < 3), however, so the fits of
the two models are statistically indistinguishable (Bolker
2008). In contrast, for the third-best model, which has
experiment-based priors on the death rate 6 and on the num-
ber of exposed classes m, the WAIC difference (AWAIC)
is more than 5. This value is sufficiently large that we do
not show a visual comparison of this model’s predictions
to data, and we did not use the model’s posterior as a prior
in step 2.

The two best SEIR models are able to explain most of
the epizootic data. Both models underestimate the late-
season infection rate in one population (initial density:
32 larvae/m?), while the second-best model underestimates
the infection rate in a second population (initial density:
9 larvae/m®). These discrepancies are relatively modest,
however, so for the best model r* = 0.57, while for the
second-best model r* = 0.70 (fig. 2; because of the differ-
ence in how likelihoods and r? values are calculated and
because of the small AWAIC score for the two best mod-
els, we do not expect agreement between WAIC scores and
r? values; see the appendix for an explanation of how we
calculated r?). Our results from step 1 thus suggested that
the posteriors from the two best epizootic models could
help us make inferences about the long-term models in
step 2.

Our results from step 2 then show that the best long-
term model is the eco-evo model that uses an experiment-
based prior on heritability b and that uses priors based on
the SEIR + All model (step 2: “Eco-evo + experimental b/
SEIR + All model”; fig. 2). The second-best model is the
eco-evo model that uses a vague prior on b but that also
uses the SEIR + All model (“Eco-evo/SEIR + All model”).
For the second-best model, the WAIC difference (AWAIC)
is less than 2, again indicating that the explanations pro-
vided by the two best models are statistically indistinguish-
able. In contrast, the best eco-only model (“Eco-only/SEIR +
All model”) has a AWAIC of more than 8, a substantial
difference. We therefore conclude that eco-evo models
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Figure 2: Model-fitting results. Following figure 1, red dashed rectangles and arrows indicate experiment-based priors on within-season
susceptible-exposed-infectious-removed (SEIR) parameters, solid green ovals and arrows indicate Watanabe-Akaike information criterion
(WAIC) analyses for within-season SEIR models, and dotted blue hexagons indicate WAIC analyses for the eco-evo and eco-only models.
The WAIC score for the best model is indicated by a bold-lined oval in step 1 and by a bold-lined hexagon in step 2. “Avg. LH” refers to the
log likelihood averaged across the posterior, pWAIC, indicates the penalty term, and AWAIC is the difference between a model’s WAIC
score and the best score. Under step 1, we compare SEIR model predictions with epizootic data, with the best model in the lower plot and the
second best in the upper plot. Each subplot represents a distinct population with its own initial host and pathogen densities (Woods and Elkinton
1987). Subplots are arranged according to initial host density, with the highest density at the upper left, the second highest density at the upper
right, and the lowest density at the lower right; following this ordering, the densities are 166, 62, 32, 24, 9, 7, 6, and 3 larvae/m”. The blue lines in the
subplots show 25 realizations of each model, and the red points show the data. Red points at negative times represent the fraction infected among
hatchlings and therefore serve to determine the initial inputs of virus (appendix). We do not show results for the worst model, which has an average
likelihood of —150.8, a penalty term (pWAIC,) of 3.4, and a WAIC difference (AWAIC) of 5.1. Under step 2, the smaller sky-blue points show the
model predictions for a large draw from the posterior of each model, and the larger red points show the data. The black cross symbols show the
average model predictions, and the gray ovals show the estimated measurement error for each model prediction. Measurement error is shown in
the form of tenth percentiles of normal distributions that use each predicted period-amplitude combination as means and error variances and error
covariances calculated across the six data points. We do not show results for the worst model, which has an average likelihood of —34.8, a pWAIC,
of 3.2, and a AWAIC of 56.3.

the data. The two best eco-evo models must invoke mea-
surement error to explain the data because for both models—
and indeed for all of our long-term models—there is no
single parameter set that can explain all six data points.

provide a much better explanation for L. dispar outbreak
cycles than do eco-only models.

Figure 2 also shows the cycle periods and amplitudes
in the models versus the cycle periods and amplitudes in



The amount of measurement error that the eco-evo models
need to explain the data is further increased by data points
that do not match the model predictions of the correlation
between the cycle period and amplitude. Such correlations
are typical of deterministic models that show sustained
cycles (Rasband 2015), but as figure 2 shows not all of the
data points match the predicted correlations for the two
best models. Estimates of measurement errors are simi-
larly high in empirical studies of L. dispar population cycles
(Elkinton et al. 1996), however, suggesting that the model
estimates of measurement error are consistent with field
estimates of measurement error.

Meanwhile, the best eco-only model has a much worse
WAIC score than the best eco-evo models. This is true even
though the best eco-only model makes good predictions
for many parameter sets (fig. 2); the problem is that for
many other parameter sets, the model makes very poor
predictions. Also, like the best eco-evo models, the best eco-
only model must invoke high measurement error to ex-
plain the data. For the best eco-only model, however, the
combination of high measurement error and a high fre-
quency of poor predictions leads to a very poor log aver-

log,q Host
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age likelihood and to very high variability in the log aver-
age likelihood.

The Importance of Experiment-Based Priors

The main reason why the eco-evo models provide a bet-
ter explanation for the data than the eco-only models is
that the within-season SEIR models nested in both sets of
long-term models have priors that originated as posteriors
for the best SEIR models. For the best within-season SEIR
models, all of the posterior values of the inverse host var-
iation parameter k = 1/C* < 1, while for the third-best
SEIR model 48% of the posterior values of k are less than
1. These high levels of host variation are necessary for the
SEIR models to explain how epizootic severity varies across
host densities (Dwyer et al. 1997). Meanwhile, in the eco-
evo models, which as we explained are deterministic, high
host variation is consistent with realistic sustained cycles
(fig. 3), but high host variation in deterministic versions
of the eco-only models leads to unrealistic damped cycles.
As we have seen, the eco-only models must then invoke
high levels of stochasticity to explain the L. dispar outbreak
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Figure 3: The top two panels show predictions of the eco-evo model, generated using the posterior median values of the parameters. The
top panel shows host and pathogen densities, and the middle panel shows the average infection risk. The bottom panel shows a single re-
alization of the best eco-only model, again generated using median posterior values of the parameters.
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data, leading in turn to cycles with periods and amplitudes
that are highly variable and far from the data (fig. 2). The
eco-only models therefore have much worse WAIC scores.

Part of the reason why the posteriors of the within-
season SEIR models are centered on high levels of host
variation is that the SEIR models fitted to the epizootic
data use priors that were constructed from experimental
data (fig. 4), which in turn show high levels of host var-
iation (Elderd et al. 2008). The experiment-based priors
allowed the SEIR models to provide good fits to the epizo-
otic data, which is why we used the posteriors of the
SEIR models as priors for the long-term models. The
experiment-based priors on k in particular indirectly ex-
plain the poor performance of the third-best SEIR model,
which had a vague prior on k.

To explain this latter point we note first that for the
SEIR models fitted to the epizootic data, the mean poste-
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rior values of 7 are extremely similar across models, while
the posterior mean values of k for the two best models are
only modestly lower than the posterior mean value of k
for the third-best model (fig. 4). This is true even though
the posterior means on k and » for the third-best model
were determined entirely by the epizootic data, whereas
the posterior means on k and 7 for the two best models were
determined largely by the experimental data, as evidenced
by the similarity of prior and posterior means for those
models. Estimates of k and » from small-scale experiments
are thus close to estimates of k and 7 from epizootics. The
third-best model nevertheless has a worse WAIC score
because its vague priors on k and 7 led to high uncertainty
in those parameters, leading in turn to a high penalty
score that outweighed the model’s slightly higher average
likelihood compared with the second-best model (fig. 2).
Experiment-based priors on k and v therefore improved
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Figure 4: Comparison of parameter values across epizootic models. The label on each graph identifies the parameter being plotted, with
points indicating means and vertical bars indicating 1 standard deviation, with both means and standard deviations calculated on a log,
scale. On the horizontal axes, “P” indicates the experiment-based priors themselves, “I” indicates the model with experiment-based priors
on the transmission parameters » and C, “A” indicates the model with experiment-based priors on all biological parameters (not
stochasticity or measurement error), and “K” indicates the model with experiment-based priors on the death rate parameter 6 and the num-
ber of exposed classes m. “Variation” indicates the inverse host variation parameter k = 1/C*, “Transmission” indicates the average trans-
mission parameter/infection risk parameter 7 (units of m?*/day), “Decay” indicates the decay parameter u (units of 1/day), “Stochasticity”
indicates the stochasticity parameter o5, “Ratio” indicates the ratio parameter p (see the appendix), “Kill” indicates the death rate parameter
6 (units of 1/day), “# Classes” indicates the number of exposed classes m, and “Msmnt Error” refers to the measurement error parameter 1.



our inferences partly by reducing the uncertainty in our
posterior estimates of k and 7.

The number of exposed classes m is a second param-
eter for which an experiment-based prior improved our
inferences about the long-term models. The SEIR + All
model, for which both the experiment-based prior and
the posterior have mean m = 27.8, is used in the three
best long-term models, including the two best eco-evo mod-
els and the best eco-only model. The two worst long-term
models, in contrast, use the SEIR + Transm’n model, which
has a vague prior and a posterior with mean m = 7.40
(fig. 2). The difference in posterior mean values of m be-
tween the SEIR + All model and the SEIR + Transm’n
model is important because high values of m produce out-
break cycles with realistically long periods and large am-
plitudes, whereas small values of m produce outbreak cycles
with unrealistically short periods and small amplitudes. Be-
cause the effects of m are due to a kind of stage structure
in the exposed classes, the strong effect of m in our best
models supports the general theoretical result that stage
structure can help drive population cycles (Barraquand et al.
2017).

The observation that the posterior values of m for the
best within-season SEIR model were much lower than for
the second-best within-season SEIR model nevertheless
raises the question, Has our reliance on the second-best
SEIR model caused us to make incorrect inferences about
L. dispar population cycles? To begin with, the small WAIC
difference for the second-best SEIR model (AWAIC < 3)
makes clear that the fit of the second-best model is not
much worse than the fit of the best model, while its lower
penalty score means that the second-best model is more
parsimonious. Moreover, as we mentioned earlier, in cases
in which two models have similar WAIC scores but dis-
similar posterior parameter distributions, it seems likely
that the model with experiment-based parameters will bet-
ter represent the underlying biology. Supporting this claim,
the second-best model’s high posterior mean on m is equiv-
alent to assuming that there is only a vanishingly small
probability of a speed of kill of less than 7 days or of more
than 25 days (fig. 5), matching the experimental data both
for the L. dispar baculovirus (Fleming-Davies et al. 2015)
and for other insect baculoviruses (Cory and Myers 2003).
The low posterior mean on m in the best model, in con-
trast, means that for that model speeds of kill of less than
5 days or more than 30 days are not unlikely (fig. 5), whereas
such extreme speeds of kill are essentially never observed
in experiments. We therefore argue that the better fit of
the eco-evo models relative to the eco-only models is in-
deed based on robust inferences about the within-season
SEIR models.

The heritability parameter b provides a final case in
which an experiment-based prior improved our inferences
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Figure 5: Distributions of times to death for two different versions
of the susceptible-exposed-infectious-removed (SEIR) model, each
using posterior mean values of the death rate parameter 6 and the
number of exposed classes m. Black indicates the version of the
model for which all biological priors have experiment-based priors,
while gray indicates the version with vague priors on é and m.

about L. dispar outbreaks. Because the two best eco-evo
models have statistically indistinguishable WAIC scores
(AWAIC < 2), we again argue that the model with an
experiment-based prior is the best model; in this case, the
model with an experiment-based prior also has the best
WAIC score. Because the heritability experiment was car-
ried out at the scale of a single branch while the outbreak
data were collected at the scale of entire forest plots, the
best model thus shows that a branch-scale mechanism can
drive forest-scale outbreaks. Notably, however, the pos-
terior mean value of b for the best model falls between
its experiment-based prior mean and the posterior mean
for the second-best model (fig. 6), emphasizing the impor-
tance of allowing for both experimental and observational
data.

Discussion

Our main result is that an eco-evo model does a better job
of explaining Lymantria dispar population cycles than does
an eco-only model (fig. 2). We therefore conclude that eco-
evo theory can indeed explain population cycles in the field.
Our work thus provides the kind of supporting example



000 The American Naturalist

Heritability

[ [ I | |
Prior EcEviTransmn  EcEv/AlIl  EcEv/All+b
Model

Figure 6: Means and standard deviations of prior and posterior
means on log, heritability for different versions of the eco-evo models.
Here, “Prior” indicates the experiment-based prior, while the remain-
ing abbreviations refer to the models in figure 2: “EcEv/Transmn” indi-
cates the Eco-evo/SEIR + Transm’n model, “EcEv/All” indicates the
Eco-evo/SEIR + All model, and “EcEv/All+b” indicates the Eco-evo/
SEIR + All + b model.

that Hendry (2019) argued is needed for eco-evo theory to
be viewed as a success.

Baculovirus-driven cycles in western tent caterpillars
(Cory and Myers 2009) and nematode-driven cycles in red
grouse (Martinez-Padilla et al. 2019) and Soay sheep (Hay-
ward et al. 2019) have similarly been suggested to repre-
sent examples of eco-evo consumer-resource cycles. Eco-
evo cycles may therefore be common in nature. Previous
work, however, has relied on small-scale experiments alone.
We hope to have instead demonstrated the importance of
using large-scale observational field data to test eco-evo
theory. We thus follow the ecological literature in arguing
for the primacy of observational field data (Carpenter 1996);
it is also true, however, that the incompleteness of the obser-
vational field data for L. dispar means that the support that
the L. dispar data provide for eco-evo insect outbreak mod-
els is weaker than the support that laboratory data pro-
vide for eco-evo microcosm models (Yoshida et al. 2003;
Hiltunen et al. 2014).

Our focus on field data nevertheless allowed us to show
that the out-of-phase cycles seen in experimental micro-
cosm studies do not necessarily occur in nature; in con-
trast to the half-cycle-period lags that occur in eco-evo
microcosm models, the lags in our eco-evo models never ex-

ceed a single generation within a cycle period of 8-12 years
(fig. 3). Support for this model prediction comes from ob-
servations of baculovirus infection rates. In both L. dispar
(Woods and Elkinton 1987) and other forest defoliators
(Moreau and Lucarotti 2007), infection rates peak in the
year following the peak in the insect population.

Why do microcosm models show out-of-phase cycles
while our models do not? A definitive answer to this ques-
tion is beyond the scope of our work, but a key difference
is that our models use difference equations to describe the
seasonal conditions typical of the field whereas microcosm
models use differential equations to describe the constant
conditions typical of the laboratory (Cortez and Ellner 2010;
Ellner 2013). Given that the vast majority of host-pathogen
interactions are affected by seasonality (Altizer et al. 2006;
Filion et al. 2020; Poulin 2020), we argue that difference
equations provide a more realistic description of the dy-
namics of host-pathogen interactions in nature. This is
important because the high frequency with which out-of-
phase cycles occur in microcosms has been used to argue
that eco-evo dynamics can be detected through visual in-
spection of consumer-resource time-series data (Hiltunen
et al. 2014). Our results instead suggest that detecting eco-
evo dynamics may require more complex analyses.

Because WAIC scores for models with experiment-
based priors were close to or better than WAIC scores for
models with vague priors, our inferences were strengthened
by our use of experiment-based priors. We therefore argue
that mechanisms operating in small-scale baculovirus field
experiments can help to explain large-scale baculovirus
epizootics and L. dispar outbreak cycles. Branch-scale trans-
mission thus supplies a mechanism by which individual-
scale natural selection can help drive population-scale
consumer-resource cycles, supporting a fundamental pre-
diction of eco-evo theory.

In addition to emphasizing eco-evo dynamics, our re-
sults also show that low variation in the speed of kill,
which is equivalent to the incubation time in models of
nonfatal diseases, plays an important role in driving in-
sect outbreak cycles. Similar incubation-time effects have
been inferred from time-series data on childhood diseases
(Black et al. 2009), but to our knowledge the only evidence
for incubation-time effects in animal diseases is based on
small-scale experimental data alone (Peace et al. 2019). Our
work thus provides rare evidence for effects of incubation-
time delays on host-pathogen cycles in the field.

The importance of both incubation-time delays and
natural selection in our results illustrates the fundamen-
tal principle that any ecological phenomenon is likely to
be the result of multiple mechanisms (Quinn and Dunham
1983). Indeed, high host variation is also consistent with
realistic insect outbreak cycles in models with multiple path-
ogen strains (Fleming-Davies et al. 2015) and in models with



changes in insect-host variation that result from defoliation-
driven increases in host-plant defenses (Elderd et al. 2013).
Because previous work relied on qualitative comparisons
of models to data, the evidence for our eco-evo models is
stronger than it is for alternative models, but the experimen-
tal evidence in favor of alternative models is nevertheless
quite strong. It therefore seems likely that L. dispar pop-
ulation cycles are also affected by induced plant defenses
and by the occurrence of phenotypic variation in baculovirus
strains.

As we mentioned, since 1989 L. dispar outbreaks have
usually been terminated by Entomophaga maimaiga (Kyle
et al. 2020), but in a recent outbreak baculovirus infec-
tion rates were apparently almost as high as E. maimaiga
infection rates (Elkinton et al. 2019). Climate change may
thus be reducing the competitive ability of the weather-
sensitive E. maimaiga, allowing the baculovirus to again
play a key role in terminating L. dispar outbreaks. Mean-
while, artificial control of L. dispar outbreaks is usually
accomplished using the bacterial toxin Btk, which is far
cheaper than the baculovirus spray product Gypchek (Podg-
waite et al. 1992; Webb et al. 2005) but which kills Lep-
idoptera indiscriminately (Hajek and Tobin 2010). Pub-
lic pressure has therefore led to increased use of Gypchek
(Circleville Herald 2020). This increased use is important
for our work because eco-only models have shown that re-
peated applications of Gypchek may damp out outbreak
cycles (Reilly and Elderd 2014), whereas the destabilizing
effect of eco-evo dynamics in our models suggests that eco-
evo dynamics may prevent repeated Gypcheck applications
from damping out outbreak cycles (Paez and Fleming-
Davies 2020). Extending our eco-evo models to understand
the consequences of baculovirus spraying is therefore an
important direction for future research.
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“Dr. Leidy described an Zlurodon ferox, whose affinities he did not determine, but which he thought to combine characters of dogs and
cats. I have proven by material in my possession, that the Zlurodon ferox and the Canis sevus Leidy, are the same species. The genus
Zlurodon must be referred to the Canide, and distinguished from Canis proper.” From “On the Extinct Dogs of North America” by

E. D. Cope (The American Naturalist, 1883, 17:235-249).



