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Abstract

In this article, we study stochastic functional linear models (SFLM) driven by an
underlying square integrable stochastic process X (t) which is generated by a standard
Brownian motion. Utilizing the magnificent [t integrals and Malliavin calculus, X (¢)
is expanded into a summation of orthogonal multiple integrals, i.e., Wiener-1t6 chaos
expansions, which is the counterpart of the Taylor expansion of deterministic functions.
Based on the expansion, we show that the fourth moments of linear functionals of
underlying stochastic process X () are bounded by the square of their second moments
when X (¢) is a finite linear combination of multiple Itd integrals. Therefore, an optimal
minimax convergence rate in mean prediction risk of SFLM is valid if eigenvalues
of related linear operators are of order k=" by using results in literature when the
underlying process X (¢) is a linear combination of multiple Itd integrals. A sufficient
and necessary condition of finite fourth moment of random functions of multiple It6
integrals is proved, which is a key condition in methodology and convergence rates of
functional linear regressions. Our results show that the optimal minimax convergence
rate in mean prediction risk can be applied to the class of linear combination of multiple
1t6 integrals which are not necessarily Gaussian processes. Moreover, the sufficient and
necessary condition of finite fourth moment for multiple Itd integrals can be directly
applied to show methodology and convergence rates of functional linear models. Using
the theory of stochastic analysis, one may construct a reproducing kernel Hilbert space
(RKHS) associated with a square integrable stochastic process to facilitate analysis of
functional data.
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1 Introduction

For high-dimension data such as those of next-generation sequencing, functional data
analysis technique has been found to be very useful in compressing and drawing
valid information in data analysis. In literature, various decomposition methods are
proposed to study functional regressions such as functional principal component anal-
ysis (FPCA) (Hall and Hosseini-Nasab 2006; Wang et al. 2016; Yao et al. 2005a, b).
Functional canonical correlation analysis (FCCA) is developed to measure functional
correlation (Eubank and Hsing 2008; He et al. 2003, 2010). In addition, reproducing
kernel Hilbert space (RKHS) is widely used in dissecting functional data (Hsing and
Ren 2009; Yuan and Cai 2010).

In comparison, the progress of theoretical research using stochastic analysis to
functional models is not very fast and mature. The sophisticated theory of stochastic
processes is not fully utilized in the theoretical dissection of functional data. To our
knowledge, the utilization of stochastic integrations in statistical analysis is still not
beyond the well-respected work of Dr. Wahba about 50 years ago, i.e., single layer
1t integral of Brownian motion in splines (Kimeldorf and Wahba 1970a,b, 1971,
Wahba 1978, 1990). It is well-known that there is a family of zero-mean Gaussian
random variables associated with a positive-definite function in the continuous case by
Kolmogorov consistency theorem (Kolmogorov 1933). Statisticians are familiar with
RKHS associated with positive-definite function but not very much research is done
using the theory of stochastic processes. The gap is due to a lack of communications
between statistics and stochastic analysis (or statisticians and probabilists).

In stochastic analysis, there has been three major milestones in 20th century: Itd
integrals, Doob-Meyer decomposition of super-martingales, and Malliavin calculus.
1t6 integrals and Doob-Meyer decomposition of super-martingales are successfully
applied to statistics such as survival analysis. Malliavin calculus, however, is not widely
known for statisticians. One core of Malliavin calculus is a Wiener-Itd chaos expan-
sion of random functions, which is similar to the Taylor expansion of deterministic
functions. Originally, the Malliavin calculus is developed as an infinite-dimensional
differential calculus on the Wiener space to provide a probabilistic proof of Hor-
mander’s hypoellipticity theorem (Hairer 2011; Hormander 1967; Malliavin 1978).
It defines derivatives of random variables on the Wiener space and then it develops
related calculus, which is used to decompose square integrable random variables and
square integrable stochastic processes into an orthogonal summations of multiple 1t6
integrals.

In the last 40 years, the Malliavin calculus has found many fruitful applications,
such as application to show the existence and smoothness of densities of stochastic
functionals of Gaussian processes and application to finance (Fournié et al. 1999,
2001; Nualart 2018; Ocone 1984; Ocone and Karatzas 1991). To study probabilis-
tic approximations, Malliavin calculus is combined into Stein’s methods to provide
a complete characterization of Gaussian approximations and central limiting theo-
rems for sequences of multiple stochastic integrals (Nourdin and Peccati 2009, 2012;
Nualart and Peccati 2005; Nualart and Ortiz-Latorre 2008).

In this paper, we apply the Malliavin calculus and multiple Ito integrals to analyze
functional data. We study stochastic functional linear models (SFLM) to connect
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a scalar random variable with a square integrable stochastic process X (#) which is
generated by a standard Brownian motion. The SFLM naturally explains that the
variation of the scalar variable is intrinsically driven by the Brownian motion (or the
stochastic process X (¢)) and is influenced by errors. We show that the fourth moments
of linear functionals of underlying stochastic process X (¢) are bounded by the square
of their second moments when X (#) is a finite linear combination of multiple 1t6
integrals. Therefore, an optimal minimax convergence rate in mean prediction risk of
SFLM is valid if eigenvalues of related linear operators are of order k=", r > 0, by
using results in literature when X (¢) is a linear combination of multiple It6 integrals
(Cai and Hall 2006; Cai and Yuan 2012; Yuan and Cai 2010; Crambes et al. 2009). We
provide a sufficient and necessary condition for fourth moment to be finite, which is a
key condition in methodology and convergence rates of functional linear regressions
(Ferré and Yao 2003, 2005; Delaigle and Hall 2012; Hall and Horowitz 2007; Li and
Hsing 2007, 2010).

The reminder of this article is organized as follows. In Sect. 2, we introduce the
SFLM and establish a relation between the SFLLM and minimization procedure to esti-
mate the mean of the scalar random variable with a stochastic functional component.
In Sect. 3, Itd integrals and Wiener-1t6 chaos expansions of Malliavin calculus are
briefly introduced. In Sect. 4, we provide theoretical results of stochastic functional
linear models: we show an optimal minimax convergence rate in mean prediction risk
in Sects. 4.1 and 4.2, we provide a sufficient and necessary condition of finite fourth
moment with applications to functional inverse regression and rates of convergence.
Section 5 presents results of simulation studies. We conclude with discussion and
some remarks in Sect. 6.

2 Stochastic functional linear models

Let W = W(@kt) = W(t,w),w € 2,t € [0, 1], be a standard Brownian motion or a
one-dimensional Wiener process on a complete probability space (€2, F, P), where
the o-field F is given by F = o {W(¢) : 0 <t < 1}. Let xo(¢) be a square integrable
function defined on [0, 1], X (¢, ) be a square integrable stochastic process defined on
[0, 1] satisfying EX (#) = xo(¢) and fol EX2(t)dt < oco.Forallt € [0, 1], assume that
X(¢) is F-measurable. Let ¥ be a scalar random variable generated by a functional
linear model

1
Y =a +/ X)B()dt + e,
0

1 1
=a+/ xo(t)ﬂ(t)dt—l-/ [X (1) — xo(t)] B(t)dt + &, (1)
0 0

where « is an intercept, B(t) € H = L>([0, 1]) is a square integrable regression
coefficient function, and ¢ is an error term such that Ee = 0 and E¢? = oez < 00.
Assume that ¢ is independent of W(¢), ¢t € [0, 1]. Denote the covariance function of

X(t) by C(s, 1) = Cov[X(s), X(1)].
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Given a sample of data ((X1, Y1), ..., (X,, Y,,) consisting of n independent copies
of (X,7Y), let us denote

1
nX;) =a +/ X; () B(t)dt.
0

Thus, the model (1) can bere-written as ¥; = n(X;)+¢;, where ¢; are independent error
terms of copies of ¢,i = 1, ...n. An estimate 7, (x) of n(x) is obtained by finding
@ € R and ﬁ(t) € H to minimize rll YooY — N(XD1?+1J(B) = £,(n) + 1T (B),
where £,,(n) = }l ZLI 1Y; — n(X,-)]2, A > 0is a smoothing parameter, J is roughness
penalty on g8 (Cai and Yuan 2012; Li and Hsing 2007; Yuan and Cai 2010). Therefore,

Ny, 1 a regularization estimate of 1 given by

n

N . 1
fim. = argmingeg gepr |~ Y 1Y = n(X)P + 4 (B) - )
i=1

Let (X, 41, Yu+1) beanew copy of (X, Y) whichisindependentof ((X1, Y1), ..., (X,,
Y,)). Given the estimate 7,5 (x), the prediction accuracy can be measured by the excess
risk (Cai and Yuan 2012)

ERn) = E*[Yur1 — Hur (XurD)]” = B*[Yurs — n(Xns )]
= E* [ (Xas1) = n(XuD)] 3)

where E * represents an expectation taken over (X,,+1, Y,+1). The relation (3) can be
verified since Y, +1 = n(Xn+1) + €n+1 and &;,41 is an error term which is independent
ofg;,i=1,...n.

Let the penalty functional J be a squared semi-norm on H such that the null
space Hy = {8 € H : J(B) = 0} is a finite subspace of H with orthonormal basis
{£1(2),...,En(t)}. Let Hk be the orthogonal complement of Hy such that H =
Hy ® Hg. For h € H, it can be uniquely decomposed into 4 = ho + h such that
ho € Hopand hy € Hg are projections onto Hyp and Hg . Let K (-, -) be the reproducing
kernel (RK) of Hg such that J(h) = ||h1||%<.

Note Hx C H isthe RKHS of K (s, t),i.e., Hx is the closed subspace of H formed
by all finite linear combinations of form Zi a; Ky, (t), where K, (1) = K(t;,t). For
f() = Kg(-) and g(-) = K;(-) in Hkg, their inner product is

(fO), 8Ok = (Ks(), Ki())k = K(s,1),

which leads to (K;(-), f(-))x = f(t). The following representer theorem is from
literature (Cai and Yuan 2012; Yuan and Cai 2010).

Theorem 2.1 Assume that K (s, t) is continuous and the £,, depends on n only through

n(X1), n(X2),...,n(X,). Then there existd = (dy, ...,dy) and c = (c1,...,cp)
such that
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N n
Bur() =) dii(t) + Y ;i Lk X (1),
k=1

j=1

1
Gy =Y — f X (1) Bur (1)dt,
0

w.here Y = % SE_ Y, X(t) = % Y i—1 Xk (1), and Lk X j(t) is an operator defined
via

1
Lixh(t) = / K(t,s)h(s)ds,h € H.
0

3 A brief introduction of Malliavin calculus

Let H = Lz([O, 1]) be a Hilbert space defined by an inner product and an norm || - || g
! 2
(o = [ s@h@ar and gl = (.0
0

For each h € H, let us denote the Wiener integral of 27 by W(h) = fol h(t)dW;. Note
that

E[W(mW(g)] = (g. h)u.

Hence, the mapping h —> W (h) can be extended to a linear isometry between the
Hilbert space H and the Gaussian space L?(S2, F, P).
Forn > 1, let H®" = L2([0, 1]") be a Hilbert space defined by an inner product

(g, h)gen =/[0 ; gty ..., th(t1, ..., ty)dt ...dt,.

Let L%([O, 11" C Lz([O, 11") be a space of symmetric square integrable Borel real
functions. For any & € L%([O, 11"), we have

2 2
hsn =t [ W00,y
Ay

where A, = {(¢1,...,1,) €[0,1]":0<t1 <---<t, < 1}.Forg € L%([O, 17,
define its multiple stochastic integral as an It6 integral (Itd 1951)

1 th %)
In(g)=n!/ / / g(tr, .. ty)dWy ...dW,,
o Jo 0

:n'/ g(ll,...,tn)dW”...dW[n.
Ay
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From It6 (1951) or Nualart (2006, 2018) or Nunno et al. (2009), we have for g, h €
L3([0,1]")
S k)

ifn #m

E[1, (&) In(h)] = nllg. W) yon ifn—=m " “)
If g € L?([0, 1]") is not necessarily symmetric, define its symmetrization as
~ 1
gt tn) = — 3 @llays ),
o
where the sum is taken over all permutations o of (1, 2, ..., n). Then, we may define

a stochastic integral 1,,(g) = I,(g). The following Wiener-1t6 decomposition is well-
known in the theory of Malliavin calculus (It6 1951; Nunno et al. 2009; Oksendal
2003; Wiener 1938).

Lemma3.1 Let F(w) € LZ(Q,}', P) be a square integrable random variable.

There exists a constant fy and a sequence of symmetric square integrable functions
fulty, ... ty) € L%([O, 11"),n=1,2,..., such that

o0
F=fot+ ) (/) ®)
n=1
In addition, the sum of (5) converges in L*(2, F, d P) and
o0 o0
E(F) = fo+ Y _EL}(f) = fo+ Yy nlfaljen < oo

n=1 n=1

One may note that the mean of the random variable F in Lemma 3.1 is equal to fy
and the variance of F is Y oo, n!|l f, ||%1®n.

Lemma 3.2 Let X(t) be a measurable stochastic process and xo(t) be a square inte-
grable function on [0, 1] such that fol EX2(1)dt < coand EX (1) = xo(t), i.e., X (1) is
square integrable with a mean function xo(t). There exists a sequence of deterministic

measurable kernels x,(t1, .. ., ty, t) € L0, 17"t on [0, 11", n = 1,2, ..., such
that
o0
X(t) = xo(t) + Y Ly(xa (- 1) Q)
n=1
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and all x,(t1,...,t,,t) are symmetric with respect to the variables ty, ..., t,. In
addition, the sum of (6) converges in L>(Q2 x [0, 11, d P x dt) and

1
E|X |3 =/O EX?(t)dt

1 %
=/ xé(t)dt+2/ EI2(x, (-, 1))dt
0 —Jo

1 o
2 2
= / xGOdt+ Ym0 -
0

n=1

4 Theoretical results
4.1 Optimal rates of convergence

Let K (s, t) be the RK of the penalty functional J(B) introduced in the Sect. 2. By
the spectral theorem, there exists a complete orthonormal system {¢1, ¢2, ...} € Hg
such that L ¢; = k;¢;, where k; > 0 is eigenvalue corresponding to ¢;, i = 1,2.. ..
Moreover, k1 > k3 > --- > 0. Let Lg1/2 be a linear operator defined by Lg12¢; =
VKidi.

For the RK K (s, t) and the covariance function C(s, t), define a linear operator
Lii2cg12 by Ligiacgizh = Lgi2(Le(Lgi2h)), where Le is an operator defined
via

1
Lch(t) = / C(t,s)h(s)ds,h € H.
0

By the spectral theorem, there exists a complete orthonormal system {y1, ¥, ...}
such that L g12cx12Y; = sy, where s; > 0 is eigenvalue corresponding to v;, i =
1,2.... Moreover, s; > 5o > --- > 0.

For two positive sequences ax and by, ax < by means that ai /by is bounded away
from 0 and co as k — o0. In Cai and Yuan (2012), an optimal minimax convergence
rate in mean prediction risk is proved under an assumption that the fourth moments
of linear functionals of X () are bounded by the square of their second moments. In
the following theorem, we show the result without the assumption if X (¢) is a linear
combination of multiple Itd integrals.

Theorem 4.1 Assume that X (t) = xo(t) + ZQ’ZI I,(x, (-, 1)), N > 1, is a square
integrable stochastic process on (2, F, P), F = o {W(t) : 0 <t < 1}. Let E(fp).) be
the mean prediction risk defined by the relation (3). Suppose the eigenvalues {sj : k >
1} of the linear operator L g1/2¢ k172 satisfy sk =< k™2 for some constant 0 < r < 00,
then

2r
lim lim sup P {S(ﬁnk) > An—TH} =0,
Aﬂoon_)ooﬁeH(K)
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when A is of order n=2"/Cr+1),

Proof By Theorem 2 of Cai and Yuan (2012), we only need to show that there exists

a constant Cy such that
1 27?2
d < Cy [E ( | X(t)f(t)dt> } , )
0

1
E (/ X(t)f(t)dt)
0

for any square integrable function f(#) € H.The proof of the inequality (7) is provided
in section A of the Supplementary Materials by three lemmas, i.e., Lemma A.1, Lemma
A.2, and Lemma A.3. The first two Lemma A.l and Lemma A.2 are used to prove
Lemma A.3 which shows the inequality (7). &

4

Remark 4.1 The Theorem 2.1 is slightly different from that in Cai and Yuan (2012),
since we use the framework in Yuan and Cai (2010). The two papers use slightly
different penalties. In Yuan and Cai (2010), in keeping with splines, the penalty is a
squared semi-norm on the RKHS, i.e., it does not penalize constant or linear terms of
Hy as represented by the {&;, ..., £y (7)}. Cai and Yuan (2012) uses a penalty that is the
squared norm on the RKHS so it penalizes everything. As the un-penalized subspace
Hj is finite dimensional, it does not lead to any difference in the results. The similar
frameworks as Yuan and Cai (2010) are used in Du and Wang (2014) and Sun et al.
(2018). Therefore, the difference of the two frameworks is that a finite dimensional
null space Hy is included in our framework as Yuan and Cai (2010), while Hy =  is
empty in Cai and Yuan (2012).

Remark 4.2 The relation (7) states that the fourth moments of linear functionals of X (¢)
are bounded by the square of their second moments and so have bounded kurtosis.
When N = 1, the stochastic process X (1) = xo(¢) + I1(x1 (-, t)) is a Gaussian process
and the inequality (7) is an equality and C; = 3. When N > 1, X(r) = xo(t) +
2;11\;1 I,,(x, (-, 1)) is not a Gaussian process and cy > 3. To show the inequality (7),
we will use the theory of Itd integrals and Malliavin calculus to show the three lemmas
in the Supplementary Materials.

4.2 Sufficient and necessary condition of finite fourth moments
The following Theorem provides a sufficient and necessary condition for fourth
moment to be finite, which is a key condition in methodology and convergence rates

of functional linear regressions (Delaigle and Hall 2012; Hall and Horowitz 2007).

Theorem 4.2 Assume that X(t) = I,(x,(-,t)),n > 1. Then X has finite fourth
moment in that Efo1 X*(t)dt < oo if and only if

1 1 2
f ||xn(-,t)||‘},®.,dt = / [/ x,Z,(n, coy, Ddh ...dtni| dt < oo.
0 o LJo.1p
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The proof of this Theorem is similar to that of Lemma A.2. For completion of presen-
tation, we provide the details in section B of the Supplementary Materials.

Li and Hsing (2007) requires a finite fourth moment of m-th derivative X ™. The
following result provides a necessary and sufficient condition for finite fourth moment
of X which can be proved as Theorem 4.2.

Theorem 4.3 Assume that X(t) = I,(x,(-, 1)), n > 1, and x,(t1, ..., t,, t) belongs

to the Sobolev space of order m

am vy
Wy = {g e H®"Dy o is m-times differentiable with respect to t and Tg e H®"" } .

tm

Then X™ (1) = I, (3;5; . t)) has finite fourth moment in that E [} [X (1)]* dt <

oo if and only if
4 1 3 2 g
dt:/ / < ”(n,...,tn,t)> dry...dty | dr
Hon o | o \ 9™

1
/0
< Q.

In the Wiener-Itd chaos expansion (6), X (¢) is decomposed into a summation of an
infinite orthogonal Itd integrals. In practice, a finite number of terms should be enough
to model functional data. The following theorem extends the results of Theorems 4.2
and 4.3.

™ xy,

ar™m

(‘7 t)

Theorem 4.4 Assume that X (1) = Y, I (x,(-, 1)), N > 1. Then,

1. X has finite fourth moment in thatEfol X*(t)dt < oo ifforalln=1,...,N,

I | 2
/ 262 G, )| yendt = / [/ X211, ..ty 1 .dtni| dt < oo.
0 0 [0,1]"

2. Assume that foralln = 1,..., N, x,(t1, ..., ty, t) belongs to the Sobolev space
W3 of order m. Then X ™ (1) = SN L (agr;—x,,,”(-, t)) has finite fourth moment

in thatEfO1 [X(m)(t)]4dt <ooifforalln=1,...,N,
1
/

Proof We will show the first conclusion since the second one is implied by the
first. Note that X*(¢) consists of five type terms I,f(xn(-, 1)), I,f xn G N Ly (X (-, 1)),
L7 0o Gy N I o 1))y L7 (o Gy ) D (o o ) T (i (-5 1)), Ly (X (o ) Loy Qi (-, 1))

2

4 1 9 2
dt:/ / ( ”(n,...,tn,t)) d...dt, | dt
H®n 0 [0,1]7 atm

< Q.

M x,
—_ .’[
apm (G
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L G t) L (xe (-, 1), n,m,k, £ =1, ..., N, and n, m, k, £ are all different. There-
fore, we only need to show that fol El,j‘(xn(~, t))dt <oo,n=1,..., N, implies that
the rest four terms have finite moment, which is implied by

1
| B[ o] ar
0
| | 12
5(] Elf(xn(~,t))dff El,ji(xm(-,t))dt> < 00,
0 0

1
/ B[13Con 00 o, 1) | i
0
172

1 1
5(/ El,f(xn(-,z))dz/ E[lf(x,,(.,z))l,f,(xm(-,t))]dt> < oo,
0 0
1
| B [0t o DB )
1 1 1/2
5(/ El,f(x,,(-,z))dz/ [El,i(xm(-,z))zf(xk(-,t))]dz) < 00,
0 0
1
/(;E[ln(xn(',t))lm(xm('zt))lk(xk('vt))[l(xl('vt))]dt

1 1 12
< ([ [retorizomem]an [ [ o))
0 0

< OQ.

&

Theorem 4.5 Assume that X(t) = Y oo | I (x, (-, 1)). Then,

1. X has finite fourth moment in thatEfOl X*(t)dt < oo if

N>1
N 1 2
- supN3Z/ (/ x,%(tl,...,t,,,t)dtl...dt,,) dt | < oo.
N1 =Jo \Joap

2. Assume that for alln = 1,2, ..., x,(t1, ..., ty, t) belongs to the Sobolev space

3" xp

W3 of order m. Then X ™ (t) = 302 | I, (W(" t)) has finite fourth moment
in that E [} [x™(0)]" dt < oo if

N o1
sup <N3 > f ||xn<~,t>||‘;,®ndt)
0
n=1
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N 1 4
sup N3Z/ dt
N>1 n=1 0 H®n
3 1 aMx, 2 2
= sup | N / / < (tl,...,t,t)) dty...dt, dt | < oo.
N=1 Xz: o \Jioap \ o™ ! !

Proof Note that

N 272
(Z I (x, (-, t)))
n=1

2

N T
(Z Iy (-, r))) =
n=1 L
N
NY L r))}

L n=l1

N
N3N L (1))

n=1

IA

IA

Taking expectation of the above relation and letting N — oo will show the theorem.

&

In functional sliced inverse regression and convergence rates of functional linear
models, a finite fourth Hilbertian norm moment in that E || X ||‘1‘1 < o0 is required
(Ferré and Yao 2003, 2005; Li and Hsing 2007, 2010). The following corollary shows
that the finite fourth moment of E fol X4(H)dt < 0o implies E ||X||‘;, < 00.

Corollary 4.1 Assume that X (t) is a stochastic process defined on [0, 1]. Then X has
finite fourth moment in that Efo1 X*(t)dt < oo implies E||X||‘;I < 0.

Proof Note that the conclusion holds since

1 2 1
E|X|4 :E[/ Xz(t)dt] < E[ X*(t)dt.
0 0

&
Corollary 4.2 Assume that X (t) is a stochastic process defined on [0, 1], and X ) (1)
exists. Then X" (t) has finite fourth moment Efol [X('")(z‘)]4 dt < oo implies

E|| X%, < oc.

In functional inverse regressions, three conditions are required (Ferré and Yao 2003,
2005; Hsing and Ren 2009; Li and Hsing 2010):
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L. E|IX]l}, < oo.
2. For any function f, B1, ..., Bx € H, there exist constants cy, ..., cx such that

K
EUS X)m | (B X)m, - Bk, Xoul =co+ ) (B Xbu. (8)
k=1

3. X has an elliptically contoured distribution.

If X(#) is a Gaussian process given by X (t) = xo(¢) + I1(x1(-, t)), the linear span
(8) is valid due to that the projections of X are jointly normal and X has an elliptically
contoured distribution. In addition, the characteristic function is given by

1 2
E [exp G (B, X)1)] = exp [iw,xom— /[0 ) ( /0 xl(n,wﬁ(r)dr) dn].

Based on the relation (4) and Wiener-Itd chaos expansion (6), the covariance func-
tion of a square integrable stochastic process X (¢) is

C(s, 1) = Cov[X(t), X(s)]
=E[X(#) — xo(®)][X(s) — x0(s)]

- Zn!(xn(', 1), xp (-, 8)) gen

n=1

o0
= va/ Xn (s e ooty DXn (1, . By, $)dEL . .. dEy. 9)
n=1JIO.11"

From the relation (9), the variance of random term fol X (t)B(t)dt is given by

1 1 1
Var </ X(t)ﬂ(t)dt) = / / B(s)C(s, t)B(t)dsdt
0 0 Jo

0 1 2
:Zn!/ (/ xn(tl,...,tn,t)ﬂ(t)dt> dt ...dt,.
= Joar \Jo

In Delaigle and Hall (2012), a different version of finite fourth moment is used,
2
which is E [ T xs)cs, t)X(t)dsdt] < 0. The following corollary shows that

the finite fourth moment of E|| X ||‘}{ < oo implies it.

Corollary 4.3 Assume that X (t, ) is a stochastic process defined on [0, 1]. Then X has

2
finite fourthmoment inthatE || X ||3, < oo impliesE [fol fol X(s)C(s, t)X(t)dsdt] <
00.
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Proof Note that

1 1 0
fVar[X(t)]dt:/ C.ndt = Y nllxnl}een < oo
0 0

n=1

Thus, C(s, t) is square integrable since -

1 1 1 1
//Cz(s,t)dtzf / [Cov[X (1), X(s)])? dsdt
0 JO 0o JO

1 pl
< / / Var[ X (s)]Var[ X (t)]dsdt
0 JO

00 2
= [Zn!uxnné@w} < 0. (10)

n=1

Therefore, we have

1 1
E U / X(s)C(s, t)X(t)dsdt:|
0 JO
1 1 1 1
§E[<f / (X(s)X(t))zdsdt) (/ / Cz(s,t)dsdt>:|
0 JO 0o Jo

1 1
=E ||X||‘}1,/O /O C?(s, t)dsdt < oo.

2

&

5 Simulations studies

For simplicity, the intercept « is taken as O in the stochastic functional linear model (1).
The interval [0, 1] is partitioned by a vector of 100 equally spaced points to represent
a predictor curve. Such as Yuan and Cai (2010), the true slope function B(¢) is given
by () = 232, (=1 k=2gy (1), where ¢ (1) = 1 and ¢y11(1) = v/2 cos(krt)
for k > 1. For the stochastic process X(¢) in the model (1), we simulate data using
four processes:

e A standard Brownian motion, i.e., X (f) = W (z). The covariance function of X ()
is C(s,t) = min(s, t).

e An Ornstein-Uhlenbeck process, which is given by the following stochastic dif-
ferential equation (Bishwal 2007; Bouleau and Lepingle 1992; Iacus 2008)

dX(t) = -1 X(@)dt + 6dW (1), an

where 61 = 1 and 6, = 5. The covariance function of X(¢) is C(s,t) =
03 exp(—011t — s])/(201).
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e A non-Gaussian process X (f) = fot dW (v) [y (exp(—yv) + exp(—yu)) dW (u),
y = 0.75. If t < s, the covariance function of X (¢) is given by (Pavliotis 2014;
Ikeda and Watanabe 1989)

t v
C(s, 1) = / dv/ [exp(—yv) + exp(—yu)]2du
0 0

1 t t
3 / dv[ [exp(—Zyv) + 2exp(—yv — yu) + exp(—2yu)] du
0 0

t t t 2
/ dv/ exp(—2yv)du + |:/ exp(—yu)du:|
0 0 0

1
2i (1 —exp(—2y1) + —5 (1 — exp(—y1)?. (12)
14 )4

e A process of Yuan and Cai (2010), i.e, X(t) = ZZ&I Lk Zr i (), where
& = (=D k=1 7, is independently sampled from a uniform distribution on
[—+/3, +/3]. One may note that the process is used in literature of functional linear
models (Cai and Yuan 2012; Du and Wang 2014; Sun et al. 2018). The covariance
function of X (1) is C(s, 1) = Y30 | k¢ (s)bx (¢).

Correspondingly, we consider four reproducing kernels as follows: K(s,t) =
min(s, t) of Brownian motion, K(s,t) = 922 exp(—01]t — s|)/(261) of Ornstein-
Uhlenbeck process, K (s, /)= [y ds [ [exp(=ys) + exp(—yu)]2 du of non-Gaussian
process, and K (s, t) = Ba(s)Ba(t)/4 — B4(|s — t|)/24 of cubic spline, where By, (+)
is the m-th Bernoulli polynomial (Gu 2013; Wang 2011). By Theorem 4.1, the pro-
cesses of Brownian motion, Ornstein-Uhlenbeck process, and non-Gaussian integral
X)) = f(; ds fg (exp(—ys) + exp(—yu)) dW (u) have a minimax rate of conver-
gence n~2"/+1D "and so does the process of Yuan and Cai (2010).

For the standard Brownian motion W (z), the Karhunen-Loeve expansion is given
by

W) =) 0cZiv (1), (13)

k=1

where 0 = ﬁ, {Zk : k > 1} are identically and independently distributed (iid)
N (0, 1) random variables, and () = /2 sin (%(Zk — Dmt ) [Tacus 2008; Pavliotis
2014]. Therefore, the covariance function of W(z¢) is C(s, t) = Z,fi] nglpk(s)lﬁk(t).
Therefore, it is worthy of noting that both covariance functions of W (¢) and the process
of Yuan and Cai (2010) are given by trigonometric functions in the order of k2. The
covariance function of W (z) is condensed as C (s, t) = min(s, ¢) while the covariance
function of the process of Yuan and Cai (2010) is a truncated summation.

To make a comparison with the existing methods in functional data analysis, we
analyze the data using function fRegress in fda to estimate the function f(¢) by two
spline bases: B-spline basis and Fourier basis (Ramsay and Silverman 2005; Ramsay

@ Springer



Stochastic functional linear models and Malliavin calculus 605

(a1) RK of Brownian motion (a2) RK of Ornstein-Uhlenbeck
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Fig. 1 True coefficient function B(7) and its mean estimates as well as means of 95% confidence limits
based on 1000 data replicates when X (¢) is a standard Brownian motion. In plot (al), the reproducing kernel
(RK) of Brownian motion is used; in plot (a2), the RK of Ornstein-Uhlenbeck process is used; in plot (a3),
the RK of non-Gaussian is used; and in plot (a4), the RK of cubic spline is used. The function fRegress in
fda is used to estimate the function B() by two spline bases: B-spline basis in plot (a5) and Fourier basis
in plot (a6)

et al. 2009). One may want to note that the function fRegress in fda is similar to
function fregre.basis in fad.usc (Febrero-Bande and Oviedo de la Fuente 2012).

In Figs. 1, 2, 3, and 4, we show the true coefficient function B(¢) and its mean
estimates as well as means of 95% confidence limits based on 1000 data replicates when
X (¢) is the standard Brownian motion, Ornstein-Uhlenbeck process, non-Gaussian
process, and the process of Yuan and Cai (2010), respectively. In each figure, the RKs
K (s, t) of Brownian motion, Ornstein-Uhlenbeck process, non-Gaussian process, and
cubic spline are used to build RKHS. For each data set, an estimate of B(¢) and its 95%
point-wise confidence intervals are calculated on a grid of ¢ € [0, 1]. The confidence
intervals are derived in the same way of section 4 of Du and Wang (2014). Then, the
mean of B(¢) and its mean confidence intervals are calculated based on the 1000 data
replicates. It can be seen that the estimated coefficient functions track the true function
well in each figure. In addition, the estimated coefficient functions are similar for the
four RKs. The estimations using function fRegress in plots (a5) and (a6) of Figs. 1, 2,
3, and 4 are close to the true function 8(¢) but the confidence intervals are wide except
those in Fig. 2.

To assess the mean prediction accuracy, we generate an additional n* = 200 inde-
pendent predictor curves X7, ... X5, for each data replicate. Then, we calculate a

mean squared error MSE = ni* 7; (173 (X7) —np (Xf)), where ,é is the estima-
tor obtained from the data replicate. Figure 5 gives box plots of logjo(M SE) based

on the 1000 data replicates. For the four processes, the box plots of logio(MSE)
show similar results for the four RKs of Brownian motion, Ornstein-Uhlenbeck pro-

@ Springer



606 R. Fan, H.-B. Fang
(a1) RK of Brownian motion (a2) RK of Ornstein-Uhlenbeck
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Fig. 2 True coefficient function B(¢) and its mean estimates as well as means of 95% confidence limits
based on 1000 data replicates when X (¢) is an Ornstein-Uhlenbeck process. In plot (al), the RK of Brownian
motion is used; in plot (a2), the RK of Ornstein-Uhlenbeck process is used; in plot (a3), the RK of non-
Gaussian is used; and in plot (a4), the RK of cubic spline is used. The function fRegress in fda is used to
estimate the function () by two spline bases: B-spline basis in plot (a5) and Fourier basis in plot (a6)

beta(t)

beta(t)

beta(t)

(a1) RK of Brownian motion

true function of beta (1)
estimate of beta (1)
empirical 2.5th percentile
empirical 97.5th percentile

beta(t)

beta(t)

beta(t)

(a2) RK of Ornstein-Uhlenbeck

Fig. 3 True coefficient function B(¢) and its mean estimates as well as means of 95% confidence limits
based on 1000 data replicates when X (¢) is a non-Gaussian process. In plot (al), the RK of Brownian motion
is used; in plot (a2), the RK of Ornstein-Uhlenbeck process is used; in plot (a3), the RK of non-Gaussian
is used; and in plot (a4), the RK of cubic spline is used. The function fRegress in fda is used to estimate the
function S(t) by two spline bases: B-spline basis in plot (a5) and Fourier basis in plot (a6)
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(a1) RK of Brownian motion (a2) RK of Ornstein-Uhlenbeck
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Fig. 4 True coefficient function S(¢) and its mean estimates as well as means of 95% confidence limits
based on 1000 data replicates when X (¢) is the process in Yuan and Cai (2010). In plot (al), the RK of
Brownian motion is used; in plot (a2), the RK of Ornstein-Uhlenbeck process is used; in plot (a3), the RK
of non-Gaussian is used; and in plot (a4), the RK of cubic spline is used. The function fRegress in fda is
used to estimate the function (¢) by two spline bases: B-spline basis in plot (a5) and Fourier basis in plot
(a6)

cess, non-Gaussian process, and cubic spline. The mean squared errors using function
fRegress are higher than those of the four RKs.
For each data set, an estimation error (EE) is calculated as the integrated squared

A 2
error of the estimate, i.e., fol (,B(I) —,B(t)) dt. Figure 6 shows box plots of

log10(E E) based on the 1000 data replicates. The box plots of logio(E E) show that
results for the four RKs are similar and the estimation errors using function fRegress
are higher.

In summary, the results in the six figures show that the results by the four processes
or RKs are better than those of function fRegress since the variations from the four
RKSs are smaller. In addition, the estimations of the function 8(¢) shown in Figs. 1, 2,
3, and 4 are similar by the four RKs and function fRegress.

6 Discussion and concluding remarks

In functional regressions, various decomposition methods are proposed to approxi-
mate the stochastic processes X (¢) such as FPCA. In addition, FCCA is developed to
measure functional correlation. In this article, we decompose the stochastic process
X (t) via Wiener-It6 chaos expansions in Malliavin calculus. Based on the expansions,
we show that the fourth moments of linear functionals of X (¢) are bounded by the
square of their second moments when the underlying stochastic process is a finite linear
combination of multiple Itd integrals. Moreover, a sufficient and necessary condition
of finite fourth moment is provided.
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Fig.5 Boxplotsoflog1o(M SE) based on 1000 data replicates. In plot (al), X (¢) are simulated by Brownian
motion; in plot (a2), X (¢) are simulated by Ornstein-Uhlenbeck process; in plot (a3), X (¢) are simulated by
the non-Gaussian process; and in plot (a4), X (¢) are simulated by the process in Yuan and Cai (2010). In
each plot, box plots of log1o(M SE) are shown for four RKs and two spline bases. The four RKs are from
Brownian motion (BM), Ornstein-Uhlenbeck (OU) process, non-Gaussian (NonGau) process, and cubic
spline (Cubic). The two spline bases are B-spline basis (BS) and Fourier basis (FS) used in fRegress
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Fig.6 Box plots of log1o(E E) based on 1000 data replicates. In plot (al), X (¢) are simulated by Brownian
motion; in plot (a2), X (¢) are simulated by Ornstein-Uhlenbeck process; in plot (a3), X (¢) are simulated by
the non-Gaussian process; and in plot (a4), X (¢) are simulated by the process in Yuan and Cai (2010). In
each plot, the box plots of log1o(E E) are shown for four RKs and two spline bases. The four RKs are from
Brownian motion (BM), Ornstein-Uhlenbeck (OU) process, non-Gaussian (NonGau) process, and cubic
spline (Cubic). The two spline bases are B-spline basis (BS) and Fourier basis (FS) used in fRegress
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When the underlying process X (¢) is Gaussian, Cai and Hall (2006) establishes an
early version of convergence rate of functional linear models. Since then, condition
(7) is assumed to prove the optimal minimax convergence rate in mean prediction
risk (Cai and Yuan 2012; Yuan and Cai 2010). It can be seen that the condition (7)
mimicks Gaussian processes. Therefore, the minimax rate is basically established for
the Gaussian processes in literature.

In this paper, we show that the condition (7) is satisfied by a linear combination
of multiple It6 integrals. Therefore, the optimal minimax convergence rate in mean
prediction risk is valid if eigenvalues of related linear operators are of order k~>". Our
results show that the optimal minimax convergence rate in mean prediction risk can
be directly applied to the class of linear combinations of multiple It integrals. Note
that multiple It6 integrals are not necessarily Gaussian processes. Our work makes
it clear that the optimal minimax convergence rate holds for a linear combination of
multiple It6 integrals which are driven by the standard Brownian motion. The result
shows that multiple Itd integrals can be readily applied to analyze functional data.

The literature to study functional linear models using FPCA and FCCA and RKHS
is large. We don’t enumerate the applications of sufficient and necessary condition
of finite fourth moment in details. Nevertheless, readers can apply the Wiener-1td
decomposition to dissect functional linear models in various situations. One should
bear in mind that the sufficient and necessary condition of finite fourth moment can be
readily verified by elementary calculus in applications which facilitates data analysis.

To prove central limiting theorems for sequences of multiple It6 integrals to con-
verge to a standard normal, a key condition is that the fourth moments converge to
a constant 3 which provides a complete characterization of Gaussian approximations
(Nourdin and Peccati 2009, 2012; Nualart 2009; Nualart and Peccati 2005; Nualart
and Ortiz-Latorre 2008). Interestingly, finite fourth moment condition is required to
achieve the optimal minimax convergence rate in mean prediction risk of functional
linear regressions. This paper provides a characterization of the finite fourth moment
condition that can be easily verified by ordinary calculus techniques. The sufficient and
necessary condition of finite fourth moment of multiple It6 integrals can be directly
applied to show methodology and convergence rates of functional linear models.

Computational aspects: Our derivations and results are based on It6 integrals of the
standard Brownian motions. Since Brownian motions and It6 integrals are well-studied
in stochastic analysis, we can use them to facilitate computing and data analysis.
For instance, the RKs of Brownian motion and Ornstein-Uhlenbeck process can be
used to build RKHS. Moreover, we use a non-Gaussian process to build a RK and
related RKHS. By simulation studies, we show their RKs can be used to estimate true
function well. In terms of computational complexity, the calculation is pretty fast. The
simulation of the 6 figures in the paper can be done in less than 3 hours on a personal
computer. In addition, we have developed R codes to implement the proposed methods,
which are available upon request.

Supplementary Information  The online version contains supplementary material available at https://doi.
org/10.1007/s00180-021-01142-y.
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