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Abstract

The Generalized Finite Element Methods (GFEM) are known for accurately resolving local features in heterogeneous media.
Recent numerical experiments have shown that the use of local bases made from A-harmonic extensions of well chosen
boundary data have nearly optimal approximation properties. In this paper we show that the explanation is geometric and
given by the angle between any finite dimensional approximation space and the optimal finite dimensional approximation
space introduced in (Babǔska and Lipton, 2011). The effect of the angle is quantified by an upper bound on the convergence
rate. This rate is seen in the numerical simulations where local bases with nearly optimal approximation properties are identified.
© 2022 Elsevier B.V. All rights reserved.
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1. Introduction

Applications of science and technology increasingly require efficient methods for the numerical solution of
multiscale heterogeneous problems. The primary challenge in these problems arises from the extreme degrees of
freedom required to parameterize material heterogeneity. Multiscale numerical methods provide one way to solve
large problems by employing local and independent computations that enable a global solve involving a drastically
reduced number of degrees of freedom.

In this investigation we address the generalized finite element method (GFEM) introduced in [1] and extended
in [2,3]. This approach is a partition of unity method (PUM) [4] which utilizes the results of many independent
and local computations carried out across the computational domain ⌦ ⇢ Rd , d = 2, 3. The PUM is a domain
decomposition methodology in which the computational domain is partitioned into an overlapping collection
of preselected subsets !i , i = 1, 2, . . . , m (see Fig. 1). Here a finite-dimensional approximation space V!i is
constructed over each subset using local information in a two step procedure. In the first step local solutions to
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the problem are solved over enlarged subdomains !⇤
i � !i generating the finite dimensional space V!⇤

i
. In the

second step the solutions are restricted to the smaller set !i ⇢ !⇤
i . This way of generating the local basis V!i is

called oversampling. The oversampling method is motivated by the maximum principle for scalar problems and
by the St. Venant principle for problems of elasticity [5]. It is a major feature of the multiscale finite element
methods (MSFEM) introduced in [6–8]. In the GFEM scheme each subspace V!i is computed independently. A
global approximation space V M over ⌦ is constructed by “pasting” together the local spaces with a partition of
unity (e.g., [9]). For large problems, the resulting global system constructed with V M is orders of magnitude smaller
than the system resulting from a direct application of the finite element method (FEM) [10].

The accuracy of the method is controlled by the accuracy of the local approximations inside each subdomain [11].
As a consequence the overall computational complexity increases as efforts directed towards reducing the local
approximation error are applied. One aims to strike an acceptable balance between the two competing demands of
global accuracy and local computational efficiency. In this paper we address this problem by introducing local
approximation spaces that provide both a reduction in computational complexity and maintain accuracy when
compared to the optimal local basis associated with oversampling developed in [12].

The oversampling method for generating a local basis is illustrated for a generic domain !⇤ interior to ⌦ . We
first define an A-harmonic function on S ⇢ ⌦ as an H 1(S) function u(x) satisfying

� div(A(x)ru(x)) = 0, x in S (1.1)

where A(x) is a given L1(S) coefficient satisfying 0 < ⇤�1|v|2  Av · v  ⇤|v|2 for ⇤ > 0. In [12] the operator R
given by the restriction of non-constant A-harmonic functions defined on !⇤ to ! is studied. The Hilbert space of
non-constant A-harmonic functions that are bounded in the energy norm kukE(S) := (

R
S Aru ·ru dx)1/2 is denoted

by A(S). Here R : A(!⇤) ! A(!). When !⇤ lies in the interior of ⌦ and ! ⇢⇢ !⇤, the restriction operator is
shown in [12] to be compact and has a countable number of singular values �M converging to zero as the index
M goes to infinity. The eigenvalues are ordered according to max–min and the associated eigenspaces EM are of
finite dimension M and have optimal approximation properties over all A-harmonic bases of the same dimension.
The optimal relative approximation error in the energy norm over ! is given by

p
�M+1 with �M+1 ! 0 (see

Theorem 3.1). The relative approximation error on ! is shown in [12] to converge nearly exponentially to zero as
M ! 1. These approximation rates are with respect to the energy norm over !. These results can be extended
to subdomains ! that are adjacent to the boundary of the computational domain. For this case ! is not compactly
contained in !⇤ but is a subset of !⇤ with homogeneous Neumann or Dirichlet data on shared boundaries of ⌦
(see Section 4). To achieve a relative error tolerance of ⌧ the number of optimal local basis functions needed
are O(log(1/⌧ ))d+1 [10]. An advantage is that these local approximation spaces can be computed offline and
independently of local bases on other subdomains providing the opportunity for parallelization. This observation
applies to elastic equilibrium problems as well [10]. However, for large three dimensional computations one seeks
to further reduce the computational complexity of local calculations when possible.

One observes that the numerical construction of the optimal local basis requires the solution of an eigenvalue
problem over the space of A-harmonic functions. The optimal local approximation space is a subspace spanned
by M eigenfunctions. Because of this one has to first construct a subspace generated by A-harmonic functions of
greater dimension L > M and then use it to find the M eigenfunctions. On the other hand it would require less
computational effort to simply use N linearly independent A-harmonic functions as the approximation space where
M  N < L . The question becomes which among the alternate A-harmonic bases is to be used and what does its
dimension N have to be in order to obtain a useful approximation.

With this goal in mind the computational experiments of [13] use the trace of harmonic polynomials on @!⇤

as boundary data to generate A-harmonic bases that deliver exponential convergence of errors in the preasymptotic
regime for two-phase conductors. For problems of two-phase elasticity, A-harmonic bases made using traces of
tensor products of harmonic polynomials as boundary data are also shown to give exponential convergence in
the energy norm [13]. More recently, boundary data given by trigonometric polynomials or triangle waves with
increasing oscillation are used to generate bases of A-harmonic functions that can approximate the local solution
with exponential accuracy [9]. The earlier work of [14] use the trace of harmonic polynomials on @!⇤ as boundary
data for heat conduction in the presence of distributed voids and their numerical simulations deliver exponential
decay of approximation error. Alternative approaches have employed randomly generated bases invoking the theory
of randomized linear algebra to generate less expensive local bases with expected relative approximation errorp

M�M+1 [15,16].
2
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Fig. 1. Domain ⌦ with overlapping subdomains labeled here as !i , i = 1, . . . , 25. The pink regions indicate where subdomains overlap.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

In this paper we are motivated by these studies and address this problem geometrically and compare the approx-
imation properties of the M dimensional optimal local approximation space V M with respect to an N -dimensional
approximation space of A-harmonic functions W N defined on !⇤. In order to compare the approximation errors
between spaces we introduce an approximation error for W N given by its “Sup-Inf”. The Sup-Inf is used as a tool
for computing the relative error of approximation spaces see, e.g., [13,17]. This is defined in the following section.
The spectral definition of Sup-Inf is used for the numerical calculations and is given in Section 5. The Sup-Inf for
an N -dimensional space of A-harmonic functions is denoted by p

µN . In this paper we examine the orientation
between the finite dimensional subspaces V M and W N for N � M and the approximation error made using the
local subspace W N . The orientation measure we use is a cosine of a special angle �N

M between the N dimensional
space and the M dimensional space defined by

cos2(�N
M ) := inf

e2V M

�
PW N e, e

�
E(!⇤)

kekE(!⇤)
. (1.2)

The quantity cos2(�N
M ) turns out to be related to cos2(⇥ N

M ) where ⇥ N
M is the Grassmann angle between the two

subspaces [18]. These angles can be computed numerically and appear in other areas of approximation theory [19,20]
(see Section 3.1). We show that if we choose the approximation space appropriately the cosine of �N

M and the
cosine of ⇥ N

M become greater than zero simultaneously and we can use the less computationally intensive basis to
approximate any A-harmonic function in H 1(!⇤) restricted to ! nearly as well as the optimal basis. We quantify this
statement by explicitly relating the angle between subspaces to the approximation error of the simpler A-harmonic
space. The principle result of this paper is now described here and again in Section 3.1 where it is proved. We fix
0 < ↵ < 1 and define N↵(M) to be the smallest integer N � M > 0 for which

cos2(�N
M ) = ↵ > 0.

Then when �N
M 2 (0, ⇡/2] the relative approximation error associated with the local approximation space W N , as

measured in the energy norm over !, is less than
p

�M+1(1 + (cos �N
M )�1), (1.3)

when N is equal to N↵(M). For properly chosen bases, including the A-harmonic extension of trigonometric
boundary data, the numerical examples given in Section 7 (e.g., Fig. 12) show for ↵ = 0.4 and ! ⇢ !⇤, where !⇤

has twice the side length of !, that M  N↵(M)  M + 10. We numerically examine the effect of contrast and
degree of oversampling on the behavior of cos �N

M with respect to N for fixed M in Section 7.
Numerical strategies for reducing computational work through the use of local bases has been explored

extensively in the literature. One way to address multiscale computation is to exploit the local periodicity or
stochastisicity of a microstructure and make use of homogenization theory [21]. These methods include the original
Multiscale FEM [6] and the variational multiscale method [22]. In the absence of local structure one can consider

3
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approaches to numerical homogenization for rough coefficients (i.e., L1 coefficients). However, the lack of local
structure naturally degrades the efficiency and convergence rates. Nonetheless, the size of the global solve can be
reduced and several methods have been proposed for L1 coefficients that offer significant dimension reduction.
There are a variety of methods including upscaling based on harmonic coordinates and elliptic inequalities [23,24],
elliptic solvers based on H-matrices [25,26], explicit solution of local computations through Bayesian numerical
homogenization [27], dimension reduction methods based on global changes of coordinates and MSFEM for
upscaling porous media flows [28,29], the heterogeneous multiscale methods [30–32], an adaptive coarse scale–
fine scale projection method [33], subgrid upscaling methods [34], and global Galerkin projection schemes for
problems with L1 coefficients and homogeneous Dirichlet boundary data [35]. More recent developments include
numerical homogenization based on the flux norm for L1 coefficients [36], rough polyharmonic splines [37], new
MSFEM methods [38], and static condensation using optimal local basis [39]. For a coarse mesh of diameter H
local bases that deliver order H convergence with O(log (1/H ))d+1 approximation functions are developed in [40].
For comparison, the method presented here and in [10,12] shows that the coarse mesh can be fixed arbitrarily and
for a given relative error ⌧ one needs O(log (1/⌧ ))d+1 “n-width” approximation functions.

The paper is organized as follows: The next section provides a brief review of the GFEM. The subsequent
Section 3 provides the main theorems and proofs on local approximation using angles between finite dimensional
subspaces. Section 4 extends the ideas to subdomains that are adjacent to the boundary. A spectral characterization
for the Sup-Inf is given in Section 5. Section 6 provides the approximation results in the finite dimensional context.
The numerical simulations are carried out in Section 7. Conclusions are given in Section 8.

2. Outline of the GFEM

To fix ideas we consider the boundary value problem over bounded domain ⌦ ⇢ Rd with piecewise C1-boundary
given by

� div(A(x)ru(x)) = f (x), x 2 ⌦ (2.1)

with Neumann boundary conditions on @⌦

n · A(x)ru(x) = g(x), x 2 @⌦ , (2.2)

where n is the unit outer normal vector. The data satisfies the consistency condition
Z

@⌦
g dx +

Z

⌦
f dx = 0.

Here A(x) is the d ⇥ d conductivity matrix with rough coefficients Ai j (x) 2 L1(⌦ ) given in the introduction.
The weak solution u 2 H 1(⌦ ) of (2.1) satisfies

(u, v)E(⌦) = F(v) (2.3)

for all v 2 H 1(⌦ ) where

(u, v)E(⌦) =
Z

⌦
A(x)ru · rv dx and F(v) =

Z

⌦
f v dx +

Z

@⌦
gv ds.

It is pointed out that there is nothing special to the Neumann boundary value problem and the Dirichlet boundary
value problem can be considered as well. Here u(x) = h(x) for x 2 @⌦ , where h(x) is the Dirichlet data. For future
reference we define the semi-norm (u, u)E(⌦) = kukE(⌦) which becomes a norm on the quotient space H 1(⌦ )/R.

2.1. The GFEM approximation scheme

The GFEM is a domain decomposition method. Over each subdomain a local approximation is generated by
a linear combination of two functions one coming from a local finite dimensional space of A-harmonic functions
and the other being a local particular solution. In this version of GFEM the local A-harmonic subspace is obtained
using oversampling. The computations associated with the construction of different local approximation spaces are
independent and can be performed in parallel. This is also true for the local particular solutions. When using the
optimal local A-harmonic bases the resulting global stiffness matrix can be several orders of magnitude smaller
than the stiffness matrix obtained by applying FEM directly [10].

4
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Fig. 2. Subdomain ! and extended subdomain !⇤ adjacent to the boundary @⌦ .

We now describe the partition of unity. Let {!i }m
i=1 be a collection of open sets covering the domain ⌦ such

that [N
i=1!i = ⌦ and let �i 2 C1(!i ), i = 1, . . . , m, be a partition of unity subordinate to the open covering. The

partition of unity functions satisfy the following properties:

0  �i  1, i = 1, . . . , N ,

�i (x) = 0, x 2 ⌦\!i , i = 1, . . . , N ,
X

i

�i (x) = 1 8x 2 ⌦ ,

max
x2⌦

|�i (x)|  C1, i = 1, . . . , N ,

max
x2⌦

|r�i (x)|  C2

diam(!i )
, i = 1, . . . , N ,

where C1 and C2 are bounded positive constants and diam(!i ) is the diameter of the set !i . The partition of
unity functions can be chosen to be flat-topped so that local approximation spaces are linearly independent and
for ensuring good conditioning of the global stiffness matrix [41,42]. Let {!⇤

i }N
i=1 be a second covering such that

each !i is contained within the larger open set !⇤
i . For !i in the interior of ⌦ we have !⇤

i in the interior and
dist(@!⇤

i , @!i ) > 0. When !i is adjacent to the boundary @⌦ then !⇤
i also has boundary parts in common with

@⌦ . We drop the indices for convenience and let @!⇤
b denote the part of the boundary of !⇤ in common with @⌦

defined by @!⇤
b = @⌦ \ @!⇤ and define @!b = @⌦ \ @!. The remaining boundary parts of @!⇤ and @! are interior

to ⌦ and denoted by @!I and @!⇤
I . We enforce dist(@!⇤

I , @!I ) > 0 (see Fig. 2).
The local approximations are separated into local particular solutions and a local approximation space V mi

!⇤
i

of
dimension mi . Here V mi

!⇤
i

= W mi �1 + ci , where W mi �1 ⇢ A(!⇤) is a mi � 1 dimensional non-constant A-harmonic
approximation space and ci is an arbitrary constant on !⇤

i independent of the constants on other subdomains. For
domains adjacent to the boundary, the local A-harmonic space is further restricted to the space of A-harmonic
functions that satisfy homogeneous Neumann conditions on @!⇤

b . The global approximation space is constructed
from the local approximation spaces and is defined by

V N =
(

NX

i=1

�i⇠i : ⇠i 2 V mi
!⇤

i

)

. (2.4)

The local particular solution over !⇤
i solves the inhomogeneous problem

� div(A(x)r�i (x)) = f (x), x 2 !⇤
i (2.5)

with �i 2 H 1
0 (!⇤

i ) if !⇤
i lies on the interior of ⌦ , or, for !⇤

i adjacent to @⌦ , the particular solution �i 2 H 1(!⇤
i )

satisfies n · A(x)r�i (x) = g on @!⇤
i \ @⌦ and n · A(x)r�i (x) = 0 on @!⇤

i \ ⌦ . The global particular solution uF

5
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is defined as

uF =
NX

i=1

�i�i . (2.6)

The global solution is posed over the convex space K N = V N + uF . This problem is a variational inequality
over the convex space K N . Here we seek a solution u H 2 V N (⌦ ) to the following problem for all v 2 V N

(uH , v)E(⌦) = F(v) � (uF , v)E(⌦). (2.7)

The GFEM solution is given by uG = uH + uF . The existence of a unique solution uG 2 K N follows from the
theory of variational inequalities (e.g., [43]). In the GFEM scheme the local error explicitly controls the global error.
If the local errors, as measured by the energy norms over !i , are bounded by ✏i , i = 1, . . . , N , then the global
error over ⌦ is bounded by

ku � uGkE(⌦)  1/2C

 
NX

i

✏2
i

!1/2

kukE(⌦). (2.8)

This is established in [44] and the proof adapted for the case treated here can be found in [9]. Here C depends on
⇤ and  depends on the partition of unity. In the next section we focus on the reduction of the local approximation
errors while at the same time minimizing the computational complexity of constructing the local approximations.

3. Geometry in Hilbert space and approximation
In this section we quantify the ability of simpler finite dimensional local approximation spaces to provide

approximation error comparable to the optimal local approximation in terms of the angle between the two subspaces.
We consider subdomains ! belonging to the covering ⌦ = [ j!i that are interior to ⌦ . In the next section we show
how to handle the case when ! is not an interior subdomain. When ! is interior to ⌦ we can find a bigger open
set !⇤ compactly contained in ⌦ that also compactly contains !.

We now demonstrate the construction of the class of finite dimensional subspaces of A(!⇤). We introduce a
countable set of functions { fi }1i=1 on the boundary @!⇤ that form a dense system in H 1/2(@!⇤). Examples of
such systems are common and given by the boundary traces of the Stekloff eigenfunctions, the traces of Neumann
eigenfunctions on @!⇤, and systems of progressively finer finite dimensional FEM basis for H 1/2(@!⇤). We choose
a system of N linearly independent functions defined on @!⇤ and extend these to the interior of !⇤ as A-harmonic
functions wi by finding the H 1(!⇤) solution wi of

� div(A(x)rwi (x)) = 0, x on !⇤ (3.1)

with boundary values wi = fi 2 H 1/2(@!⇤). These functions form a basis for an N -dimensional subspace of A(!⇤).
We denote this subspace by W N = span{w1, w2 . . . , wN }.

Now we construct finite dimensional subspaces of A(!⇤) with optimal approximation properties on !. Consider
the restriction of functions in A(!⇤) to !. The restriction operator R : A(!⇤) ! A(!) is a compact operator [12].
The eigenvalues � j of R⇤ R decrease monotonically to zero with the index j ! 1. We define {e j }1j=1 ⇢ A(!⇤) to
be the associated eigenfunctions given by

R⇤ Re j = � j e j , (3.2)

or

(e j , v)E(!) = � j (e j , v)E(!⇤), (3.3)

for all v 2 A(!⇤). Here we take the normalization (ei , e j )E(!⇤) = �i j . The eigenvalues {�n}1n=1 form a decreasing
sequence of positive real numbers and we order the eigenvalues according to max–min. The space spanned by M
eigenfunctions corresponding to the eigenvalues {�n}M

n=1 is known to have optimal approximation properties. This
is expressed in the following theorem from [12].

Theorem 3.1 (Optimal Approximation Property). Given V M = span{e1, . . . , eM} and consider any M dimensional
subspace W M ⇢ A(!⇤) then

p
�M+1 = sup

u2A(!⇤)
inf

e2V M

ku � ekE(!)

kukE(!⇤)
= inf

W M ⇢A(!⇤)
sup

u2A(!⇤)
inf

v2W M

ku � vkE(!)

kukE(!⇤)
. (3.4)

6
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3.1. Approximation

The best relative approximation error of a function u 2 A(!⇤) over ! by an element of a subspace W N ⇢ A(!⇤)
of dimension N is given by the “Sup-Inf”,

p
µN = sup

u2A(!⇤)
inf

v2W N

ku � vkE(!)

kukE(!⇤)
. (3.5)

A spectral characterization for the Sup-Inf is given in Section 5. The spectral characterization provides a means for
computing the Sup-Inf numerically.

For a fixed M the optimal subspace V M is seen to be given by the span of {e j }M
j=1 with

p
�M+1 = sup

u2A(!⇤)
inf

e2V M

ku � ekE(!)

kukE(!⇤)
 p

µM . (3.6)

We introduce the relevant angle between the finite dimensional subspaces. First set Ai j = (ei , w j )E(!⇤). Let
V M = span{e1, . . . , eM} of the eigenfunctions of R⇤ R for which the approximation error is

p
�M+1 and W N =

span{w1, . . . , wN }. With this choice Ai j is an M ⇥ N matrix. Let PW N be the orthogonal projection operator from
A(!⇤) into W N , then a straight forward calculation (see the Appendix) shows that

cos2(�N
M ) := inf

e2V M

�
PW N e, e

�
E(!⇤)

kekE(!⇤)
= �M I N (AAT ) (3.7)

where �M I N (AAT ) is the smallest eigenvalue of AAT . The angle �N
M appearing in (3.7) is related to the square

cosine of the Grassman angle ⇥ N
M between the two subspaces [18]

cos2(⇥ N
M ) := det{AAT }, (3.8)

so cos2(�N
M ) = cos2(⇥ N

M ) = 0 when �M I N (AAT ) = 0.

Theorem 3.2. Given W N , suppose N � M and if V M ⇢ W N then
p

µN = sup
u2A(!⇤)

inf
v2W N

ku � vkE(!)

kukE(!⇤)

p

�M+1. (3.9)

Note that with the hypothesis of Theorem 3.2 we have cos2(�N
M ) = 1.

Proof. Recall the hypothesis N � M and if V M ⇢ W N where V M is the span of the first M optimal basis functions.
Then given u 2 A(!⇤) since

inf
v2W N

ku � vkE(!)

kukE(!⇤)
 inf

v2V M

ku � vkE(!)

kukE(!⇤)
=
p

�M+1, (3.10)

and the theorem follows from the definition of p
µN . ⇤

The following corollary provides upper and lower bounds on the Sup-Inf.

Corollary 3.3. If N � M and V M ⇢ W N then
p

�N+1  p
µN 

p
�M+1 (3.11)

Remark 3.4. The geometric requirement cos(�N
M ) > 0 indicates that every n-width eigenfunction ei , i = 1, . . . , M

is not perpendicular to W N .

The criterion ei is not perpendicular to W N , i = 1, . . . , N is necessary for p
µN  p

�M+1.

Theorem 3.5. Given N � M suppose
p

µN 
p

�M+1, (3.12)

then

ei 6? W N , i = 1, . . . , M. (3.13)
7
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Proof. We prove this theorem by contradiction. Assume that µ(N )  p
�M+1 and there is a ei 2 V M such that ei

is perpendicular to W N for some i 2 {1, 2, . . . , M}. Choose u 2 A(!⇤) of the from u = cei where c is a scalar. So
u is perpendicular to W N in the (·, ·)E(!⇤) inner product. It also follows from (3.3) that u is perpendicular to W N

in the (·, ·)E(!) inner product, so for any v 2 W N we have

ku � vk2
E(!) = kuk2

E(!) + kvk2
E(!)

> kuk2
E(!) = �ikuk2

E(!⇤)

� �Mkuk2
E(!⇤).

(3.14)

It is evident from (3.14) that
p

�M < µ(N )  p
�M+1 and we arrive at the contradiction since

p
�M+1 <

p
�M . ⇤

A direct implication of Theorem 3.5 is the corollary,

Corollary 3.6. Given N � M suppose there is an i for which ei ? W N then
p

�M+1 <
p

µN . (3.15)

Definition 3.7. Given ↵ > 0 and M fixed we define N↵(M) to be the smallest N such that N � M for which

cos2(�N
M ) = ↵ > 0. (3.16)

With this definition of N↵(M) we express the approximation error incurred using the subspace W N .

Theorem 3.8. Given M suppose �N
M 2 (0, ⇡/2] with cos �N

M = p
↵ > 0. For fixed ↵ there exists an N↵(M) and

p
µN↵ (M) = sup

u2A(!⇤)
inf

v2W N↵ (M)

ku � vkE(!)

kukE(!⇤)

p

�M+1(1 + (cos �N
M )�1), (3.17)

where N↵(M) increases monotonically with M.

This theorem quantifies the ability of a subspace to approximate an element u 2 A(!⇤) over ! ⇢ !⇤ in terms
of its orientation to the optimally approximating subspace. In Section 7 we apply this inequality to corroborate the
very good approximation properties of oversampled A-harmonic bases used in numerical approximation for GFEM.

The proof of Theorem 3.8 is facilitated by the following lemma.

Lemma 3.9. Suppose cos2(�N
M ) > 0 then for any u 2 A(!⇤) there exists a v 2 W N such that PV M (v) = PV M (u)

and

ku � vkE(!) 
p

�M+1ku � vkE(!⇤) (3.18)

We prove Lemma 3.9.

Proof. Given h 2 A(!⇤) and we have h = P1
i=1(ei , h)E(!⇤)ei so the restriction operator Rh = h|! is given by

Rh =
1X

i=1

(ei , h)E(!⇤) Rei Rei = ei |!, (3.19)

and from (3.3) keikE(!) = �i , thus

kRhkE(!) =

vuut
1X

i=1

(ei , h)2
E(!)⇤keik2

E(!) =

vuut
1X

i=1

�i (ei , h)2
E(!⇤). (3.20)

So for u 2 A(!⇤) and v 2 W N ⇢ A(!⇤) we set h = u � v and apply (3.20)

kR(u � v)k2
E(!)

kukE(!⇤)
=

ku � vk2
E(!)

kukE(!⇤)
=
P1

i=1 �i (ei , u � v)2
E(!⇤)

kukE(!⇤)
(3.21)

8
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From its definition W N = span{w1, . . . , wN } and observe that for v = PN
i=1 c jw j , with c1, . . . , cn real numbers

one has
1X

i=1

�i (ei , u � v)2
E(!⇤) =

1X

i=1

�i |(ei , u)E(!⇤) �
NX

j=1

c j (ei , w j )E(!⇤)|2. (3.22)

Next we show that we can find numbers c1, . . . , cN such that

(ei , u)E(!⇤) =
NX

j=1

c j (ei , w j )E(!⇤), (3.23)

for i = 1 · · · M . Note first that Eq. (3.23) can be written as
PN

j=1 Ai j c j = fi for i = 1, . . . , M , where
fi = (ei , u)E(!⇤). We write this in matrix vector notation as AEc = Ef . To find Ec we look for Ec of the form Ec = AT Ex
for Ex 2 RM and it follows that AAT Ex = Ef . Now �M I N (AAT ) = cos2(�N

M ) > 0 so AAT inverse exists and inverting
gives Ex = [AAT ]�1 Ef and

Ec = AT [AAT ]�1 Ef . (3.24)

For this choice of c j we apply (3.21), (3.22), (3.23) to get

ku � vk2
E(!)  �M+1

1X

i=M+1

|(ei , u)E(!⇤) �
NX

j=1

c j (ei , w j )E(!⇤)|2

 �M+1

1X

i=M+1

(ei , u � v)2
E(!⇤)

 �M+1ku � vk2
E(!⇤),

(3.25)

and (3.18) is established. To show PV M (v) = PV M (u) multiply both sides of (3.23) by ei , sum over i and note
PV M (r ) = PM

i=1(ei , r )E(!⇤)ei . ⇤
We now prove Theorem 3.8

Proof. Given u 2 A(!⇤) from Lemma 3.9 there exists a v 2 W N such that PV M (v) = PV M (u) and

ku � vkE(!) 
p

�M+1ku � vkE(!⇤)


p

�M+1
�
kukE(!⇤) + kvkE(!⇤)

�
.

(3.26)

We estimate kvkE(!⇤). From v = PN↵

j=1 c jw j and orthonormality of {w j }N↵

j=1 we get kvkE(!⇤) = |Ec|. Similarly
| Ef | = kPV M ukE(!⇤). From (3.24) a straightforward calculation gives

kvkE(!⇤) = |Ec| =
q

(AAT )�1 Ef · Ef  �
�1/2
M I N (AAT )kukE(!⇤) = (cos �N

M )�1kukE(!⇤), (3.27)

and we recover

ku � vkE(!) 
p

�M+1(1 + (cos �N
M )�1)kukE(!⇤). ⇤ (3.28)

4. Subdomains adjacent to the boundary

The results of the previous section apply verbatim to subdomains ! adjacent to the computational boundary @⌦ .
The only adjustment is in the choice of optimal basis V M and A harmonic basis W N . Elements of the partition of
unity adjacent to the boundary have boundary parts in common with @⌦ . Because of this we modify the definition
of !, see Fig. 2 as well as introduce spaces of A harmonic functions with homogeneous boundary data. As before
! ⇢ !⇤ but !⇤ also has boundary parts in common with @⌦ . Let @!⇤

b denote the boundary parts of !⇤ common
to @⌦ defined by @!⇤

b = @⌦ \ @!⇤ and define @!b = @⌦ \ @!. The remaining boundary parts of @!⇤ and @!

are interior to ⌦ and denoted by @!I and @!⇤
I . We require dist(@!⇤

I , @!I ) > 0, see Fig. 2. When Neumann data is
prescribed on the boundary we handle this as in [9] by considering local particular A-harmonic solutions v on !⇤

with Neumann boundary data given on @!⇤
b and v = 0 on @!⇤

I . Now define H 1
n (!⇤) to be all H 1(!⇤) functions with

9
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n ·Aru = 0 on @!⇤
b and define H 1

n (!) to be all H 1(!) functions with n ·Aru = 0 on @!b where n is the outward
directed unit normal to ⌦ . The A-harmonic spaces are chosen as all A-harmonic functions in H 1

n (!⇤) restricted to
H 1

n (!) and denoted by An(!⇤) and An(!) respectively.
Similarly when Dirichlet data is prescribed on @⌦ we handle as in [9] by considering local particular A-harmonic

solutions v on !⇤ with Dirichlet boundary data given on @!⇤
b and n · Arv = 0 on @!⇤

I . Now define H 1
d (!⇤) as

all H 1(!⇤) functions with u = 0 on @!⇤
b and define H 1

d (!) as all H 1(!) functions with u = 0 on @!b. The
corresponding A-harmonic spaces are chosen as all A-harmonic functions in H 1

d (!⇤) restricted to H 1
d (!) and denoted

by Ad (!⇤) and Ad (!).
Next the class of simple finite dimensional subspaces of An(!⇤) and Ad (!⇤) are constructed. We begin describing

finite dimensional subspaces of An(!⇤). We introduce a countable set of functions { fi }1i=1 on the boundary @!⇤
I

that form a dense system in H 1/2(@!⇤
I ) and order the basis in terms of increasing boundary oscillation. We choose

a system of N linear independent functions defined on @!⇤
I numbered in order of increasing oscillation and extend

these inside as A-harmonic functions wi by finding the H 1(!⇤) solution wi of

� div(A(x)rwi (x)) = 0, x on !⇤ (4.1)

with boundary values wi = fi 2 H 1/2(@!⇤
I ) and n · Arwi = 0 on @!⇤

b . These functions form a basis for an
N -dimensional subspace of An(!⇤). We denote this subspace by W N

n = span{w1, w2 . . . , wN }.
To generate finite dimensional subspaces of Ad (!⇤) we introduce a countable set of functions { fi }1i=1 on the

boundary @!⇤
I that form a dense system in H 1/2

00 (@!⇤
I ) (e.g., see page 31 of [45]) and order the basis in terms of

increasing boundary oscillation. We choose a system of N linear independent functions defined on @!⇤
I numbered in

order of increasing oscillation and extend these inside as A-harmonic functions wi by finding the H 1(!⇤) solution
wi of

� div(A(x)rwi (x)) = 0, x on !⇤ (4.2)

with boundary values wi = fi 2 H 1/2(@!⇤
I ) and wi = 0 on @!⇤

b . These functions form a basis for an N -dimensional
subspace of Ad (!⇤). We denote this subspace by W N

d = span{w1, w2 . . . , wN }.
Working as before we construct finite dimensional subspaces of An(!⇤) and Ad (!⇤) with optimal approximation

properties on ! adjacent to the boundary. For ease of exposition we will denote either An(!⇤) and Ad (!⇤) as
AB(!⇤) and similarly An(!) and Ad (!) are denoted as AB(!). The corresponding finite dimensional subspaces
W N

n and W N
d are written as W N

B . Now consider the restriction of functions in AB(!⇤) to !. The restriction operator
R : AB(!⇤) ! AB(!) is a compact operator [12]. The eigenvalues �B

j of R⇤ R decrease monotonically to zero with
the index j ! 1. We define {e j }1j=1 ⇢ AB(!⇤) to be the associated eigenfunctions given by

R⇤ Re j = �B
j e j ,

or

(e j , v)E(!) = �B
j (e j , v)E(!⇤), (4.3)

for all v 2 AB(!⇤). Here we take the normalization (ei , e j )E(!⇤) = �i j . The eigenvalues {�B
n }1n=1 form a decreasing

sequence of positive real numbers and we order the eigenvalues according to max–min. The space spanned by
M eigenfunctions corresponding to the eigenvalues {�B

n }M
n=1 has optimal approximation properties. Denoting the

optimal space by V M
B this is expressed in the following theorem [10,12].

Theorem 4.1 (Optimal Approximation Property). Given V M
B = span{e1, . . . , eM} and consider any M dimensional

subspace W M
B ⇢ A(!⇤) then

q
�B

M+1 = sup
u2AB (!⇤)

inf
e2V M

B

ku � ekE(!)

kukE(!⇤)
= inf

W M
B ⇢AB (!⇤)

sup
u2AB (!⇤)

inf
v2W M

B

ku � vkE(!)

kukE(!⇤)
. (4.4)

The best relative approximation error of a function u 2 AB(!⇤) over ! by an element of a subspace W N
B ⇢ A(!⇤)

of dimension M is given by the Sup-Inf,
q

µB
N = sup

u2AB (!⇤)
inf

v2W N
B

ku � vkE(!)

kukE(!⇤)
. (4.5)

10
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A spectral characterization for the Sup-Inf that holds for partition of unity domains ! interior to ⌦ as well as
on the boundary is given in Section 5. The spectral characterization provides a means for computing the Sup-Inf
numerically. It is now evident that arguments of Section 3 can be applied immediately to domains adjacent to the
boundary to deliver the analogous Theorems and Corollaries provided in Section 3 on applying the substitutions
�B

i , µB
i , W N

B and V M
B in place of �i , µi , W N and V M .

5. Spectral definition of Sup-Inf

The Sup-Inf of the finite dimensional approximation space W N is reformulated as a spectral problem. This
formulation allows for the numerical computation of a-priori error estimates for the approximation of u 2 A(!⇤)
or u 2 AB(!⇤), by elements in a finite dimensional approximation space of A-harmonic functions. The method for
spectral definition Sup-Inf for the case of interior domains ! or domains adjacent to the boundary is the same. So
without loss of generality we state the spectral representation in the context of interior domains u 2 A(!⇤). The
restriction operator is explicitly written in terms of a prescribed Hilbert space basis of A(!⇤) denoted by {wi }1i=1. We
shall take the basis to be orthonormal i.e., (wi , w j )E(!⇤) = �i j . Given h 2 A(!⇤) we have h = P1

i=1(wi , h)E(!⇤)wi ,
so the restriction operator Rh = h|! is given by

Rh =
1X

i=1

(wi , h)E(!⇤) Rwi , Rwi = wi |!. (5.1)

A straight forward computation shows that the adjoint of the restriction operator is

R⇤h =
1X

i=1

(wi , h)E(!)wi . (5.2)

Set RW N = span{Rw1 . . . , RwN } and we preserve dimension under the restriction.

Theorem 5.1. The dimension of the restriction of the space W N to ! given by RW N is N.

Proof. Suppose instead there exist numbers {↵i }N
i=1 not all zero such that

PN
i ↵i Rwi = 0 then

PN
i ↵iwi = 0 on

!. Since
PN

i ↵iwi 2 A(!⇤) we see from the unique continuation property [46,47] that
PN

i ↵iwi = 0 in !⇤. Hence
the dimension of W N is less than N and we get the desired contradiction. ⇤

Consider the projection PRW N : A(!) ! RW N . This projection acting on Ru is written as PRW N Ru =PN
i=1(Ru, Rwi )E(!) Rwi and P⇤

RW N u = PN
i=1(u, R⇤wi )E(!⇤) R⇤wi . Denote the identity over A(!) by I! and set

T u = (I! � PRW N )Ru. With this definition of T together with (3.5) we immediately have

µN = sup
u2A(!⇤)

inf
v2W N

ku � vk2
E(!)

kuk2
E(!⇤)

= sup
u2A(!⇤)

(T ⇤T u, u)E(!⇤)

kuk2
E(!⇤)

. (5.3)

Now we obtain the spectral representation of the Sup-Inf. Since I! �PRW N is a bounded operator on A(!) there
exists a positive constant C independent of u for which

kT ukE(!)  CkRukE(!). (5.4)

Since R : A(!⇤) ! A(!) is a compact operator it now follows that T : A(!⇤) ! A(!) is a compact operator.
Collecting results we see that T ⇤T is a bounded, self-adjoint, compact operator on A(!⇤) characterized by a
countable nonincreasing sequence of positive eigenvalues ⌫N

1 � ⌫N
2 � · · · & 0. The eigenvalue problem for T ⇤T is

given by the pairs u 2 A(!⇤), ⌫ 2 R+ such that

((I! � PRW N )Ru, (I! � PRW N )Rv)E(!) = ⌫(u, v)E(!⇤) for all v 2 A(!⇤). (5.5)

The largest eigenvalue for this problem is ⌫N
1 and it is the Sup-Inf and denoted by µN . It is clear that µN is

nonincreasing with N . This formula is used to compute the Sup-Inf in the numerical examples.
11
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Fig. 3. A microgeometry similar to [13], Fig. 2. The side length of !⇤ domain to side length of ! is of ratio 2 : 1.

Fig. 4. Applied Dirichlet boundary conditions (left) and resulting A-harmonic extension (right) for g1
2 .

6. The discrete problem

In this section we consider finite element discretizations of the local problem in two dimensions. We describe
the case for ! in the interior of ⌦ , as in Fig. 3. Here the blue square represents !, the union of blue and green
domains represents !⇤ and the union of blue, green and, gray domains represents ⌦ . Here A is associated with
the coefficient of a particulate composite taking on one constant value in the particles (in red) and another outside.
Take a triangular partition of !⇤ of size h and choose a set of L functions from a countable set of functions that
form a basis in L2(@!⇤) consistent with the triangulation of size h. The discrete AL -harmonic extension of the
boundary data is given in terms of a bi-linear finite element (FE) basis. The size of the FE mesh h is consistent
with the smallest length scale of the boundary oscillations. For example if we choose A-harmonic extensions of
the boundary values sin(kt), cos(kt) for k = 1, . . . , L/2 and t parameterizes the boundary, then it is found that, for
a given minimum particle diameter d and contrast between material properties, a consistent choice of the length
scale h of the FE mesh in !⇤ is h ⇡ min{ d

10 , 1
10L }. We apply Gram–Schmidt to the system of linearly independent

A-harmonic extensions of the L boundary basis functions to recover an orthonormal basis {w j }L
j=1 with respect to

the energy inner product on !⇤. Fig. 4 shows the A-harmonic extension of boundary data cos(2t) restricted to !

and Fig. 5 shows the A-harmonic extension of piecewise linear boundary data restricted to !.
The span of w1, . . . , wL is denoted by AL (!⇤). The restriction of functions in AL (!⇤) to ! is denoted by R.

The eigenvalues � j of R⇤ R decrease monotonically as the index j ! L . We define {e j }L
j=1 ⇢ AL (!⇤) to be the

12
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Fig. 5. Applied Dirichlet boundary conditions (left) and resulting A-harmonic extension (right) for h1
2.

Fig. 6. A-harmonic functions over !⇤ created with boundary data ((7.1) left) for n1 = 1, n1 = 5 (left) and ((7.1) right) for n2 = 2, n2 = 15
(right).

associated eigenfunctions given by

R⇤ Re j = � j e j , (6.1)

or

(e j , v)E(!) = � j (e j , v)E(!⇤), (6.2)

for all v 2 AL (!⇤). Here we take the normalization (ei , e j )E(!⇤) = �i j . As before we have,

Theorem 6.1. Given V M = span{e1, . . . , eM} and consider any M dimensional subspace W M ⇢ AL (!⇤) then
p

�M+1 = sup
u2AL (!⇤)

inf
e2V M

ku � ekE(!)

kukE(!⇤)
= inf

W M ⇢AL (!⇤)
sup

u2AL (!⇤)
inf

v2W M

ku � vkE(!)

kukE(!⇤)
. (6.3)

13
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Fig. 7. A-harmonic functions over !⇤ created with boundary data ((7.2) left) for n1 = 1, n1 = 5 (left) and ((7.2) right) for n2 = 2, n2 = 15
(right).

Fig. 8. Eigenfunctions in !⇤ for eigenvalues �1, �4, �9, �16.

14
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Fig. 9. Cosine computations for �m = 1000 with a mesh of 10 million elements on !⇤. The cosine is computed between a fixed number
M of eigenfunctions of the restriction operator (each line in the plots) and the space of A-harmonic functions. In the left column the
A-harmonics are g1

n1
, g2

n2
, and in the right column h1

n1
, h2

n2
. The eigenfunctions are computed using the same boundary data as used to

generate the A-harmonic functions.
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Fig. 10. Cosine computations for �m = 100 with a mesh of 10 million elements on !⇤. The cosine is computed between a fixed number
M of eigenfunctions of the restriction operator (each line in the plots) and the space of A-harmonic functions. In the left column the
A-harmonics are g1

n1
, g2

n2
, and in the right column h1

n1
, h2

n2
. The eigenfunctions are computed using the same boundary data as used to

generate the A-harmonic functions.
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Fig. 11. Cosine computations for �m = 10 with a mesh of 10 million elements on !⇤. The cosine is computed between a fixed number M of
eigenfunctions of the restriction operator (each line in the plots) and the space of A-harmonic functions. In the left column the A-harmonics
are g1

n1
, g2

n2
, and in the right column h1

n1
, h2

n2
. The eigenfunctions are computed using the same boundary data as used to generate the

A-harmonic functions.

17



R. Lipton, P. Sinz and M. Stuebner Computer Methods in Applied Mechanics and Engineering xxx (xxxx) xxx

Fig. 12. The left column shows plots of N↵(M) in blue compared to the identity line in orange. The right column shows µ(M) compared
to the eigenvalues of the restriction operator and the bound of Theorem 3.8. All plots are on a domain with oversampling ratio of 2:1 and
conductivity �m = 1000 in the connected phase. The space A(!⇤) is generated by cosines and sines as boundary data. The top row has
↵ = 0.4 and the bottom row has ↵ = 0.1. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)

The relative approximation error of AL (!) functions by an element of W N ⇢ AL (!⇤) is given by the Sup-Inf,

µ(N ) = sup
u2AL (!⇤)

inf
v2W N

ku � vkE(!)

kukE(!⇤)
. (6.4)

As before it is now evident that arguments of Section 3 can be applied immediately to deliver the analogous
Theorems and Corollaries provided in Section 3.

7. Numerical simulations

The domains ! ⇢ !⇤ within the composite domain are given by nested rectangles as in Fig. 3. Here ! is the
blue region and !⇤ is the union of the blue region and the green picture frame. The ratio of side lengths of the
outer and inner rectangles are two to one. We call this an oversampling ratio of 2 : 1. The composite is composed
of particles embedded within a connected phase. Here A = I inside the particles and A = �mI in the connected
phase.

In a first example we generate A-harmonic functions using sines and cosines as Dirichlet boundary conditions.
We order the boundary data according to increasing frequency of oscillation generating a 500-dimensional space.
To apply these functions, the boundary @!⇤ of length L is parameterized. The parameter t starts at a given node on
the boundary and runs along it until it hits the node again. The 500 sines and cosines are given by the following,
for n1 = 1, . . . , 250 and n2 = 1, . . . , 250,

g1
n1

(t) = cos
✓

2⇡n1t
L

◆
, g2

n2
(t) = sin

✓
2⇡n2t

L

◆
. (7.1)

The A-harmonic extension of g1
2(t) over !⇤ is given in Fig. 4. Examples of A-harmonic extensions for different

g1
n1

and g2
n2

are given in Fig. 6. Eigenfunctions that participate in the optimal approximation space associated with
18
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Fig. 13. The left column shows plots of N↵(M) in blue compared to the identity line in orange. The right column shows µ(M) compared
to the eigenvalues of the restriction operator and the bound of Theorem 3.8. All plots are on a domain with oversampling ratio of 2:1 and
conductivity �m = 100 in the connected phase. The space A(!⇤) is generated by cosines and sines as boundary data. The top row has
↵ = 0.4 and the bottom row has ↵ = 0.1. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)

�1, �4, �9, �16 inside ! are given in Fig. 8. In a second example we use piecewise linear functions which are
parameterized on the boundary as

h1
n1

(t) = C
✓

t mod
L
n

◆
, h2

n2
(t) = S

✓
t mod

L
n

◆
(7.2)

for

C(x) =
(

�4(x � 1
4 ) x 2 [0, 1

2 ]
4(x � 3

4 ) x 2 [ 1
2 , 1],

S(x) =

8
><

>:

4x x 2 [0, 1
4 ]

�4(x � 1
2 ) x 2 [ 1

4 , 3
4 ]

4(x � 3
4 ) x 2 [ 3

4 , 1].
(7.3)

Again the bases are indexed in order of increasing frequency of oscillation Note that h1
n1

(t) and h2
n2

(t) are piecewise
linear approximations of g1

n1
(t) and g2

n2
(t), respectively. The A-harmonic extension of h1

2(t) over !⇤ is given in
Fig. 5. Examples of A-harmonic extensions for different h1

n1
and h2

n2
are given in Figs. 7 and 8 shows the optimal

basis functions given by the eigenfunctions of the restriction operator. They are computed using the A-harmonic
extensions generated by cosines and sines (7.1). The eigenfunctions with eigenvalues �1, �4, �9, �16 oscillate on the
boundary at the same frequency as g1

1 , g2
2 , g1

5, and g2
8 . Figs. 6 through 8 show that the A-harmonic extensions of

boundary given by trigonometric boundary data g1
n1

, g2
n2

or oscillatory linear boundary data h1
n1

, h2
n2

oscillate on the
boundary to the same degree as the optimal basis functions given by the eigenfunctions of the restriction operator.

In Figs. 9 through 11 we examine the function
p

↵ = cos �N
M as it depends on the oversampling ratio, the choice

of A-harmonic extensions of boundary data, and �m . The outer square domain !⇤ has side length denoted by Lout .
The concentric inner square domain ! has side length Lin . The ratio of the side lengths is denoted by Lout : Lin .
Each graph corresponds to a fixed choice of Lout : Lin , �m , and local basis generated by g1

n1
, g2

n2
or h1

n1
, h2

n2
. Each

graph portrays five curves of
p

↵ = cos �N
M for a different fixed value of M . The blue curve corresponds to M = 6,
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Fig. 14. The left column shows plots of N↵(M) in blue compared to the identity line in orange. The right column shows µ(M) compared
to the eigenvalues of the restriction operator and the bound of Theorem 3.8. All plots are on a domain with oversampling ratio of 2:1
and conductivity �m = 10 in the connected phase. The space A(!⇤) is generated by cosines and sines as boundary data. The top row has
↵ = 0.4 and the bottom row has ↵ = 0.1. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)

the red curve corresponds to M = 12, the green curve corresponds to M = 18, the orange curve corresponds to
M = 24, and the purple curve corresponds to M = 30. For all plots N runs from 1 to 500 and ↵ 2 [0, 1]. Here
↵ = 0 for N < M and ↵ = 1 for N � 500. In all cases ↵ > 0 when N = M + 2, however as M is increased the
growth rate of ↵ with N decreases and the growth rate of all curves decrease with increasing �m . The growth rate
of ↵ with N remains roughly the same for all curves as the oversampling Lout : Lin runs from 2 : 1 to 6 : 5.

We now fix the oversampling ratio to 2 : 1 and provide plots of
p

�M , p
µM and the bound

p
�M+1(1 + ↵�1/2)

with ↵ = 0.4 and ↵ = 0.1 for the three choices �m = 1000, �m = 100, and �m = 10. Here we use local basis
functions generated by the A-harmonic extensions of trigonometric boundary data g1

n1
, g2

n2
. These studies are given

in Figs. 12, 13, and 14. The same study is repeated for the local basis functions generated by the A-harmonic
extensions of piecewise linear boundary data h1

n1
, h2

n2
in Figs. 15, 16, and 17. These figures also include plots of

N↵(M) for ↵ fixed and M increasing with an identity line in orange for reference.
These studies show that the decay of

p
�M , p

µM , and
p

�M+1(1 + ↵�1/2) are all exponential in M . In all cases
the curves

p
�M , p

µM lie on top of each other for all choices of �m . The upper bound
p

�M+1(1 + ↵�1/2) is
seen to lie well above the actual Sup-Inf values. These trends hold for the A-harmonic extensions of g1

n1
, g2

n2
and

h1
n1

, h2
n2

. Figs. 12 through 17, show for all cases that M  N↵(M)  M + 10. Additionally, we note that from
↵ = 0.1 to ↵ = 0.4, in each plot, the value of N↵(M) lifts off the identity line (N↵(M) > M) for smaller M as
↵ is increased. This trend holds as ↵ is increased further. Since the optimal basis functions are seen to increase
in oscillatory behavior along @!⇤ as M increases, this indicates that an increasingly larger basis of A-harmonic
functions, h1

n1
, h2

n2
, g1

n1
, and g2

n2
, are required to sufficiently capture the higher order optimal basis functions.

8. Conclusion

We conclude from the numerical simulations that the subspaces both of A-harmonic extensions of trigonometric
functions and oscillatory linear functions deliver an exponentially decaying upper bound on the error. The
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Fig. 15. The left column shows plots of N↵(M) in blue compared to the identity line in orange. The right column shows µ(M) compared
to the eigenvalues of the restriction operator and the bound of Theorem 3.8. All plots are on a domain with oversampling ratio of 2:1 and
conductivity �m = 1000 in the connected phase. The space A(!⇤) is generated by piecewise linear functions as boundary data. The top row
has ↵ = 0.4 and the bottom row has ↵ = 0.1. (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

simulations show that the upper bound on convergence rate with respect to dimension for W N↵ (M) matches the
actual decay of the optimal basis V M with respect to M . For these cases �N

M 2 (0, ⇡/2] and ↵ = cos2 �N
M is taken

to be 0.1 and 0.4 in the simulations. The bound corroborates the exponential convergence of the error between the
basis and the actual solution seen in other simulations [9]. We point out that we use A-harmonic basis functions that
are extensions of complete bases of H 1/2(@!⇤) for interior domains !⇤ and similarly for domains !⇤ adjacent to the
boundary @⌦ . We choose the boundary data be oscillatory with the same frequency of oscillation as the restriction
of the optimal local basis to @!⇤. The physical reason for this is that errors of highly oscillatory nature get damped
out by the buffer domain !⇤ \!c and only lower oscillatory errors need to be eliminated over !. This is in keeping
with observations in [48] where this phenomenon is viewed from the perspective of energy concentration in !.
Oscillation enhanced decay away from the boundary is seen for the A-harmonic extensions of trigonometric and
oscillatory linear boundary data and the optimal basis, see Figs. 6 through 8. It is also seen in explicit computation
of the eigenfunctions of R⇤ R for harmonic functions on the disk and sphere. Similar trends can be seen for the
interior fields of A-harmonic extensions harmonic polynomials [13] and Stekloff eigenfunctions in high contrast
particulate media [49].
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Fig. 16. The left column shows plots of N↵(M) in blue compared to the identity line in orange. The right column shows µ(M) compared
to the eigenvalues of the restriction operator and the bound of Theorem 3.8. All plots are on a domain with oversampling ratio of 2:1 and
conductivity �m = 100 in the connected phase. The space A(!⇤) is generated by piecewise linear functions as boundary data. The top row
has ↵ = 0.4 and the bottom row has ↵ = 0.1. (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)
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Appendix. Minimum eigenvalue is cosine

This appendix establishes the identity given by (3.7). Recall Ai j = (ei , w j )E(!⇤), and for Ex 2 RM the minimum
eigenvalue of the symmetric matrix AAT is

�M I N (AAT ) = min
Ex2RM

{ AAT Ex · Ex
|Ex |2 }. (A.1)

Define the subspaces V M = span{e1, . . . , eM} as before and W N = span{w1, . . . , wN }, where {ei }M
i=1 and {wi }N

i=1
are orthonormal systems with respect to the inner product (·, ·)E(!⇤). The orthogonal projection PW N of vectors e in
V M = span{e1, . . . , eM} into W N = span{w1, . . . , wN } is defined by

PW N e =
NX

i=1

(wi , e)E(!⇤)wi . (A.2)

Now for e = PM
i=1 xi ei note that kek2

E(!⇤) = |Ex |2. Then

�M I N (AAT ) = (A.3)

= min
Ex2RM

{ AAT Ex · Ex
kek2

E(!⇤)
} (A.4)
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Fig. 17. The left column shows plots of N↵(M) in blue compared to the identity line in orange. The right column shows µ(M) compared
to the eigenvalues of the restriction operator and the bound of Theorem 3.8. All plots are on a domain with oversampling ratio of 2:1 and
conductivity �m = 1000 in the connected phase. The space A(!⇤) is generated by piecewise linear functions as boundary data. The top row
has ↵ = 0.4 and the bottom row has ↵ = 0.1. (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

= min
Ex2R(M

{
PM

i=1
PM

j=1
PN

k=1(ei , wk)E(!⇤)(wk, e j )E(!⇤)xi x j

kek2
E(!⇤)

} (A.5)

= min
e2V M

{
PN

k=1(wk, e)E(!⇤)(wk, e)E(!⇤)

kek2
E(!⇤)

} (A.6)

= min
e2V M

{
(PW N e, e)2

E(!⇤)

kek2
E(!⇤)

} (A.7)

= cos2(�N
M ), (A.8)

and the identity is established.
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