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Abstract—Automated detection and validation of fine-grained
human activities from egocentric vision has gained increased
attention in recent years due to the rich information afforded by
RGB images. However, it is not easy to discern how much rich
information is necessary to detect the activity of interest reliably.
Localization of hands and objects in the image has proven helpful
to distinguishing between hand-related fine-grained activities.
This paper describes the design of a hand-object-based mask
obfuscation method (HOBM) and assesses its effect on automated
recognition of fine-grained human activities. HOBM masks all
pixels other than the hand and object in-hand, improving the
protection of personal user information (PUI). We test a deep
learning model trained with and without obfuscation using
a public egocentric activity dataset with 86 class labels and
achieve almost similar classification accuracies (2% decrease with
obfuscation). Our findings show that it is possible to protect PUI
at smaller image utility costs (loss of accuracy).

Index Terms—Human Activity Recognition, Wearable Camera,
Deep Learning, Image Obfuscation

I. INTRODUCTION

Hand-related human activity recognition (HAR-2) plays a
major role in several applications including remote assistance
and human-robot interaction, and is critical to understanding
factors that influence health outcomes [1] such as dietary
monitoring [2]. Leveraging self-report and natural observation
for HAR-2 is burdensome and costly, negatively impacting
scalability and feasibility when deployed in longitudinal stud-
ies [2]. Needed are automated methods for HAR-2. To this end,
wearable cameras are used to automate the monitor of HAR-
2 and provide both precise timing and visual confirmation
of these activities [3]. Recent progress in computer vision
algorithms have considerably enabled the use of wearable
cameras for automated HAR-2 in real-world settings.

Despite the popularity of wearable cameras in research and
advancements in automated detection methods, RGB video
data inherently captures data that people are uncomfortable
sharing, reducing people’s willingness to wear cameras [4].
This poses a major challenge for health researchers intend-
ing to capture naturally occurring behavior, and computer
scientists intending to publish their datasets for transparency,
reproducibility, and the advancement of science. Researchers
often have to go through a rigorous process to de-identify
data and remove sensitive information before they allow
public access to datasets [5]. This usually involves either the

strict control over data collection or a blocklist approach to
obfuscating sensitive information (e.g., where a predefined set
of labels representing sensitive objects like faces are removed).
Controlling data through strictly controlled protocols prevents
the ability to capture and understand naturally occurring
activities in real-world settings, weakening the impact and
generalizability of the study. Likewise, limiting the definition
of privacy to a set of sensitive objects is not ideal, because
what an individual perceives to be sensitive information is
application-based and varies from one individual to the next.
Finally, removing predefined labels either requires tedious
manual human inspection or automatic detection methods,
which adds another source of error.

To address these concerns in human activity recognition,
researchers recently investigated the tradeoff between pre-
venting the capture of personal user information (PUI) and
image utility [4], [6]. In most cases, cameras capture more
information than intended and more details than needed, which
can result in violation of user privacy [6]. By highlighting this
fact, we looked into methods applied in egocentric vision that
eliminated non-essential information from the scene. Alharbi
et al. show how image obfuscation methods in wearable
cameras can protect PUI, but often come at the cost of utility
in HAR-2. One obfuscation method shown to be most effective
in protecting PUI is that of masking background pixels.
This is the most extreme background obfuscation method
since it completely eradicates background pixels by setting
background pixels to a single color (e.g., black). Moreover, this
method was shown to be non-inferior in visually confirming
the wearer’s activity, when it came to detecting the wearer’s
hand-related activities (e.g., eating/drinking, making phone
calls), especially when an object was present in-hand. How-
ever, the effect of masking on algorithms that automatically
detect behavior was not studied [6]. Similarly, recent literature
stresses the importance of the hands and objects in HAR-2
from egocentric cameras [7], [8]. Inspired by these works, we
conducted our experiments on a large public dataset released
for HAR-2 and tested the effect of hand-object-based mask
(HOBM) obfuscation, that is masking everything in the scene
except for the hand and active objects (i.e., objects in-hand)
on a machine learning model’s ability to automatically classify
fine-grained activities.
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We list our contributions as follows:
• We test the impact of an extreme obfuscation method,

masking all objects except the hand and active object
(hand-object-based mask obfuscation), on hand-related
human activity recognition.

• Informed by our analysis, we further study the impact
of obfuscation for each action class and provide insights
on the cases where obfuscation decreases and increases
utility (accuracy).

Our work demonstrates that one can maintain high privacy
standards with a very minimal loss of (and some cases an
improvement of) utility. By this work, we aim to reinforce
the principle of least privilege data privacy, by encouraging
the practice of collecting only the necessary information in
wearable egocentric cameras. In doing so, we provide further
support in challenging the fact that privacy can only be
achieved by compromising a large amount of utility1.

II. RELATED WORK

Prior research focused on different obfuscation methods to
improve privacy by using mainly two approaches: (1) partial
obfuscation (e.g, screens, plate numbers, bystanders) [9]–[11],
and (2) total obfuscation (e.g, low resolution or blur) [4],
[12], [13]. Traditional partial obfuscation approaches include
pixelization or blurring sensitive information in the image,
such as faces to prevent identification [9], [10]. Korayam
et al. enhanced life logging experiences by addressing pri-
vacy concerns that were raised by screens; they detected
and obfuscated desktop and laptop computer screens [14]
but did not include phones, tablets, TVs, or other electronic
devices. Yan et al. explored the effect of partial obfuscation
on the automated detection of activity recognition using third
person view camera videos collected from the internet (i.e.,
YouTube) and masking the pixels corresponding to humans in
the images [11]. They showed that removing the human from
the image reduces the accuracy relatively by 9%. Obfuscation
through masking has been shown to be useful in reducing
privacy concerns, but it is not known whether it remains useful
in enabling the automated detection of hand-related activities
in the egocentric view. The challenges of processing data and
detecting activities of interest from a third-person surveillance
camera view are different than that of egocentric (first person)
views because of rapid camera motion (due to its position on
the body), proximity to the activity of interest, and presence
of distracting objects that are not of interest [15].

Adversarial training is a common technique used to prevent
information exposure among different data modalities [16]–
[19]. Researchers utilize this technique to address privacy
concerns by anonymizing sensitive content in videos. Ren et
al. proposed a video face anonymizer that uses adverserial
training to remove the user’s face while maximizing the
activity detection performance [20]. This learning process is
modeled as a fight between a video anonymizer that tries to
remove privacy sensitive information while preserving enough

1Source code available: https://github.com/HAbitsLab/HOBM

information from the scene for the intended detection task at-
hand. Although adverserial learning approaches can achieve
this trade-off in a systematic way, all these approaches assume
privacy is buried inside labels like faces.

Total obfuscation is another method used to enhance pro-
tecting user information without the burden of defining privacy
labels. Recently, methods for activity recognition propose
building extremely low-resolution images [12], [13]. Ryoo et
al. show the possibility of activity recognition from extremely
low-resolution images through a concept called inverse super
resolution (ISR) [13]. The idea behind ISR is that multiple
low-resolution images may contain an equivalent amount of
information to a single high-resolution image. Dimiccoli et
al. explore a study that showed how much people were
willing to wear cameras according to different levels of image
degradation [4]. In this study, they tested multiple total ob-
fuscation methods using different blur intensities and found a
positive relationship between the amount of image degradation
and participant willingness to be captured by the wearable
camera. Although total obfuscation methods like extreme low
resolution or blur address privacy concerns, they are known to
significantly reduce recognition accuracy [21].

Prior studies show the importance of keeping the hands and
the active objects (objects in-hand) to enable visual confirma-
tion of hand-related activities [6]. In contrast to existing partial
obfuscation approaches, which target the sensitive information
and try to remove them, our approach focuses on localizing
the activity of interest (keeping hands and object in-hand) in
the image and removing everything else.

For the purpose of this work, we focused on RGB data.
However, prior research focused on HAR-2 from derivatives of
RGB modality including optical flow or hand trajectory [22],
[23]. While these approaches are not as susceptible to the
privacy concerns discussed earlier, they are not always useful
for recognizing large sets of activity labels, they often require
unique methods and network structures, and they fail to
provide visual confirmation of activities if needed (after the
model runs to provide further confirmation). By using RGB
data, we keep our goal accessible to a wide range of tasks and
methods and provide a proof of concept.

III. METHOD

Figure 1 shows the overview of our framework. In this sec-
tion, we describe our obfuscation method, activity recognition
training and evaluation method, and the dataset used.

A. Hand-Object-Based Mask Obfuscation (HOBM)

Motivated by recent research demonstrating that the hands
and the object in-hand provide enough information to distin-
guish fine-grained hand-related activities [7], [8], [22], HOBM
masks all pixels other than the hand and object in-hand. We
first detect the hand and object in-hand. Then, we apply our
obfuscation function to remove unnecessary information, cor-
rect any detection errors, and finally generate the obfuscated
image.
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Fi g. 1. Di a gr a m of t h e m et h o d ol o gi c al fr a m e w or k; R a w i m a g es fr o m a H A R- 2 d at as et ar e p ass e d t o H O B M o bf us c ati o n bl o c k t o g e n er at e o bf us c at e d i m a g es.
T h es e i m a g es ar e us e d t o tr ai n a n d e v al u at e a n a cti vit y r e c o g niti o n m o d el a n d t h e n c o m p ar e its p erf or m a n c e wit h t h e s a m e m o d el tr ai n e d o n r a w i m a g es.

1) H a n d + O bj e ct D et e cti o n: W hil e t h er e e xist s e v er al
w or ks t h at d et e ct h a n ds a n d o bj e cts [ 2 4] –[ 2 6], w e us e t h e
m o d el pr o p os e d b y S h a n et al. [ 2 7] f or t h e f oll o wi n g r e as o ns:
( 1) it is a o n e-st e p a p pr o a c h w h er e b ot h t h e h a n ds a n d t h e
o bj e ct i n- h a n d ar e d et e ct e d, a n d ( 2) cr oss- d at as et a n al ysis
fr o m t his w or k d e m o nstr at es t h e s u p eri orit y of t his m et h o d
wit h r e g ar ds t o g e n er ali z a bilit y a n d a c c ur a c y a m o n g ot h er
h a n d d et e cti o n m et h o ds. I n o ur o bf us c ati o n a p pr o a c h, w e
us e t h e off-t h e-s h elf m o d el pr o vi d e d b y S h a n et al. as-is,
wit h o ut r etr ai ni n g or fi n e-t u ni n g t h e m o d el, b e c a us e t h e m o d el
g e n er ali z es v er y w ell t o ot h er d at as ets [ 2 7]. We d o, h o w e v er,
a d d a p ost- pr o c essi n g st e p t o i n cr e as e t h e h a n d- a n d o bj e ct-
d et e cti o n pr e cisi o n a n d e ns ur e t h at t h e o bf us c ati o n m et h o d
d o es n ot r e v e al e xtr a i nf or m ati o n d u e t o d et e cti o n err or. We
p erf or m t his b y i m p osi n g a hi g h c o n fi d e n c e t hr es h ol d ( 8 0 %)
f or t h e pr e di cti o n. We als o r estri ct t h e ar e a of t h e b o u n di n g b o x
t o mi ni mi z e t h e d et e cti o n err or t h at e x p os es e xtr a u n n e c ess ar y
i nf or m ati o n. S p e ci fi c all y, w e s hri n k a n y b o u n di n g b o x es wit h a
si z e gr e at er t h a n 9 0 % of t h e w h ol e i m a g e b y h alf ( e m piri c all y
s el e ct e d). Gi v e n r e c e nt a d v a n c es i n h a n d d et e cti o n m o d els a n d
e d g e c o m p uti n g, w e will b e a bl e t o p erf or m t his pr o c essi n g
st e p o n- d e vi c e ( e. g., Ti n y M L), w hi c h w o ul d e n a bl e us t o m e et
e v e n hi g h er pri v a c y st a n d ar ds.

2) O bf us c ati o n F u n cti o n: F or a si n gl e fr a m e, l et H b e t h e
s et of all pi x els i n t h e i m a g e w hi c h b el o n g t o t h e b o u n di n g
b o x ar o u n d a p arti ci p a nt’s h a n d. Si mil arl y, l et O b e t h e s et
of all pi x els i n t h e i m a g e w hi c h b el o n g t o t h e b o u n di n g b o x
ar o u n d t h e visi bl e o bj e cts i n t h e i m a g e. We d e fi n e s et A as a
s u bs et of O t h at o nl y c o nt ai ns pi x els b el o n gi n g t o t h e a cti v e
o bj e cts, m e a ni n g t h at t h e o bj e ct t h e y r e pr es e nt i nt er a ct wit h
pi x els r el at e d t o h a n d pi x els fr o m s et H . Fi n all y, gi v e n t h e
i nt e nsit y f u n cti o n of t h e i m a g e f or l o c ati o n (u, v ) as I (u, v ),

t h e o bf us c ati o n f u n cti o n is d e fi n e d as:

o bf (I (u, v )) =
I (u, v ), if I (u, v ) ∈ H ∪ A

0 , ot h er wis e

I n t h e a b o v e d e fi niti o n, b ot h s et H a n d s et A ar e g e n er at e d
usi n g t h e h a n d + o bj e ct d et e ct or m e nti o n e d e arli er.

B. D at as et

We e v al u at e d o ur a p pr o a c h o n a p u bli cl y a v ail a bl e a n d
wi d el y us e d e g o c e ntri c d at as et ( E G T E A G a z e + [ 2 8]) t o t est
t h e i m p a ct of o ur o bf us c ati o n m et h o d o n H A R- 2 t as ks. T h e
E G T E A G a z e + d at as et w as c oll e ct e d fr o m a w e ar a bl e c a m er a
m o u nt e d o n p arti ci p a nts’ h e a ds w hil e t h e p arti ci p a nts w er e
pr e p ari n g diff er e nt r e ci p es i n a kit c h e n. T his ri c h d at as et
c o nt ai ns 2 8 h o urs of fi n e- gr ai n e d c o o ki n g a cti viti es fr o m 8 6
u ni q u e s essi o ns, c oll e ct e d fr o m 3 2 disti n ct i n di vi d u als. T h e
a cti viti es c o m bi n e 5 3 n o u ns a n d 1 9 v er bs f or a t ot al of 1 0 6
cl ass l a b els. As o ur o bf us c ati o n m et h o d is b as e d o n t h e pr es-
e n c e of h a n ds, a n d o bj e cts i n t h e h a n ds, w e r e m o v e d 1 6 fi n e-
gr ai n e d a cti vit y cl ass es t h at d e al wit h n o n- h a n d h el d o bj e cts
( e. g., o p e n fri d g e). I n a d diti o n, w e m er g e d s o m e o v erl a p pi n g
cl ass es t h at ar e e v e n h ar d f or a h u m a n t o disti n g uis h b et w e e n
( e. g., stir wit h c o o ki n g ut e nsils a n d stir wit h e ati n g ut e nsils).
T his r es ult e d i n a fi n al t ot al of 8 6 cl ass l a b els.

C. A cti vit y R e c o g niti o n M o d el Tr ai ni n g

T o t est t h e i m p a ct of o ur o bf us c ati o n o n t h e t as k of a cti vit y
r e c o g niti o n, w e h a d t o tr ai n a n a cti vit y d et e cti o n m o d el wit h
H O B M o bf us c ati o n m et h o d a n d c o m p ar e its p erf or m a n c e
wit h t h e s a m e m o d el tr ai n e d o n r a w i m a g es. We us e d t h e
I 3 D n et w or k [ 2 9] b e c a us e it is t h e c urr e nt st at e- of-t h e- art
R G B- b as e d a cti vit y r e c o g niti o n m o d el f or t h e d at as et t h at
w e us e d. We us e d a pr etr ai n e d R es N et 5 0 [ 3 0] o n Ki n eti cs
4 0 0 [ 3 1] as a b a c k b o n e a n d tr ai n e d t h e m o d el f or 6 0- 8 0

C o M o R e a 2 0 2 2: 1 8 t h W o r k s h o p o n C o n t e x t a n d A c ti vi t y M o d eli n g a n d R e c o g ni ti o nC o M o R e a 2 0 2 2: 1 8 t h W o r k s h o p o n C o n t e x t a n d A c ti vi t y M o d eli n g a n d R e c o g ni ti o n

3 4 3A ut h ori z e d li c e n s e d u s e li mit e d t o: N ort h w e st er n U ni v er sit y. D o w nl o a d e d o n O ct o b er 1 4, 2 0 2 2 at 1 9: 5 1: 3 3 U T C fr o m I E E E X pl or e.  R e stri cti o n s a p pl y.  



(a) Cut Cucumber (b) Put/Take/Wash Cutting Board

(c) Take Bowl (d) Take Bell Pepper

Fig. 2. (a)-(b): Distribution of the center of hands (red dots) and objects (blue
dots) on the 2D image plane for image sequences with different object sizes.
Hand appears on the scene 2.6x times more frequently when the object is
small (cucumber). (c)-(d) Presence and detection of confounding objects (red
bounding box) as opposed to the correct object in hand (green bounding box)
can reduce model ability to detect correct activity class labels.

epochs until convergence. Learning rate schedules were used
during the training to reduce learning rate at specific epochs.
Finally, different temporal input sizes (e.g., 16 frames and 32
frames) were tested as a parameter to fine-tune the results. We
categorize the activities by object size and report the results
in Section IV.

D. Evaluation

We report both accuracy and mean class accuracy (calcu-
lates accuracy for each class and then calculates its arithmetic
mean over all classes) of the model on fine-grained activity
classification and verb and noun classification, both when
trained and tested on raw images and obfuscated images. In
addition to accuracy, we further explain the impact of object
size on the results. Finally, we discuss class labels for which
the impact of obfuscation is substantial.

IV. RESULTS AND DISCUSSION

Table II shows the result of fine-graned activity classifi-
cation on the EGTEA Gaze+ dataset. HOBM achieves an
accuracy and mean class accuracy reduction of 2% and 4%,
respectively, compared to the raw image baseline method.
Table II highlights the results based on the size of the object in
hand. We see no difference in accuracy using the obfuscation
method when objects are small (e.g., knife or bowl), compared
to a 14% reduction when the objects are large (e.g., cooking
pan or pot). The confusion matrices presented in Figure 3
show how similar the results are between processing the
obfuscated and raw images on small objects. Considering all
object sizes, training and testing using HOBM resulted in only

a 3% relative reduction in accuracy of HAR-2. Yan et al. [11]
shows a 9% reduction in accuracy when applying a mask to
human beings to maintain privacy and accuracy. Compared to
prior research, our approach shows promise in its ability for
HAR-2 using mask obfuscation. We also ran an experiment
with the model when it is trained on raw images but tested
on obfuscated ones. Results from Table I shows that a model
which is exposed to more information (i.e., raw images) during
training will not necessarily perform as well when tested
on images with less information (i.e., the obfuscated image).
This is justified by the fact that the model learns to rely on
information beyond the object and activity of interest, lending
greater credence to models that enhance the effect of the
important parts of the image while diminishing the effect of
other parts. The remainder of this section further delineates the
positive and negative effects of image obfuscation on HAR-2.

TABLE I
ACTIVITY RECOGNITION ACCURACY OF THE I3D NETWORK ON THE

EGTEA GAZE+ DATASET FOR VARIOUS OBJECT SIZES, WHEN THE MODEL
IS TRAINED ON RAW IMAGES BUT TESTED WITH HOBM.

Object Size Obfuscated?

Acc (Mean Class Acc)

Fine-grained Activity Verb Noun

Small Yes 0.4 (0.38) N/A 0.52 (0.53)

Large Yes 0.57 (0.57) N/A 0.89 (0.92)

All Yes 0.37 (0.36) 0.57 (0.53) 0.5 (0.5)

TABLE II
ACTIVITY RECOGNITION ACCURACY OF THE I3D NETWORK ON THE

EGTEA GAZE+ DATASET FOR VARIOUS OBJECT SIZES, AND FOR HOBM
APPLIED ON IMAGES CONTAINING THESE OBJECTS.

Object Size Obfuscated?

Acc (Mean Class Acc)

Fine-grained Activity Verb Noun

Small Yes 0.67 (0.63) N/A 0.82 (0.82)
No 0.67 (0.63) N/A 0.81 (0.82)

Large Yes 0.65 (0.57) N/A 0.92 (0.94)
No 0.79 (0.76) N/A 0.94 (0.96)

All Yes 0.63 (0.58) 0.74 (0.77) 0.79 (0.78)
No 0.65 (0.62) 0.78 (0.79) 0.79 (0.8)

A. Impact of Object Size

Some objects (e.g., pot, pan, cutting board) are relatively
larger than others (e.g., vegetables, small containers, knives)
and so when the large objects appear in the scene, the hand is
more occluded. According to the obfuscation function, defined
in Section III, if no hand is present, the obfuscated image
will be entirely the same color (a black frame) since there is
no hand to assign the object. In such cases, the obfuscated
image sequence will contain a few scattered black images,
negatively impacting the model’s ability to detect the activity.
Figures 2a and 2b show the location distribution of the hands
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Big Objects 
Obfuscated

Big Objects 
Raw

Small Objects 
Obfuscated

Small Objects 
Raw

Fig. 3. Confusion matrices of the two models trained on raw and HOBM obfuscated images for the first 12 classes; the two models achieve almost similar
results on activities dealing with small objects.

Sink

(b) Wash bowl(a) Put trash

Trash Can

(c) (d)

Fig. 4. (a)-(b): Classes where context might become important. Obfuscated
images are insensible to the context in contrast to raw images. Green regions
only show pixels that are visible on obfuscated image (c-d): Top 3 predicted
classes for class ”cut bell pepper” and class ”take paper towel” when the raw
image is used; The model confuses these classes with similar fine-grained
activities.

and objects in-hand across images of a subject cutting a
cucumber and using a cutting board, respectively. As shown
with the cucumber, when the individual is using a smaller
object such as a knife, the hand presence in the image is more
dominant, while for activities involving large objects such as
the cutting board, the hand is not visible most of the time.

B. Impact of Context Visibility

We noticed for some class labels that information from
context, other than the hand and the object in-hand, is im-
portant. One good example is the class “Put trash” containing
image sequences representing the moment when the wearer
is throwing trash in a trash can. The model achieves an
accuracy of 81% for this class when it is trained on raw
image sequences. However, the accuracy drops to 70% when
it is trained on obfuscated images. The potential reason behind
this decline is that in the obfuscated image, only the hand and

the trash in the hand are visible and, and while the object
”trash” can refer to many things such as vegetable scraps,
paper towel, etc., the important common feature that helps
in recognizing this activity is the trash can. Another example
where information in addition to the hand and object in-hand
becomes important is the washing action, where the sink is
important in providing useful information. Figures 4a and 4b
present sample images for activity classes where context is
important: putting the trash and washing a bowl.

C. Positive Impacts of Obfuscation
Surprisingly, for some classes, HOBM improves model

accuracy substantially. In this section, we discuss the main
reasons behind this improvement.

1) Presence of confounding objects: We noticed that too
much unnecessary information on raw images can at times
confuse the model. This happens when the model is exposed to
a large set of objects present in the raw image. One example is
where the subject is taking an object from the kitchen counter
while other objects are placed nearby. We noticed often that
in the raw image, the model confuses the object with nearby
objects, whereas in the obfuscated image, the model is blind to
confounding objects. Figures 2c and 2d show examples of this
case where the model can predict the verb ”take” successfully,
but fails to predict the noun due to the presence of confounding
objects.

2) Similar Fine-grained Activities: There exist a lot of
similar classes in the dataset that makes the task of fine-grained
activity recognition challenging. When the model is exposed
only to the necessary information in the obfuscated image, it
is forced to learn more robust features that are part of the
activity class, and as a result performs better at distinguishing
between similar activities. For example, the activity class “cut
bell pepper” is very close to activities like “cut cucumber” or
“cut lettuce.” Likewise, “take paper towel” is similar to “put
paper towel” and “divide/pull apart paper towel.” We see that
the raw-trained model often confuses these classes with each
other, resulting in low class accuracy. Figures 4c and 4d show
the classes most often confused with classes “cut bell pepper”
and “take paper towel.”

V. CONCLUSION

In this paper, we tested a mask obfuscation method’s effect
on hand-related human activity recognition accuracy. We show
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on average a 2% reduction in accuracy when training and
testing are done on obfuscated image sequences compared
to the raw image sequences. We highlight the potential for
obfuscation to maintain high utility in detecting fine-grained
activities while addressing privacy concerns. This method
further supports the principle of least privilege in that using
less information does not necessarily reduce utility of data for
machine learning methods. This method can streamline the
process of capturing naturally occurring behavior, minimizing
the amount of information captured and processed, and reduce
the ethical burden of disseminating video datasets for the re-
search community by addressing privacy concerns. Moreover,
it can further assist researchers by potentially increasing the
feasibility of wearing a camera in longitudinal studies.
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