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Reproducing ensemble averaged electrostatics with
Super-Gaussian-based smooth dielectric function:
application to electrostatic component of binding

energy of protein complexes
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Proteins constantly sample various conformations as they carry
their biological function, including interacting with their partners,
and this should be taken into account in any numerical protocol
aiming at computing their thermodynamic properties. Here we re-
port an application of previously reported Super-Gaussian-based
smooth dielectric function (J Math Biol., 2019 Jul; 79(2):631-
672) to reproduce ensemble averaged electrostatics. This is an im-
portant achievement, since it dramatically reduces the computa-
tional demand for MM/PBSA applications and bypasses the ne-
cessity of long molecular dynamics simulations. Instead, a sin-
gle frame, typically energy-minimized structure, in conjunction of
Super-Gaussian-based smooth dielectric function, as implemented
in DelPhi, can deliver ensemble averaged quantities. The approach
is tested against ensemble averaged electrostatic component of
binding free energy of protein-protein complexes. It is demonstrated
that Super-Gaussian-based smooth dielectric function reproduces
ensemble averaged quantities, resulting in correlation coefficients
of about 0.8 and slope of the fitting line of 1.0.

1. Introduction

Electrostatics plays essential role in various processes in molecular biol-
ogy [1, 2]. Being long-range, the electrostatics in some cases dominates other
energies and effects, and becomes the most important contributor e.g. for
computing pH-dependent phenomena [3, 4], pK, predictions [5, 6], model-
ing electrostatic contribution to binding [7-9], folding [10, 11] and solva-
tion [12-15]. The role of electrostatics in molecular biology is manifested by
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two energy terms: the polar solvation energy and screened Coulombic inter-
action energy. These energies can be computed separately or simultaneously
depending on the protocol and software applied. However, the main distinc-
tion between different approaches for modeling electrostatics is the level of
details for describing solute and solvent phases. Explicit models consider the
solute and water at atomistic level of details, while implicit models treat the
solute and solvent as continuum media with appropriate dielectric properties
[13, 14]. The implicit models are much more computationally efficient [16],
and at the same time in many cases the results delivered by implicit models
are very similar to that from the explicit models [17-23]. Even more, the
implicit solvent models were demonstrated to overcome the sensitivity issue
concerning free energy calculations with different explicit water models [14].
As mentioned above, electrostatic energy is an essential component of the to-
tal energy of macromolecules and their assemblages. Frequent task in molec-
ular biophysics is to compute folding or binding free energies [24]. Among
various approaches to model these energies, the molecular mechanics (MM)
Poisson-Boltzmann (PB) surface area (MM/PBSA) method is a trade-off of
speed and accuracy. Typically, one generates representative structures (snap
shots) via molecular dynamics (MD) simulations and then each structure is
subjected to energy calculations. Thus, the MM component is taken from the
corresponding force field used in MD simulations, the polar solvation energy
is calculated with implicit model (PB) [25] or Generalized Born (GB) [26],
and surface area is used to estimate the non-polar solvation energy. How-
ever, generating the ensemble of snapshots may be quite computationally
expensive (long MD simulations) and could result in hundreds or thousand
structures, which in turn should be subjected to polar and non-polar ener-
gies calculations. Thus, the traditional, trajectory-based MM /PBSA method
cannot be applied on genome-scale investigations. The alternative is to use
end-points approach, such that one takes into consideration only the start-
ing and ending structures of the process being modeled. Thus, for modeling
folding free energy one considers a representative structure of folded and a
representative structure of unfolded states; for modeling binding free energy,
one uses representative structure of bound molecules and representatives of
unbound molecules. Such a protocol is very computationally efficient and
can be used for large-scale modeling, however, it is questionable if the cal-
culated energies will reproduce ensemble averaged quantities. Recently we
suggested that Gaussian-based approach, typically used to define molecu-
lar surface [27-29], can be applied to deliver a smooth dielectric function
spanning over the solute and solvent [15, 30]. The motivation for such an
approach stems from the understanding that biological macromolecules are
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not rigid bodies and they constantly sample different conformations [31].
The Gaussian-based smooth dielectric function is intended to model dielec-
tric properties of the corresponding macromolecules and surrounding water
layers to reflect their physical nature: namely the macromolecules are inho-
mogeneous objects, with cavities inside and surrounding waters are not as
flexible as the bulk waters. Thus, it is unrealistic to model macromolecules
as objects with fixed dielectric constant, as well as to expect that the water
phase close to macromolecule has the same dielectric constant as the bulk
phase [32-34] (indeed, it was demonstrated that the water molecules which
lie close to the solute and are in the cavities within the solute have different
dielectric responses and dynamics than those in the bulk region [35, 36]). In-
stead, Gaussian-based smooth dielectric function describes macromolecules
as inhomogeneous dielectric objects, assigning low dielectric value to tightly
packed hydrophobic core, while higher dielectric value to molecular cavities
and interface, typically composed of polar and charged groups [15, 30, 34].
Furthermore, the water phase close to the macromolecule is assigned lower
dielectric value compared with the bulk water to reflect decrease in wa-
ter’s ability to re-orient [15, 30, 34]. Other researchers have also emphasized
on smooth transition between protein and the water phase and role of ge-
ometry to predict protein flexibility [37, 38]. Currently we developed and
implemented in DelPhi [39, 40] two Gaussian models, the Gaussian [30, 41]
and super-Gaussian [42]. The super-Gaussian model in DelPhi simply in-
corporates the super-Gaussian function into the setup of Gaussian-based
dielectric model, and the resulting dielectric function has modeling differ-
ence from that of super-Gaussian dielectric model [42]. While both DelPhi
protocols have appealing physics, it is not clear if they result in improve-
ment of the end-points model, i.e. to enable it to deliver energies similar
to ensemble averaged energies. This question was partially addressed for
the Gaussian-based model on a set of 74 proteins, where we demonstrated
that it delivers polar solvation energies very close to the energies calculated
with thermodynamic integration (TI) [33]. However, both models, Gaussian
and super-Gaussian, were not tested to check if they can calculate ensemble
averaged electrostatic component of binding free energy. In this work, we
carry out an extensive investigation of the ability of the super-Gaussian-
based smooth dielectric function to mimic the conformational flexibility in
terms of delivering electrostatic energy from a single structure and test the
ability of super-Gaussian dielectric function to deliver ensemble averaged
electrostatic component of binding energy on a set of 15 protein-protein
complexes. A detailed study of the model and the underlying physical prin-
ciples reveals that the super-Gaussian-based method in conjunction with
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an energy minimized structure of a protein (various minimization protocols
were investigated) can reproduce its ensemble average electrostatic compo-
nent of binding free energy. The outcome of this work provides a convenient
option enabling computation of the average electrostatic energies which can
circumvent the time-consuming ensemble-based calculations.

2. Materials and methods

In this work, we are presenting an application of super-Gaussian-based di-
electric function to test its ability to deliver ensemble averaged electrostatic
component of binding energy on a set of 15 protein-protein complexes.

Super-Gaussian model in DelPhi The super-Gaussian model imple-
mented in DelPhi is a simple extension of Gaussian model [39, 40]. The
super-Gaussian function utilized in [42] is adopted to define the density at
the position 7 for the i** atom

0 i) = o [T

where 7; is the center of the it" atom, R; is the Van der Waals radius of
the ¥ atom and o is the relative variance. If we take m = 1, this gives rise
to the original Gaussian model, while in super-Gaussian model, m = 2 is
usually taken. Based on the density for each atom, the total density function
for the atoms and overlapped area covered by multiple atoms is given by

N
e o) = 1= [ = 0.7

where N, stands for the total number of atoms. The total density function
g(7) contains cross terms such as g;g; to account for the density of the
overlap region due to the " and j* atoms. In this way, the density at an
overlap region has a higher value than that generated by a single atom, but
is still bounded in [0, 1], because the range of g(7) is [0, 1]. With such a total
density, the inhomogeneous dielectric function for the Poisson-Boltzmann
(PB) equation is defined as a weighted convex combination

(3) e(r) = g(Mein + (1 = g(7))éex

where €;, and €., are the dielectric constants in the macromolecule and water
respectively. Note that this dielectric function can be simply implemented in
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DelPhi, but has some differences from that of the super-Gaussian dielectric
model [42].

Dataset selection The dataset was constructed by requiring the entries
to have experimental structures with resolution better than (<2.0 A) and
to have experimentally measured binding free energies (for a purpose of
another study). The cases were selected from PDBbind [43] database on
July 12, 2019. The corresponding crystal structures for the chosen protein-
protein binding cases were obtained from RCSB Protein Data Bank [44]. The
dataset was refined to include only cases of dimers, i.e. cases where exactly
two monomers are involved in complex formation. Similarly, the complete-
ness of structure is also important, so those cases for which structures has
missing regions in it were also discarded. Furthermore, those cases in which
any of the partner is smaller than 30 amino-acids would be more like a pep-
tide rather than a protein, therefore, such cases were also discarded. To avoid
artifacts caused by ions, structures having ions at the interface or having
ions of higher valency were removed. Whenever, the same pair of proteins
appeared more than once with variant of any of the partners, only one pair
(preferably wild type case if present) was kept to avoid redundancy in the
dataset. The final dataset comprises of 15 protein-protein structures (PDB
ids: 1AY7, 1BRS, 1FLE, 1J7D, 1IKXV, IMZW, 10P9, 1XG2, 2G2U, 2125,
200B, 3N4I, 3Z2U7, 4LYL and 4ML7). These 15 cases are prepared for the
further energy minimization and MD simulation required for the computa-
tion and comparative analysis of ensemble averaged electrostatic component
of binding affinity ((AAG?"4)) and electrostatic component of binding en-

ergy from single structureelZAGZZg(X , M) using different dielectric mod-
els. Where X represents one of the following single structures (GM: GB
minimized, VM: vacuum minimized, EM: explicit TIP3P water minimized
and Xtal: crystal structure), and M represents the dielectric model e.g.
traditional two-dielectric (2-dielectric) or super-Gaussian-based (SuGauss)

smooth dielectric function.

Preparation and energy minimization The missing hydrogen atoms
in the structure were added using the reduce program available in AMBER
suit of programs [45] to the monomers and the complex, keeping the proto-
nation of titratable residues as at neutral pH, and all the histidin residues
are kept singly protonated. The structures were prepared using the leap
program available in AMBER [45]. The Amber ff14SB [46] force field is
used for the proteins. Firstly, gas phase structures of the monomers and the
complex were prepared and saved. Later, the gas phase systems (protein-
monomers/complex) were solvated into a box of TIP3P [47] explicit waters,
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where the edges of water box are at least 13 A away from all the atoms of
the protein. Appropriate number of monovalent counter-ions (Na™ or CI7)
were added to the box using addlons2 program to neutralize the total charge
in the solvation box containing the protein system.

Four different representative structures were generated. Thus, the struc-
ture of the complex prepared in gas-phase represents the crystal structure
and it will be denoted by Xtal hereafter. The Xtal structure is minimized
in vacuum in two stages: (a) the structure is minimized for 10,000 steps
consisting 8,000 steps of steepest descent (SD) followed by 2,000 steps of
conjugate gradient (CG) algorithm with a restraint of 10 kcal.mol~'.A~2
on the non-hydrogen atoms. (b) again the final structure obtained from
previous stage, 10,000 steps (8,000 SD and 2,000 CG) energy minimization
is performed without restraint. During minimization the external dielectric
constants was kept 80. The final structure obtained after the vacuum mini-
mization will be referred by V M hereafter.

The Xtal structure is also minimized using a implicit water Generalized
Born (GB) model referred as OBC2 and given by Onufriev et al [48], in two
stages as in case of vacuum minimization. The final structure obtained after
the GB minimization will be referred as GM hereafter.

The Xtal structure minimization in explicit water (TIP3P [47]) is
achieved by first minimizing it for 10,000 steps (9,500 SD and 500 CQG)
with restraint of 50 kcal/mol on non-hydrogen atoms, followed by a heating
cycle in which the system is heated from 0 K to 300 K in 6 stages each rais-
ing temperature by 50 K during 10 pico-second (ps) MD, after heating the
system undergoes another round of minimization for 10,000 steps (8,000 SD
and 2,000 CG) with very weak 0.05 kcal/mol restraint on the non-hydrogen
atoms in the system. The final structure obtained this way is termed EM
hereafter.

Equilibration and MD simulation The system is equilibrated with de-
creasing restrains 1.0, 0.5, 0.1, 0.04, 0.01 and 0.0 kcal.mol~'.A~2 during
100, 100, 100, 400, 4000 ps and 10 ns MD in constant temperature-pressure
condition (NPT), the temperature is regulated to a target temperature 300
K using a langevin dynamics thermostat with collision frequency (y = 2.0
ps—!). The pressure is regulated to target pressure 1 bar using Berendsen
barostat [49] with isotropic position scaling and relaxasation time 1.0 ps.
Bonds lengths involving hydrogen atoms are constrained using SHAKE [50]
to allow 2 fs timestep in MD simulation. All the simulations are done under
Periodic Boundary Condition, the electrostatics calculations are done with
cutoff 9.0 A and utilize Particle Mesh Ewald Summation [51].
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The 50 ns production simulation is also done in NPT condition with
same set of parameters, coordinates are saved every 10 ps, resulting 5,000
snapshots every simulation trajectory. These simulations are performed us-
ing GPU enabled code pmemd.cuda [52] available in Amber suit of pro-
grams [45] on Palmetto cluster of Clemson University, SC. The same pro-
tocol is used for minimization and simulation of all the 15 protein-protein
binding cases, where each case has 3 set of simulations, one each of both
monomers and one for complex. In summary, 45 such 50 ns simulations are
carried in this case study. The electrostatic component of binding energy
(AAGZZCd = AAGZ%ZT + AAG coulomp), here it included polar component
of solvation and Coulombic interactions. If we label monomers and com-
plex with A, B and AB respectively, then ensemble averaged electrostatic

component of binding energy i.e. <AAG2§Z§1> is computed using Equation 4.
(4 (AAGHE) = (AGH(AB)) — (MG (A)) — (AGE(B))

where (AGY(A)), (AGY"(B)) and (AGY"4(AB)) are ensemble averaged
electrostatic component for A, B and AB respectively, which are computed

for 5,000 snapshots from the corresponding MD simulation trajectory.

Computation of AAGZchd(X, M) using a Super-Gaussian-based
model The protocol of computing electrostatic component of binding re-
quires grid center and number of grids to be kept same for the complex
and monomers DelPhi runs. For the complex run the scale and perfil are
set 2.0 gridS/A and 70 respectively. The appropriate number of the grids
and the center of grid box is extracted from the DelPhi run for complex
and used for DelPhi runs of monomers. The total grid energy obtained for
complex from the DelPhi run and the difference of sum of monomer grid en-
ergies from complex grid energy yields the desired electrostatic component
of the binding energy. The same process is repeated for every set of varying
reference-dielectric (€,.¢) and Gaussian/Super-Gaussian parameter o. The

Gaussian-multiplier (gm) is kept at 2.
3. Results and discussion

Here we present the results about electrostatic component of the binding en-
ergy of protein-protein complexes. The ensemble average electrostatic com-
ponent of protein-protein binding free energy <AAGZ§ZS> is computed using
the 5,000 snapshots obtained from 50 ns MD simulation for each of the
15 protein-protein binding cases as discussed in Section 2. These results are
then compared with AAGY"4(X, 2—dielectric) (where X is used to indicate

elec
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the single structure used: crystallographic or energy minimized in 3 different
ways) to check if traditional two-dielectric model can reproduce the ensemble
averaged values. For this purpose, the internal dielectric constant €;, used in
the two-dielectric model is varied from 1 to 10 to test and choose an optimal
internal dielectric value. A linear regression of AAGY"4 (X2 — dielectric)

- elec
against (AAGY"?) is done for each €;,, the correlation coefficient, slope and

y-intercept of ileeéression line are obtained for each of the four single struc-
tures and shown in the Figure 1.

Among the four single structures used with two-dielectric model in com-
bination with varying €, from 1 to 10, GB minimized (GM) and crystal
structure (Xtal) achieved highest Pearson correlation coefficients (PCC) and
regression line slope (m) close to 1, the y-intercept (c) in these cases range
between 0 to 60 kcal/mol, as shown in Figure 1. The best-fit case linear
regression parameters values using GM structure are: R = 0.65, m = 1.08
and ¢ = 24.67 kcal/mol at €, = 1. However, using Xtal structure with the
same €;, = 1 results in slope m = 1.65 which is considerably away from
desired slope of 1.0. The fit is significantly improved if one uses €;, = 2
and the corresponding fitting parameters are PCC = 0.63, m = 0.88 and
¢ = 27.72 kcal/mol. Further increasing of ¢;, leads to decrease in slope of
regression line implying that the ability of reproducing <AAGZ§?§) using two-
dielectric model over single structure AAGY"Y( X, 2 — dielectric) is deterio-
rating. Briefly, the best possible regression values for this investigation came
using Generalized Born minimized structure at €;;,, = 1, and these fit param-
eter values are PCC = 0.65, m = 1.08 and ¢ = 24.67 kcal/mol. Next step is
to investigate the capability of the super-Gaussian-based dielectric function
to reproduce the ensemble averaged <AAGZ§ZS> from single structure as at-
tempted in this case (results are shown in Supplementary Information Fig-
ures S1-4 (http://intlpress.com/site/pub/files/_supp/cis/2019/0019/0004/
CIS-2019-0019-0004-s003.pdf)). Here we present results with €.y = 2.0 to
avoid complexity of the presentation.

The linear regression fit parameter values of AAGY"(GM, SuGauss)
against (AAGY") upon varying Gaussian parameter o from 0.8 to 1.4 in

steps of 0.1 fore lg(':very €ref from 1 to 10 are studied. The first set of results
are done with GM energy minimized structure using super-Gaussian-based
dielectric (SuGauss) function. The near optimal fit occurs at €.,y 1 and
2. The optimal fit parameter values are PCC = 0.75, m = 0.98 and ¢ =
25.95 kcal/mol at o = 1.0 and éref = 2. The correlation coefficients does
not improve with increasing internal dielectric constant but the slope of the
fit line goes up to 2 and higher at Gaussian parameter value o = 1.0. In

comparison to traditional two-dielectric model (see results for two-dielectric
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Figure 1: The fit parameter values obtained from linear regression of ensem-
ble averaged electrostatic component of binding energy (AAG%ZE} against
electrostatic component of binding energy using traditional two-dielectric
over single structure AAGZZ?. GM: energy minimized in Generalized Born
implicit solvent, VM: energy minimized in vacuum, EM: energy minimized
in TIP3P explicit water and Xtal: Crystal structure correspond to treat-
ment applied on the single structure are shown. (a) correlation coefficient,
(b) slope of fit, and (c) y-intercept in kcal/mol. A data set of 15 protein-

protein complexes as earlier described is used in this analysis.

model) here we obtained better regression line parameter values with super-
Gaussian-based dielectric function when GB minimized single structure is
used to predict the ensemble average electrostatic component of protein-
protein binding energy.
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Figure 2: The fit parameter values obtained from linear regression of ensem-
ble averaged electrostatic component of binding energy (AAG?") against
electrostatic component of binding energy using super-Gaussian dielectric
function at various Gaussian parameter o and reference dielectric €,y = 2
over single structure, GM: energy minimized in Generalized Born implicit
solvent, VM: energy minimized in vacuum, EM: energy minimized in TTP3P
explicit water and Xtal: Crystal structure correspond to treatment applied
on the single structure are shown. (a) correlation coefficient, (b) slope of fit,
and (c) y-intercept in kcal/mol. A data set of 15 protein-protein complexes
as earlier described is used in this analysis.

The trend observed for prediction of ensemble average electrostatic com-
ponent of protein-protein binding free energy using super-Gaussian-based
dielectric function using single energy minimized with GB model persist in
case of vacuum minimized single structures as shown in Figure 2. However,



Reproducing ensemble averaged electrostatics 415

the optimal regression parameter values are PCC = 0.78, m = 0.79 and
¢ = 38.38 kcal/mol at Gaussian parameter ¢ = 1.0 and €.y = 2. In this
case we obtain a slightly better correlation coefficient in comparison to GB
case, but the slope of the regression line decreased further and goes away
from 1.

In the case where single structure energy minimized in explicit TIP3P
waters the correlation coefficient and slope both further improve from the
cases of GM and VM single structures at the same Gaussian parameter value
o = 1.0 and internal dielectric €.y = 2, the regression line parameters are
shown in Figure 2, where Gaussian parameter ¢ is varied from 0.8 to 1.4 in
steps of 0.1 at four different internal dielectric values 1, 2, 4 and 8. In this
case the optimal regression line fit parameter values are PCC = 0.80, m =
1.03 and ¢ = 23.06 kcal/mol. Here we observe significant improvement (PCC
reaches 0.80 from 0.65, m moves close to 1, 1.03 from 1.08) in capability
to reproducing ensemble averaged electrostatic component of binding free
energy from single structure (energy minimized in explicit TIP3P water) of
the super-Gaussian based dielectric function in comparison to traditional
two-dielectric model.

The super-Gaussian-based dielectric function when used with single crys-
tal structure also yields significantly better correlation coefficient in compar-
ison to traditional two-dielectric model Figures 2 and 1. The linear regres-
sion parameter values in this case are PCC = 0.78, m = 1.07 and ¢ = 25.07
kcal/mol at Gaussian parameter o = 1.0 and €,y = 2. Here, again we ob-
serve the regression line slope is higher than 1, in case of €.y = 1, which
gets close to 1 at €.,y = 2 and keeps on decreasing with increasing €,.f.
The correlation coefficient increases when Gaussian parameter o is increas-
ing from 0.8 to 1.0 but it changes the trend and starts decreasing when o
is further increased from 1. This implies the optimal sigma value lies in
the close vicinity to 1.0, and optimal €,y is 2. Considering the best linear
regression corresponding to o = 1.0 with a coarse step size 0.1, we also inves-
tigated o-dependence with fine step size 0.02. In this case o was varied from
0.92 to 1.06 in steps of 0.02 and linear regression of AAGY"(X, SuGauss)

against <AAG2§ZCd> was performed and analyzed (see Supglegmentary Infor-
mation Figure S5-8). However, the optimal o and €. are still 1.0 and
2 respectively. The similar trend is noticed in case of all the four single
structure cases when used with super-Gaussian-based dielectric function for
predicting the ensemble averaged electrostatic component of protein-protein
binding energy.

The internal dielectric constant value €.y = 2 is found to be opti-
mal for all the four single structure cases. Therefore, to understand the
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Figure 3: The boxplots of difference of electrostatic component of protein-
protein binding energy obtained with super-Gaussian-based dielectric func-

tion using single structure AAGZ;ZCCI(X , SuGauss) from ensemble averaged

(AAGY) at various o. All the energies are in kcal/mol. Subplots show

results obtained using single structure, (a) GB minimized, (b) vacuum min-
imized, (c) energy minimized in explicit TIP3P water and (d) crystal struc-

ture.

influence of varying o on the ability of the super-Gaussian to reproduce
ensemble average (AAGY") we show the difference of (AAGY"?) and

’ elec elec
AAGY™ (X, SuGauss) Figure 3. One can see that the best o is 1.0, the
range where the boxplots are narrowest and their mean values are close to
zero. This is consistent with our previous Gaussian works where we indicated

that optimal o is 0.93 [15].
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4. Conclusion

In this work we demonstrated that super-Gaussian model can reproduce

ensemble averaged electrostatic component of the binding free energy. In
all cases, the optimal reference dielectric value €;, was found to be 2.0. The

optimal values of the Gaussian parameter o is approximately 1.0. We observe
that the correlation coefficient (PCC) for electrostatic component of the
binding free energy is much higher comparing with the PCC of traditional
two-dielectric model. This indicates that super-Gaussian model is capable
of predicting ensemble averaged electrostatic energies and can be used to
mimic the effect of corresponding conformation changes.
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