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A B S T R A C T   

Fault detection and diagnosis of gear systems using vibration measurements play an important 
role in ensuring their functional reliability and safety. Computational intelligence, leveraging 
upon classification through various surrogate models, has recently demonstrated certain level of 
success. Major challenge however remains. The establishment of surrogate models generally re
quires large size of training data with specific labels corresponding to explicitly known gear fault 
conditions, which may not be available in practical applications. Both the size of available data 
and the respective labels may be quite limited due to the high cost, which hinders the diagnosis of 
unseen/unexpected faults with desired reliability. In this research we synthesize a deep con
volutional generative adversarial network (DCGAN) to tackle this challenge. This new approach 
follows the semi-supervised learning concept, the performance of which is significantly enhanced 
by introducing additionally the inexpensive unlabeled data. The balanced adversarial effect be
tween the discriminator and generator in DCGAN is realized by appropriately designing their 
architectures, which as a result can enable the high accuracy of diagnosis with scarce labeled 
data. More importantly, by taking full advantage of the rich fault signatures in the unlabeled data 
that point to the diverse unseen faults, the intrinsic correlation of underlying physics between the 
unseen and known faults can be implicitly elucidated via unique semi-supervised learning 
strategy featured in DCGAN. Therefore, the extended capability in diagnosing the unseen faults 
that are beyond the known faults in training dataset can be realized, which bears practical sig
nificance. Systematic case studies using experimental data acquired from a lab-scale gear system 
are carried out to validate the new diagnosis framework.   

1. Introduction 

As one type of important components in rotating machinery, gearboxes are widely used in vehicle transmission, various turbines, 
and manufacturing equipment [1]. The gearbox usually is subjected to complex and harsh operation conditions, such as constant and 
heavy dynamic load, which may cause the occurrence of fault conditions. Condition monitoring and fault diagnosis of the gearbox 
therefore are essential for ensuring the system reliability and safety. The gear fault diagnosis generally is implemented based upon the 
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different types of signals collected, including vibration [2], acoustic emission [3] and eddy current measurements [4]. Among them, 
the vibration signals are intrinsically rich, and can be easily acquired through the usage of low-cost sensors that are embedded. Vi
bration analysis allows one to leverage advanced signal processing and feature extraction techniques. For instance, the raw time- 
domain vibration signals can be converted into the time–frequency representation using wavelet transforms. Various wavelet trans
form methods have been reported in literature [5,6], demonstrating their feasibility. However, the fault diagnosis performance of these 
methods varies with respect to the specific feature selection which to a large extent is empirical. 

Computational intelligence has recently become an emerging technology for gear fault diagnosis owing to the rapid advancement 
of computing power and resources. The underlying concept of computational intelligence is to explore the intrinsic relation between 
the fault conditions and vibration signals using so called surrogate models. Fundamentally, condition monitoring and fault diagnosis of 
gear systems are performed via classification analysis, in which the surrogate models function as classifiers. The surrogate model-based 
gear fault diagnosis possesses high flexibility and can be applied in conjunction with the aforementioned signal processing techniques 
[7–9]. On the other hand, deep learning neural networks, as one particular type of surrogate models, have the potential to avoid 
manual feature extraction which is empirical and subjective. When sufficiently large amount of data is involved for the training, deep 
neural networks can characterize the data feature correlation accurately due to their powerful inference capacity. Unlike the general 
surrogate models, the desirable performance of the deep learning neural networks can be achieved without the need of implementing 
data pre-processing, since different types of layers integrated allow one to automatically extract and learn the features at different 
hierarchical levels. Sun et al proposed the particle swarm optimization to perform the automatic feature extraction and then integrated 
the particle swarm optimization into the network to further identify gearbox composite faults [10]. You et al applied the deep con
volutional neural network with improved rectified linear activation function into machinery fault diagnosis directly utilizing the raw 
vibration signals [11]. Chen et al developed an adaptive neural network with respect to the rotating speed to achieve the gear fault 
diagnosis under non-stationary conditions, the performance of which has been validated through the experimental investigation [12]. 
To address the “black-box” issue of conventional deep learning neural networks, the physically interpretable/explainable deep 
learning neural networks recently have received growing attention in machinery condition diagnosis [13–17]. The basic idea of these 
neural networks is to integrate physics-based signal processing technique into the network layers, from which the physics-related fault 
features will be visualized and their effect on the decision-making process during the training will be explained from a physical point of 
view. 

While deep learning methods are promising for autonomous fault diagnosis of gears, their performance hinges upon the size and 
quality of the training data. In actual operation of the gearbox system, fault occurrence is relatively infrequent, and faults in gear 
systems are continuous in nature with very large (infinite in theory) number of profiles. Therefore, the acquisition of large amount of 
high-quality data, i.e., labeled training samples corresponding to various fault types, is extremely costly and may not be feasible for 
deep learning. To address the challenge of training data size and quality, recently the transfer learning approach in which the deep 
learning methods are used as backbone has been employed in machinery fault diagnosis [18–21]. The transfer learning approach can 
alleviate the overfitting under small dataset and in some cases lead to good accuracy. In addition to transfer learning, the physics- 
informed neural networks (PINNs) have recently emerged as a new type of approaches for conducting machinery fault diagnosis 
[22–25]. Compared to purely data-driven neural networks, the PINNs that incorporate the physical law/knowledge into the networks 
can provide additional constraints to the network outputs, alleviating the overfitting issues, reducing the need of big training datasets, 
and thus improving the model robustness for reliable fault prediction. Because of the built-in physical law, the PINNs also have the 
flexibility to become fully or partially interpretable. Moreover, by leveraging the domain knowledge, the root cause of incorrect 
diagnosis results can be elucidated from a physical perspective. 

As can be seen in above literature, the progresses on the fault diagnosis using limited high-quality data, i.e., labeled data indeed 
have been achieved to certain extent. However, the transfer learning-based deep learning may possess unsatisfactory performance 
when the improper domain knowledge adaption for different problems is adopted. The PINN on the other hand needs to be developed/ 
designed according to the particular problem of interest. In other words, the physical law and the way to embed the physical law vary 
case by case. More importantly, the fault diagnosis using these types of methods has been implemented as supervised tasks, in which 
the other resources except the labeled data are not fully utilized. It is worth noting that acquiring unlabeled data directly from in- 
service gearbox systems are generally inexpensive as compared to the acquisition of labeled data. Some recent efforts in computa
tional intelligence have suggested that a semi-supervised learning scheme that leverages upon unlabeled data which carry implicitly 
important features of the gear systems could enhance the inference performance. Among the semi-supervised learning methods, 
generative models are the mainstream of the methods built upon the Bayes’ rule, aiming at estimating the distribution of data points 
that belong to each fault class [26]. With the advancement of deep learning, deep generative models (DGMs), as a new class of 
generative models is formed through the combination of generative models and deep neural networks [27]. Generative adversarial 
network (GAN) certainly is a viable variant of DGMs, which has been practiced in diverse scientific domains [28–30]. 

In general, the unseen or unexpected faults in actual fault diagnosis practice are far beyond the limited fault labels available in 
training dataset [31]. Therefore, achieving the extended fault diagnosis based upon the limited known fault labels is of significant 
importance. Instead of adding the explicit physical law into the network to construct the aforementioned physics-informed neural 
network (PINN), in this research we intend to establish a different path for enhanced fault diagnosis by exploiting the implicit physical 
correlation between the faults. Specifically, we leverage the unique semi-supervised learning of GAN that can take both the limited 
labeled vibration signals and the rich unlabeled signals into account during the training. Usually, the large amount of unlabeled data 
can be inexpensively acquired from the in-service machinery system. The large-sized unlabeled data likely contain very rich fault 
signatures that point to many unknown/unseen faults, which can be further intrinsically linked to the signatures of known faults in the 
labeled data via semi-supervised learning/training. This has the potential to not only overcome the data limitation challenge and 
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alleviate the data acquisition cost, but also may enable the implicit elucidation of physical correlation between the known and un
known/unseen fault labels, which is promising for the extended fault diagnosis mission. In this research, to streamline the entire fault 
diagnosis process, the deep learning features are incorporated into the traditional GAN to establish a deep convolutional generative 
adversarial network (DCGAN). With the built-in powerful feature extraction function in DCGAN, the fault diagnosis can be directly 
performed upon the raw vibration signals in the time domain. 

The remainder of this paper is organized as follows. In Section 2, the gear fault diagnosis framework built upon DCGAN is outlined, 
in which the intrinsic interaction between the discriminator and generator in DCGAN is explained during model establishment fol
lowed by the introduction of extended fault diagnosis using the well-established DCGAN. Section 3 provides the methodology 
formulation and implementation on the fault diagnosis practice of the gearbox system with laboratory setting. Concluding remarks are 
summarized in Section 4. 

2. DCGAN-Based gear fault diagnosis framework 

In this section, we outline the fundamental idea of DCGAN-based framework for gear fault diagnosis. Since the GAN is the mainstay 
of the DCGAN, we will use GAN for the presentation throughout this section unless otherwise specified. The original generation of GAN 
firstly proposed by Goodfellow et al [32] was designed to fit the unsupervised learning purpose. This model consists of a generator and 
a discriminator. The goal of the generator is to produce the plausible synthetic data by incorporating the feedback from the 
discriminator. The fake data produced via generator attempt to deceive the discriminator. The discriminator essentially is a binary 
classifier, trying to distinguish the real data from the fake data created by the generator. Two networks are trained synchronously with 
close interaction, resulting in the overall performance enhancement of GAN. One important application of the unsupervised learning 
GAN is the image reconstruction through the generator [33–35]. Such idea also has been executed on the machinery fault data 
augmentation and enrichment [36–38]. Unfortunately, the unsupervised learning GAN still is limited to the small range of applications 
because it lacks the notion of classes. To accommodate a wide variety of applications by taking full advantage of the unlabeled data, the 
semi-supervised concept has been recently adopted to extend the GAN, enabling the discriminator to perform as both binary and multi- 
class classifiers/discriminators proposed by Salimans et al [39]. 

Assume the generator is denoted as G, and the discriminator is denoted as D. G and D are the competitors in a minmax game. The 
cost of this game can be mathematically described as [40], 

min
G

max
D

V(D, G) = Ex∼px(x)[log(D(x))] + Ez∼pz(z)[log(1 − D(G(z))] (1) 

where E is the empirical estimate of expected value of the probability. D attempts to distinguish between the real data that is 
represented by true distribution px(x) and the fake data that is generated by G. G transforms a random noise vector from the latent 
space into G(z), which is a sample from the distribution pz(z), and ideally the distribution pz(z) will converge to the true distribution 
px(x). The min and max functions in Equation (1) refer to the minimization of log(1 −D(G(z)) (or maximizing the generator loss i. 
e., −log(1 −D(G(z))) and maximization of log(D(x)) + log(1 −D(G(z))(or minimizing the discriminator loss, i.e., 
−log(D(x)) −log(1 −D(G(z))). Specifically, the discriminator seeks to maximize the differentiation ability of real/true and fake samples 
if the discriminator is a binary classifier, whereas the generator seeks to minimize the odds of fake sample detection by the 
discriminator, promoting the generator to produce samples that have a low probability of being fake. One may notice that there is 
adversarial effect existing on the term log(1 −D(G(z)) due to the minmax game theory, which is the unique feature of the GAN. 

In semi-supervised learning, the fault labels are not available for all training samples. Therefore, it is essential to leverage unlabeled 
data for estimating an appropriate prior to be used by the classifier. In this research, we adopt the extended GAN, in which the in
tegrated discriminator model, consisting of both a multi-class classifier and a binary classifier, is employed to learn the prior distri
bution. The discriminator can justify whether a sample belongs to the true distribution (real data) or not, and meanwhile determine 
what fault label that a sample belongs to. Correspondingly, two types of losses representing the binary and multi-class classification 
accuracy, respectively, are defined to train the discriminator. The training performance of a binary classifier is assessed by so called 
binary cross-entropy. Its form upon one single training sample is mathematically formulated as 

LDb = − yT log(ŷT ) − (1 − yT )log(1 − ŷT ) (2) 

where yT denotes the true sample when taking a value 1, and ŷT is the probability of a sample to be true sample, which can be 
realized by applying the softmax activation function to the output layer. yT = 0 on the other hand, denotes the fake sample, and 1 −ŷT 
thus represents the probability of fake sample. Since the unlabeled data essentially are real, the respective binary cross-entropy loss can 
be simplified as 

LT
Db

= − log(ŷT ) (3) 

It is noted that the binary classifier in the GAN also needs to differentiate the fake samples produced from generator with labels 
yT = 0. The respective binary cross-entropy can be described as 

LF
Db

= − (1 − yT )log(1 − ŷG
T ) = − log(1 − ŷG

T ) (4) 

where ŷG
T indicates the probability of a fake sample produced via generator to be true sample identified by binary classifier. 

Therefore, the general binary cross-entropy to evaluate the performance of binary classifier is the sum of LT
Db 

and LF
Db

, 
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LDb = − log(ŷDb
T ) − log(1 − ŷG

T ) (5) 

For the supervised-learning purpose, the multi-class classification analysis for fault condition identification also is conducted ac
cording to the categorical cross-entropy loss that is defined as [41]. 

LDc = −
∑n

i=1
yilog(ŷi) (6) 

where yi is the true class label and ŷi is the probability of a sample to be the class yi. n generally is the number of classes. In this 
research, n is the number of known fault labels in a multi-class classifier. Since only one label is considered true in multi-class clas
sification analysis, the simplified loss can be obtained as, 

LDc = − log(ŷDc
i ) (7) 

where superscript Dc denotes the multi-class classifier for classifying the real samples to be different fault labels. Hence, the total 
loss of the discriminator in GAN can be described as 

LD = LDb + LDc = − log(ŷDb
T ) − log(1 − ŷG

T ) − log(ŷDc
i ) (8) 

Fig. 1. GAN model training (a) overall training framework; (b) batch training framework.  
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The training of the discriminator aims at minimizing the discriminator loss (Equation (8)). It is worth noting that, the loss of 
generator also is evaluated by the binary classifier. The difference of the generator loss as compared with the loss of binary classifier 
shown in Equation (5) is that it only is related to the fake sample. The generator loss needs to be maximized, indicating that the 
generator is smart enough to deceive the binary classifier. The loss of generator thus can be defined as 

LG = − log(1 − ŷG
T ) (9) 

To facilitate the model training, we convert the generator loss (Equation (9)) to a new form, 

LG = − log(ŷG
T ) (10) 

Such conversion renders the generator loss to be minimized as well via training. 
The cost functions represent the expected values/mean values of defined losses given in Equations (8) and (10), which can be 

mathematically expressed as 

CD = −
1
M

∑M

i=1
(log(ŷDb

T ) + log(1 − ŷG
T ) + log(ŷDc

i )) (11a)  

CG = −
1
M

∑M

i=1
(log(ŷG

T )) (11b) 

where CD denotes the cost function of the discriminator, which is sum of the cost functions of binary and multi-class classifiers. CG 

denotes the cost function of the generator. As will be shown, the batch training is adopted. M hence is the batch size. Equation (11) can 
be further re-written as 

CD = − E(log(ŷDb
T )) − E(log(1 − ŷG

T )) − E(log(ŷDc
i )) (12a)  

CG = − E(log(ŷG
T )) (12b) 

Minimizing the cost functions in Equation (12) fundamentally points to the minmax game theory indicated in Equation (1). 
The overall training framework of GAN is illustrated in Fig. 1a, indicating the collaborative learning process of both the 

discriminator and the generator. It is worth noting that, the entire training is generally performed in a nested structure, in which each 
batch of each epoch will be considered as a unit step that contributes to the network parameter updating (Fig. 1b). Here, the sizes of 
epochs and batches are two hyperparameters to be specified beforehand. The total number of unit steps is equal to the total training 
data size divided by the batch size. The training database is prespecified, which can provide the batches of data with different types to 
update the corresponding models. The only batch data that are not selected from the training database are the inputs of the generator, 
which instead are built upon the random latent points given the batch size. 

Consistent with the overall training framework (Fig. 1a), the batch training strictly follows 3 consecutive steps aiming at mini
mizing the cost functions defined in Equation (12) as shown in Fig. 1b. In particular, the first step is to train the multi-class classifier by 
involving the batch of labeled data, aiming at minimizing the cost function associated with categorical cross-entropy loss (i.e., 
−E(log(ŷDc

i )) in Equation (12a)). In the second step, the fake data produced via generator in terms of random noise vector and the real 
unlabeled data are combined to train the binary classifier, aiming at minimizing the cost function associated with binary cross-entropy 
loss (i.e., −E(log(ŷDb

T )) −E(log(1 − ŷG
T )) in Equation (12a)). It is worth noting that the binary and multi-class classifiers share the 

common parameters to be updated because they are embedded into one discriminator. The discriminator hence is trained in both Steps 
1 and 2. In the last step, i.e., Step 3, keeping the discriminator obtained from Step 2 fixed, the generator is updated, which converts the 
random input/noise vectors into the plausible synthetic data. Batch of synthetic data then is substituted into the binary classifier to 

Fig. 2. Extended Fault Diagnosis using GAN.  
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evaluate the cost function associated with the generator loss (Equation (12b)), which directs the generator updating. For imple
mentation convenience, the labels of synthetic data are marked as real data in this step to train the generator, while the labels are 
marked as fake data in the step 2 to train the binary classifier. The label inverting here essentially is due to the mathematical form 
change of generator loss, i.e., from Equation (9) to (10). The backpropagation optimization strategy is employed for GAN training [35]. 
Stochastic gradient descent (SDC) [36,37] is a commonly used learning algorithm. One important hyperparameter of this optimization 
algorithm is the learning rate, which determines the increment size at each iteration while moving toward a minimum of a cost 
function. 

As mentioned, owing to the unique semi-supervised learning scheme of GAN, the applications of GAN can be expanded beyond the 
regular classification analysis-based gear fault diagnosis. Since the large amount of unlabeled data may implicitly point to many 
unknown/unseen fault labels beyond the known fault labels contained in the labeled data, the semi-supervised learning through 
combining these two types of data allows one to characterize the intrinsic correlation of physics between the known and unseen gear 
faults, thereby fulfilling the extended fault diagnosis as illustrated in Fig. 2. Such practical application in gear fault diagnosis will be 
illustrated via case studies in the subsequent section. 

3. Formulation of fault diagnosis with experimental measurement 

In this section, we present, based on the DCGAN framework outlined in the preceding section, actual fault diagnosis imple
mentation and validation using experimental vibration measurement. The details of experimental data acquisition, diagnosis problem 
setup, the particular DCGAN model development, analysis procedures, and result discussion are presented consecutively. 

3.1. Experimental data acquisition and fault labeling 

The gear vibration responses usually carry rich signatures, which reflect the health status of a gearbox system. In this study, the 
experimental investigation is carried out based upon the direct vibration measurement from a lab-scale gearbox system with 
replaceable gears shown in Fig. 3. A motor is used to control the gear speed following the trapezoidal profile. The torque is applied by a 
magnetic brake controlled by its input voltage. On the first stage input shaft, a 32-tooth pinion and an 80-tooth gear are installed, while 
a 48-tooth pinion and a 64-tooth gear are installed on the second stage. A tachometer and an accelerometer are utilized to measure the 
input shaft speed and gear vibration signals, respectively. The vibration signals are acquired using dSPACE system with 20 KHz 

Fig. 3. Gearbox setup for data acquisition.  

Fig. 4. 9 fault types on pinions, including 5 chipping tip types with 5 different severities.  
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sampling frequency. In this research, the time synchronous averaging (TSA) approach is employed to minimize the measurement 
uncertainty and convert the signals from time-even to the angle-even representation, which yields the response with reduced non- 
coherent components. The validity of the data was analyzed with manual feature extraction [42]. 

9 different gear conditions are introduced into the pinion on the input shaft, including the healthy condition, missing tooth, root crack, 
spalling, and chipping tip with 5 different severities/levels, as shown in Fig. 4. Altogether, we have 9 classes/labels for the data collected. 
For each gear condition, 104 signals are collected. Hence, we have a total of 936 (104 × 9) samples corresponding to 9 gear conditions. 
For each sample of vibration signals, 3,600 angle-even data points are recorded in the course of 4 gear revolutions. In other words, each 
sample includes 3,600 features. The raw vibration signals of associated gear conditions can be seen in Fig. 5. Except for the gear crack 
and spalling that have more significant amplitudes in the raw vibration signals, other gear faults contain similar features in the raw 
vibration signals. Therefore, current features in the vibration signals cannot be directly used to pinpoint the gear faults. To facilitate the 
accurate gear fault diagnosis, the powerful feature extraction is required. It is noted that the feature extraction function has been 
already embedded into the DCGAN network. Through extracting the useful features from raw vibration signals gradually along the 
network depth, the inherent correlation between the raw vibration signals and respective faults can be adequately characterized, 
thereby facilitating the fault diagnosis practice. It is worth mentioning that the images with entire feature information in the signals are 
directly used and fed into the DCGAN training. All the data used in this study is made public at [43]. 

3.2. DCGAN architecture configuration 

GAN generally includes a discriminator and a generator. In this research, we incorporate the deep learning features into the GAN to 
establish a DCGAN, which can facilitate the powerful feature extraction directly based on the vibration signals. As mentioned, we 
extend the original unsupervised DCGAN learning into the semi-supervised DCGAN learning to achieve the research objective. This 
requires the discriminator model to be an integration of both the binary and multi-class classifiers. Binary classifier is to differentiate 
the real and synthetic fake images, whereas the multi-class classifier is to identify the different fault labels, which aligns with the 
ultimate diagnosis goal. The models embedded in DCGAN are closely and continuously interacted with each other during the training. 
Therefore, the core of this research is to specifically design the appropriate architectures of the discriminator and generator, upon 

Fig. 5. Gear vibration signal samples (a) healthy; (b) missing tooth; (c) crack; (d) spalling; (e) chipping tip 1 (least severe); (f) chipping tip 2; (g) 
chipping tip 3; (h) chipping tip 4; (i) chipping tip 5 (most severe). 
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which the adversarial balance can be enabled to achieve the reliable model performance. In other words, the improvement of DCGAN 
is accomplished through the combat between the discriminator and generator during training. Either the discriminator or the 
generator is dominant than the other will result in the early ending of combat, thereby yielding the bad performance of DCGAN. The 
details of adversarial effect between the discriminator and generator will be discussed later (Section 3.3.5). 

To ensure the performance, the architecture of DCGAN needs to be configured through properly tuning a set of hyperparameters. 
The general guidelines for DCGAN architecture design include [44]: (1) applying LeakyReLU activation functions onto all layers of 
generator except for the input and output layers; (2) applying tanh activation function onto the output layer of generator; (3) applying 
LeakyReLU activation functions onto all convolutional layers of discriminator; (4) applying batch normalization behind the layers to 
increase the training stability; (5) using strided convolutions instead of pooling layer for down-sampling of the discriminator; (6) using 
fractional-strided convolutions (deconvolution) instead of the unpooling layer for up-sampling of the generator; and (7) no fully 
connected hidden layers needed that allows deeper architecture. The notable advantage of convolution operations mentioned in (5) 
and (6) is that the positional connectivity exists between the input values and the output values. Hence, the convolutional and 
deconvolution layers have parameters to be tuned, while the pooling and unpooling layers don’t. Generally, the models are kept with 
small scale to minimize the chance of overfitting given the relatively small-sized dataset. The appropriate architecture design enables 
the models without the underfitting and overfitting. For this particular neural network, i.e., DCGAN, the appropriate architecture 

Fig. 6. DCGAN architecture (a) discriminator; (b) generator. (Note: the small frame marked denotes the convolution or deconvolution operation of 
the filter along the network depth). 

Table 1 
Discriminator configuration (multi-class and binary classifiers integrated).  

Layer ID Layer Type Output Shape Parameters 

#1 Input 64 × 64 × 1 0 
#2 Convolutional (LeakyReLU) 32 × 32 × 32 320 
#3 Convolutional (LeakyReLU) 16 × 16 × 64 18,496 
#4 Convolutional (LeakyReLU) 8 × 8 × 128 73,856 
#5 Flatten 4, 096 0 
#6 Dropout 4, 096 0 
#7 Output (multi-class) 9 57,351 
#8 Output (binary) 1 0 

Note: 3 × 3 convolutional filters with 128 channels, zero-padding and stride “2′′ are used for each convolutional layer to yield the respective 
output size shown above. In this model, there are total 150,023 trainable parameters. The fully connected layers generally are not required to 
place after the flatten layer in DCGAN [44].  
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design also considers avoiding the model collapse as will be introduced subsequently (Section 3.3.5). Underfitting, overfitting and 
model collapse can be monitored in terms of the training-validation/testing performance with respect to the training progress. The 
finalized architecture of DCGAN used in this research and its detailed configurations can be seen in Fig. 6, and Tables 1, 2, respectively. 

Unlike the general convolutional neural networks (CNNs) that are constructed upon the down-sampling strategy, the generator 
model is constructed upon the up-sampling strategy in terms of the random noise input produced from a prespecified latent space. Its 
key purpose is to learn to map points in the latent space to generated image. The latent space allows one to explore its structure, such as 
by interpolating between points and performing vector arithmetic between points aiming at achieving targeted effects on the 
generated image. Generator training requires synergistic interaction between the generator and the discriminator. The training loss of 
the generator is assessed by the binary classifier’s decision on the synthetic image from the generator. The penalty will be applied if the 
generator fails to deceive the binary classifier. 

The binary classifier is expected to identify the authenticity of the image data. The binary classifier training together with the 
generator training form a closed loop. While the multi-class classifier is only trained upon the small number of labeled data, its pa
rameters are also subject to update during the training of the binary classifier because they are shared with the binary classifier. As a 
result, the multi-class classifier will affect the generator as well. The unique feature of DCGAN is the encapsulation of those interactive 
models, which ensures the good semi-supervised learning capability under the limited data with limited known fault labels. 

3.3. DCGAN implementation in gearbox diagnosis and case illustration 

In this section we present DCGAN implementation details and demonstrate its fault diagnosis performance. The different influential 
factors with respect to the model performance are systematically investigated and discussed. 

3.3.1. Semi-supervised fault classification analysis 
Since unlabeled data can be easily acquired from real-time operating machine, the fault conditions contained in the unlabeled data 

generally are more diverse than that in the labeled data. For example, the chipping tip, which is a continuous type of fault, essentially 
exhibits continuous fault severities in actual practice. However, the data with limited number of continuous severities can only be 
acquired experimentally as the labeled data. To mimic that the fault conditions of labeled data are a subset of that of unlabeled data, in 
this case illustration we purposely remove the data with 2 chipping tip faults and retain the rest with 7 fault conditions as the known/ 
labeled data. This setup can benefit the validation of extended fault diagnosis capability. The data split detail is given in Table 3. 

10 labeled data are randomly selected from 93 unlabeled data for each fault condition, yielding totally 70 labeled data for training. 

Table 2 
Generator configuration.  

Layer ID Layer Type Output Shape Parameters 

#1 Input 100 0 
#2 Dense (projection) (LeakyReLU) 8, 192 827,392 
#3 Reshape 8 × 8 × 128  
#4 Deconvolution (LeakyReLU) 16 × 16 × 128 262,272 
#5 Deconvolution (LeakyReLU) 32 × 32 × 128 262,272 
#6 Deconvolution (LeakyReLU) 64 × 64 × 128 262,272 
#7 Output (tanh) 64 × 64 × 1 8,193 

Note: The dense layer (#2) is used to create the information required for the synthetic image from latent space. Output layer essentially is a 
convolutional layer convoluted by a filter with size 8 × 8 × 1 and with the “tanh” activation function. The output layer in the generator should 
have the same size with the input layer of the discriminator, since the serial connection of discriminator and generator is needed to train the 
generator. The total number of trainable parameters is 1,622,401.  

Table 3 
Data specification for fault diagnosis analysis.  

Type Fault condition Training data size Testing data size   

Labeled Unlabeled  

1 Healthy 10 93 11 
2 Missing tooth 10 93 11 
3 Crack 10 93 11 
4 Spalling 10 93 11 
5 Chipping_tip_5 (least severe) 10 93 11 
6 Chipping_tip_4 0 93 11 
7 Chipping_tip_3 10 93 11 
8 Chipping_tip_2 0 93 11 
9 Chipping_tip_1 (most severe) 10 93 11  

Total 70 837 99 

Note: the data split is randomly implemented upon the specified data size. 
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The small size of labeled data can substantially reduce the data acquisition cost, and thus highlight the merit of this new method. Total 
size of available dataset is the sum of unlabeled training and testing data sizes, which is 936 consistent with that mentioned in Section 
3.1. Choosing 11 out of 104 samples in each fault condition yields 99 testing data samples, which are statistically independent with 
respect to the training data samples. Chipping_tip_2 and chipping_tip_4 are particularly hidden in labeled training data to emulate the 
inclusion relation between the labeled and unlabeled data. In addition to the regular 77 data samples, we also consider 22 unseen data 
samples of these two chipping chips as testing data since we want to thoroughly investigate the fault diagnosis performance, both the 
regular and extended fault diagnosis capability. These unseen data can be simply defined as unlabeled testing data. We hope this new 
method can successfully classify the unseen data as being close to the neighboring fault conditions. For example, If the data of 
chipping_tip_4, which is unseen/unlabeled by the DCGAN in training, is classified as being close to chipping_tip_3 or chipping_tip_5, 
then this decision making is considered accurate/reliable. This will be utilized for classification accuracy evaluation of unlabeled/ 
unseen testing data. For illustration purpose, we separately compute the classification accuracy of these two different types of testing 
data. 

Prior to implementing the fault diagnosis practice, the hyperparameters mentioned in Section 2, such as the epoch size, batch size 
and so on, are investigated to avoid both underfitting and overfitting. In this case, we use stochastic gradient decent algorithm (SGD) 
for model parameter optimization with the epoch and batch sizes, and learning rate that are finalized as 10, 10 and 0.0002, respec
tively. The algorithm is developed in Anaconda, Spider IDE using the built-in libraries, i.e., Keras and Tensorflow. With the above- 
outlined problem setup, we can perform the DCGAN training, in which the training and testing performance with respect to epoch 
can be monitored shown in Fig. 7. In particular, Fig. 7a illustrates the training and testing accuracy histories of the multi-class clas
sifier. Clearly, both training and testing accuracy will be improved as training proceeds, eventually reaching 100 % accuracy. Neither 
overfitting nor underfitting is observed, showing the good training process. Two testing accuracy curves are given to demonstrate the 
classification accuracy of 77 labeled and 22 unlabeled testing samples, respectively. Both testing accuracy yielded is high, which shows 
that the model can fulfill the actual fault diagnosis mission very well. Both testing accuracy curves exhibit similar increasing tendency. 
The major difference however lies in that the testing accuracy of labeled data is better than that of unlabeled data during the training. 
Additionally, the testing accuracy curve of unlabeled data exhibits more oscillation than that of labeled data. Such observations are 
anticipated as the extended diagnosis of the faults that are beyond the faults in the training data is more challenging because of the 
prediction uncertainties. Also, the smaller number of unlabeled testing data samples, i.e., 22, may be another influential factor. In 
contrast to the training accuracy trend (Fig. 7a), the categorical cross-entropy loss of multi-class classifier will gradually decrease along 
the training (Fig. 7b). Fig. 7a and 7b indicate the good performance of the multi-class classifier built upon semi-supervised learning 
scheme. 

While the inference capability of the multi-class classifier is the major focus in DCGAN model development that has been clearly 

Fig. 7. Model learning and classification performance (a) training and testing accuracy histories of multi-class classifier (discriminator); (b) training 
loss of multi-class classifier (discriminator); (c) training loss of binary classifier (discriminator); (d) training loss of generator. 
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illustrated, it is still worth looking into the training losses of both binary classifier and generator to understand the underlying principle 
of DCGAN. As can be seen in Fig. 7c and d, the training losses of both generator and binary classifier exhibit the oscillation with respect 
to epoch, which specifically behave oppositely. This is a clear indication of the balanced combat between the generator and binary 
classifier during the training, which is fundamentally due to the minmax game theory introduced in Section 2. Through such combat, 
both training losses eventually will reduce, leading to the enhancement of the multi-class classifier. In other words, the performance of 
the multi-class classifier (Fig. 7a and b) is highly dependent on the relation between binary classifier and generator along the training 
(Fig. 7c and d). It is worth pointing out that, the improvement of the generator has the advantage in actual practice especially when the 
data is scarce. It not only can promote the synergistic enhancement of models in the DCGAN, but also can enrich the dataset for the ease 
of other supervised learning tasks. In literature [38], the high-fidelity generator was used to produce the plausible synthetic images, 
which can enrich the image database to facilitate the fault detection. In this research, the synthetic gear vibration signal samples 
produced via generator with respect to training progress, are demonstrated in Fig. 8. Those synthetic samples fundamentally are 
transformed from random noise vectors in the latent space. The different random noise vectors will be sampled at different epochs in 
order to improve the generalization capability of generator to produce various synthetic data to deceive the discriminator. Therefore, 
the sample images at the same location of sample array in Fig. 8a, b, c and d, are not completely paired. However, it can be seen clearly 
that the generator will be progressively enhanced to generate the higher-quality sample images as the training proceeds. The sample 
images after epoch 2 have no agreement with the vibration time-series signals. Conversely, the sample images after epoch 10 (at the 
end of training) become quite similar with the actual ones (Fig. 5). 

3.3.2. Investigation of algorithmic robustness 
It is well known that the model construction randomness inevitably exists due to the random training and testing data split, random 

latent point generation, random batch generation and stochastic optimization. To investigate the model accuracy and robustness from 

Fig. 8. Synthetic signal image samples produced from the generator with respect to training epoch (each dataset including 16 random samples for 
illustration) (a) epoch 2; (b) epoch 4; (c) epoch 7; (d) epoch 10 (end of training). 

Table 4 
Cross-validation results of DCGAN for gear fault diagnosis.   

Run 1 Run 2 Run 3 Run 4 Run 5 Bias Variance 

Training (%) 100 100 100 100 100 0 0 
Testing (labels included) (%) 98.70 98.70 100 100 100 0.52 0.51 
Testing (labels excluded) (%) 90.91 95.46 100 100 86.37 5.45 35.09  
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the probabilistic perspective, the cross-validation through repeated random sub-sampling is applied [45]. In this statistical validation 
analysis, 5 folders of data splits are created following the same set-up specified in Section 3.3.1, upon which the corresponding 5 
emulation runs are carried out. The final training and testing accuracy obtained after the last epoch in all runs is extracted. We here use 
the bias-variance decomposition to examine the model performance with the details tabulated in Table 4. The bias and variance are 
defined respectively as. 

Bias(θ) = E(θ) − θ̂ (13a)  

Var(θ) = E[(E(θ) − θ)
2
] (13b) 

where θ̂ is the nominal accuracy, i.e., 100 %, and θ is the vector of accuracy values obtained from different emulation runs. 
Obviously, the training performance is extremely robust and desirable, showing no bias, i.e., 100 % accuracy of all runs. The testing 
accuracy of both labeled and unlabeled data degrades slightly as compared to the training accuracy, which is a normal phenomenon in 
model learning process. However, both types have high testing accuracy, indicating the excellent fault diagnosis performance. The 
testing accuracy of unlabeled data has the higher bias and variance than that of labeled data, which provides the consistent observation 
as shown in Fig. 7a. Recall the challenge of extended fault diagnosis that has been pointed out. The relatively inferior testing per
formance for unlabeled data is reasonable. The cross-validation results clearly indicate the desired accuracy and robustness of DCGAN 
for gear fault diagnosis proposed in this research. 

3.3.3. Investigation of effects of labeled and unlabeled data sizes 
As highlighted, the strength of semi-supervised learning for gear fault diagnosis is that it can take advantage of a very small number 

of labeled data combined with a relatively large number of unlabeled data to realize the desired diagnosis performance. Intuitively, 
either increasing the labeled data or unlabeled data will enhance the model learning adequacy. It however remains unknown what is 
the best size of labeled or unlabeled size required to ensure the desired performance and meanwhile minimize the data acquisition cost. 
Because the trade-off between the acquisition cost and model performance naturally exists, it is critical to determine the optimal data 
size to facilitate the diagnosis analysis. Therefore, here we aim to quantitatively investigate the effects of both labeled data and un
labeled data sizes on the model classification/testing accuracy. 

We first carry out the investigation of influence due to labeled data size. For comparison purpose, we create 4 scenarios with 
different sizes of labeled training data as demonstrated in Table 5. Scenario 4 is the baseline case that has been analyzed in Section 
3.3.1. The detailed data split of this scenario can be referred to Table 3. The data splits of other scenarios can be easily identified by 
adjusting the values in “Labeled” column (Table 3). Following the same analysis procedures in Section 3.3.1, we can collect the testing 
accuracy information at the end of epoch for all scenarios and obtain the testing accuracy curves with respect to the labeled data size 
shown in Fig. 9. It is unsurprisingly found that increasing the labeled data size will lead to the accuracy enhancement. Once more than 

Table 5 
Scenarios created to examine the influence of labeled training data size.   

Scenario 1 Scenario 2 Scenario 3 Scenario 4 

Labeled data size 21 35 56 70 
Unlabeled data size 837 837 837 837 

Note, the testing data size is 99, remaining the same for all scenarios. 

Fig. 9. Testing accuracy with respect to labeled training data size.  
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35 labeled data is incorporated for training, both the testing accuracy of labeled and unlabeled data can be yielded higher than 93 %. 
On the other hand, both the testing accuracy will have a drastic drop when only using 21 labeled data, especially the testing accuracy of 
unlabeled data which even decreases to around 67 %. This may indicate the higher sensitivity of extended diagnosis performance with 
respect to the labeled training data size. Again, the testing labeled data shows the better accuracy than unlabeled testing data under the 
same labeled training data size. 

We then analyze the impact of the unlabeled training data size. For implementation convenience, here we vary the unlabeled data 
size through adjusting the testing data size since the sum of these two is a constant, i.e., total data size. Similarly, we also create 4 
scenarios to correspond to different unlabeled data sizes as shown in Table 6. We specifically give the data split information of scenario 
3 (Table 7), which can be compared with that of scenario 4, i.e., baseline case (Table 3) to illustrate the data split difference among 
scenarios. In all scenarios, the size of labeled training data is kept the same, i.e., 70. The result can be seen in Fig. 10. Obviously, the 
unlabeled training data size also plays an important role on model performance. Increasing the unlabeled training data size certainly 
will produce the positive consequence. 648 appears to be a good unlabeled training data size to ensure the desirable testing accuracy of 
both labeled and unlabeled data. Reducing the unlabeled training data size will more substantially degrade the testing accuracy of 
unlabeled data than that of labeled data. While the unlabeled training data lack fault labels, they may contain rich pivot features that 
can be implicitly related to the various actual fault conditions. In other words, this implicit elucidation of physics among different 
faults can be harnessed by involving the unlabeled data, which thus favors the extended fault diagnosis. 

Table 6 
Scenarios created to examine the influence of unlabeled training data size.   

Scenario 1 Scenario 2 Scenario 3 Scenario 4 

Unlabeled data size 279 468 648 837 
Testing data size 657 468 288 99 

Note, the labeled data size is 90, remaining the same for all scenarios. Training data size is the sum of the labeled and unlabeled data sizes. 

Table 7 
Data split in Scenario 3.  

Type Fault condition Training data size Testing data size   

Labeled Unlabeled  

1 Healthy 10 72 32 
2 Missing tooth 10 72 32 
3 Crack 10 72 32 
4 Spalling 10 72 32 
5 Chipping_tip_5 (least severe) 10 72 32 
6 Chipping_tip_4 0 72 32 
7 Chipping_tip_3 10 72 32 
8 Chipping_tip_2 0 72 32 
9 Chipping_tip_1 (most severe) 10 72 32  

Total 70 648 288  

Fig. 10. Testing accuracy with respect to unlabeled training data size.  
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3.3.4. Performance comparison with respect to standalone multi-class classifier/discriminator 
To illustrate how the novel design of DCGAN enhances the inference capability, here we further carry out the comparison with 

respect to the standalone multi-class classifier that is embedded in DCGAN. The configuration details of this standalone classifier can be 
referred to as the first 7 layers in Table 1. As a supervised learning model, this standalone multi-class classifier can be independently 
employed to achieve the fault diagnosis. Because of the supervised learning nature, only the labeled training data size is considered as 
the influential parameter. Different sizes of the labeled training data thus are used, and the corresponding testing accuracy is evaluated 
to obtain the performance curves (Fig. 11). The partial result of the DCGAN shown in Fig. 9 is incorporated into Fig. 11 for comparison. 
It can be observed that at least 217 labeled training data samples are required for the standalone classifier to maintain the desired 
testing accuracy of labeled data, i.e., higher than 95 %. However, the testing accuracy of unlabeled data stays low regardless of the 
labeled training data size when using the standalone classifier. It implies that the conventional supervised learning neural network 
cannot accomplish the extended fault diagnosis. On the other hand, the good performance of DCGAN on the extended fault diagnosis 
can be realized because the physical correlation between the unseen and known gear faults can be characterized from respective 
vibration signals via semi-supervised learning upon both the unlabeled and labeled training data. In addition to the performance 
comparison with the supervised learning technique, investigating other potential semi-supervised learning techniques, such as pseudo 
labeling [46], semi-supervised transfer learning [47], semi-supervised autoencoder [48] may lead to the thorough validation of the 
proposed methodology, which will be subject to future research. 

Fig. 11. Testing accuracy comparison between DCGAN and standalone multi-class classifier (a) testing samples with labels included; (b) testing 
samples with labels excluded. 
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3.3.5. Discussion of model convergence adversarial effect between discriminator and generator 
Because of the adversarial interaction between the discriminator and generator during training, specific care should be taken on the 

DCGAN architecture configuration to avoid the occurrence of training failure modes, also known as mode collapse. There are two 
typical failure modes corresponding to two diverged situations either induced by the dominance of the discriminator or the dominance 
of the generator, which are illustrated in Fig. 12. Specifically, when the discriminator dominates over the generator, the loss of 
discriminator will be continuously decreased while the loss of generator will be continuously increased. Such trend will become 
completely opposite if the generator dominates over the discriminator. The model collapse will lead to the ineffective training since the 
discriminator or generator cannot push the other to continuously improve. On the contrary, the good sign of DCGAN training is that 
these two types of losses fluctuate and gradually reduce, converging to the steady state. 

Fig. 12. General GAN training failure modes (a) generator collapse; (b) discriminator collapse.  

Fig. 13. Illustration of discriminator collapse (a) binary classifier loss history; (b) generator loss history; (c) synthetic signal image samples pro
duced via trained generator. 

K. Zhou et al.                                                                                                                                                                                                           



Mechanical Systems and Signal Processing 185 (2023) 109772

16

In this research, we also examine the model collapse phenomenon. The result in this research (Fig. 7) has demonstrated the proper 
training of DCGAN for gear fault diagnosis because of no failure modes observed. It is worth pointing out that, the aforementioned 
failure modes also will be induced if the DCGAN architecture configuration is inappropriately customized. For example, with a simple- 
structured discriminator (e.g., the small numbers of layers and unknown parameters to be updated), the generator can easily deceive 
the discriminator, yielding the fairly large discriminator loss and small generator loss at initial stage (Fig. 13a, b). Such adversarial 
unbalance is difficult to be overturned along the training. It is noticed that the synthetic vibration images (Fig. 13c) produced via 
generator are notably different from the actual vibration images even though the generator loss is zero. The reason is that the generator 
loss essentially is measured by the discriminator. The discriminator with ineffective training (large loss observed) cannot provide the 
reliable assessment of the generator performance. At this point, the generator does not truly deceive the discriminator, and thus the 
synthetic images generated are implausible. Conversely, the generator collapses which will produce limited varieties of synthetic 
samples. The discriminator hence becomes too powerful that makes the generator gradient vanish and generator finally will learn 
nothing. This type of failure mode in this research also can be induced by purposely designing a complex discriminator, as shown in 
Fig. 14. 

In general, the collapse of generator happens (Fig. 14) more frequently than the collapse of discriminator because the generator 
design is more standard without higher level of flexibility. In order to mitigate such failure mode and meanwhile improve learning 
stability, some well-established strategies can be adopted, including but not limited to: 1) adding noise into the input image to enhance 
the generalization of discriminator [49]; 2) using the one-sided smooth labeling [39]; and 3) reducing the complexity of the 
discriminator as long as it is adequate to learn the data features by increasing the number of epochs. 

4. Concluding remarks 

In this research, a new semi-supervised method based upon the deep convolutional generative adversarial network (DCGAN) is 
established to diagnose the gear faults with limitations in training data. The underlying advantage of semi-supervised deep learning is 
that it allows the combination of both the limited labeled data and large amount of inexpensive unlabeled data for DCGAN training. It 
is found that the architecture configuration of DCGAN is critically important to ensure the adversarial balance between the generator 
and discriminator in DCGAN during the training. This will mitigate the model collapse, and hence ensure the desired model perfor
mance. Leveraging upon the semi-supervised leaning scheme of DCGAN, the inherent physical correlation between the known and 
unseen faults can be implicitly explained from the respective vibration signals, which fulfills the extended gear fault diagnosis mission. 
The fault diagnosis practice has been implemented into the lab-scale gear system using the experimentally measured vibration signals, 

Fig. 14. Illustration of generator collapse (a) binary classifier loss history; (b) generator loss history; (c) synthetic signal image samples produced 
via trained generator. 
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where the effectiveness of the proposed method is comprehensively analyzed. This new method shows good accuracy and robustness 
for both the regular and extended gear fault diagnosis. The influences of parameters on the diagnosis performance also are system
atically investigated and reported. 
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