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Abstract. We consider a stochastic inventory control problem under censored demand, lost
sales, and positive lead times. This is a fundamental problem in inventory management, with
significant literature establishing near optimality of a simple class of policies called “base-
stock policies” as well as the convexity of long-run average cost under those policies. We con-
sider a relatively less studied problem of designing a learning algorithm for this problem
when the underlying demand distribution is unknown. The goal is to bound the regret of the
algorithm when compared with the best base-stock policy. Our main contribution is a learn-
ing algorithm with a regret bound of Õ((L+ 1) ��

T
√ +D) for the inventory control problem.

Here, L ≥ 0 is the fixed and known lead time, andD is an unknown parameter of the demand
distribution described roughly as the expected number of time steps needed to generate
enough demand to deplete one unit of inventory. Notably, our regret bounds depend linearly
on L, which significantly improves the previously best-known regret bounds for this problem
where the dependence on L was exponential. Our techniques utilize the convexity of the
long-run average cost and a newly derived bound on the “bias” of base-stock policies to
establish an almost black box connection between the problem of learning inMarkov decision
processes (MDPs) with these properties and the stochastic convex bandit problem. The techni-
ques presented here may be of independent interest for other settings that involve large struc-
turedMDPs but with convex asymptotic average cost functions.

Funding: This research was supported in part by an Amazon Research Award 2017, awarded to author
Shipra Agrawal.

Keywords: inventory control problem • censored demand • reinforcement learning • online convex optimization • regret bounds

1. Introduction
Many operations management problems involve mak-
ing decisions sequentially over time, where the outcome
of a decision may depend on the current state of the sys-
tem in addition to an uncertain demand or customer
arrival process. This includes several online decision-
making problems in revenue and supply chain manage-
ment. There, the sales revenue and supply costs incurred
as a result of pricing and ordering decisionsmay depend
on the current level of inventory in stock, back orders,
outstanding orders, etc. in addition to the uncertain
demand and/or supply for the products. AMarkov deci-
sion process (MDP) is a useful framework for modeling
these sequential decision-making problems. In a typical
formulation, the state of the MDP captures the current
position of inventory. The reward (observed sales)
depends on the current state of the inventory in addition
to the demand. The stochastic state transition and reward
generationmodels capture the uncertainty in demand.

A fundamental yet notoriously difficult problem in
this area is the periodic inventory control problem

under positive lead times and lost sales (Zipkin 2000,
2008). In this problem, in each of the T sequential
decision-making periods, the decision maker takes
into account the current on-hand inventory and the
pipeline of outstanding orders to decide the new
order. There is a fixed delay (i.e., lead time) between
placing an order and receiving it. A random demand
is generated from a static distribution, independently
in every period. However, the demand information is
censored in the sense that the decision maker observes
only the sales (i.e., minimum of the demand and the
on-hand inventory). Any unmet demand is lost and
incurs a penalty called the lost sales penalty. Any left-
over inventory at the end of a period incurs a holding
cost. The aim is to minimize the aggregate long-term
inventory holding cost and lost sales penalty. There is
a significant existing research that develops a Markov
model (or semi-Markov model as the lost sales pen-
alty is unobserved) for this problem and studies meth-
ods for computing optimal policies, assuming the
demand distribution is either known or can be efficiently
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simulated (e.g., see the survey in Bijvank and Vis 2011).
In particular, a simple class of policies called base-
stock policies has been shown to be theoretically near
optimal for this problem (Huh et al. 2009b, Bijvank
and Vis 2011): that is, the cost of the optimal base-
stock policy converges to the cost of the optimal pol-
icy as the lost sales penalty grows. Under a base-stock
policy, the inventory position is always maintained at
a target “base-stock” level. Notably, when using a
base-stock policy, the infinite horizon average cost
function for the inventory control MDP can be shown
to be convex in the base-stock level (Janakiraman and
Roundy 2004). Therefore, under the known demand
model, convex optimization can be used to compute
the optimal base-stock policy.

In this paper, we considered a relatively less studied
problem of periodic inventory control when the deci-
sion maker does not know the demand distribution a
priori. The goal is to design a learning algorithm that
can use the observed outcomes of past decisions to
implicitly learn the unknown underlying MDP model
and adaptively improve the decision-making strategy
over time (also known as a reinforcement learning
algorithm). Because computing an optimal policy for
the inventory control problem in general is fundamen-
tally difficult, we will benchmark our algorithm against
a more well-understood target: the optimal base-stock
policy. Although this is not the true optimal policy, the
simplistic nature along with theoretical guarantees of
near optimality (see theorem 5 of Huh et al. 2009b) of
base-stock policies makes it an attractive benchmark to
measure our learning algorithm against.

The two main challenges in designing an efficient
learning algorithm for the inventory control problem
described are presented by the censored demand and
the positive lead time. The censored demand assump-
tion results in an exploration-exploitation trade-off for
the learning algorithm. Because the decision maker
can only observe the sales, which is the minimum of
the demand and the on-hand inventory for a product,
the quality of samples available for demand estimation
of a product depends crucially on the past ordering
decisions. For example, suppose that because of the past
ordering policies, a certain product was maintained at a
low inventory level for most of the past sales periods.
Then, the higher quantiles of the demand distribution
for that product would be unobserved. Therefore, in
order to ensure accurate demand learning, large inven-
tory states need to be sufficiently explored. However,
this exploration needs to be limited because of the hold-
ing cost incurred for any leftover inventory. There has
been significant recent work on exploration-exploitation
algorithms for regret minimization in finite state and
finite action MDPs, with regret bounds that depend line-
arly or sublinearly on the size of the state space and the

action space (e.g., Bartlett and Tewari 2009, Jaksch et al.
2010, Agrawal and Jia 2017). However, the positive lead
time in delivery of an order results in a much enlarged
state space (exponential in lead time) for the inventory
control problem considered here because the state needs
to track all the outstanding orders in the pipeline. There
is a further issue of discretization because the state space
(inventory position) and the action space (orders) are
continuous. Discretizing over a grid would result in a
further enlarged state space and action space. As a
result, none of these reinforcement learning techniques
can be applied directly to obtain useful regret bounds
for the inventory control problem considered here.

The main insight in this paper is that even though
the state space is large, the convexity of the average
cost function under the benchmark policies (here,
base-stock policies) can be used to design an efficient
learning algorithm for this MDP. We use the relation
between bias and infinite horizon average cost of a policy
given by Bellman equations to provide a connection
between stochastic convex bandit optimization and
the problem of learning and optimization in such
MDPs. Specifically, we build upon the algorithm for
stochastic convex optimization with bandit feedback
from Agarwal et al. (2011) to derive a simple algo-
rithm that achieves an Õ((L+ 1) ��

T
√ +D) regret bound

for the inventory control problem. Here, L is the fixed
and known lead time, and D is a parameter of the
demand distribution F, defined as the expected num-
ber of independent draws needed from distribution F
for the sum to exceed one. Importantly, although our
regret bound depends on D, our algorithm does not
need to know this parameter. The Õ(·) notation hides
logarithmic factors and absolute constants.

Our regret bound substantially improves the existing
results for this problem, provided by Huh et al. (2009a)
and Zhang et al. (2020), where the regret bounds grow
exponentially with the lead time L (roughly as DL

��
T

√
),

and many further assumptions on the demand distribu-
tion are required for the bounds to hold. A more
detailed comparison with the related work is provided
later in the text. More importantly, we believe that our
algorithm design and analysis techniques can be applied
in an almost black box manner for minimizing regret in
other problem settings involvingMDPs whose cost func-
tions are convex under benchmark policies. Such con-
vexity results are available for many other operations
management problems: for example, for several formu-
lations of admission control and server allocation prob-
lems in queuing (Weber 1980, Lee and Cohen 1983,
Shanthikumar and Yao 1987). Therefore, the techniques
presented here may be of independent interest.

1.1. Organization
The rest of the paper is organized as follows. In the
following subsections, we provide a formal problem
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definition and describe our main results along with a
precise comparison of our regret bounds with closely
related work. In Section 2, we present a learning algo-
rithm and regret analysis for optimizing a general
MDP with a convex cost function. We adapt this algo-
rithm design and regret analysis to the inventory
management problem in Section 3. We conclude in
Section 4.

1.2. Problem Formulation
We consider a single-product stochastic inventory
control problem with lost sales and positive lead
times. The problem setting considered here is similar
to the setting considered in Huh et al. (2009b) and
Zhang et al. (2020). An inventory manager makes
sequential decisions in discrete time steps t � 1, : : : ,T.
In the beginning of every time step t, the inventory
manager observes the current inventory level invt and
L previous unfulfilled orders in the pipeline, denoted
as ot−L,ot−L+1, : : : ,ot−1, for a single product. Here, L ≥ 0
is the lead time defined as the delay (number of time
steps) between placing an order and receiving it. Ini-
tially, in step 1, there is no inventory (inv1 � 0) and no
unfulfilled orders. Based on this information, the man-
ager decides the amount ot ∈ R of the product to order
in the current time step.

The next inventory position is then obtained through
the following sequence of events. First, the order ot−L
that was made L time steps earlier arrives, so that the
on-hand inventory level becomes It � invt + ot−L. Then,
an unobserved demand dt ≥ 0 is generated from an
unknown demand distribution F, independent of the
previous time steps. Sales is the minimum of the on-
hand inventory and the demand (i.e., sales yt :�min
{It,dt}). The decision maker only observes the sales
yt and not the actual demand dt—the demand informa-
tion is, therefore, censored. A holding cost of h(It − dt)+
is incurred on remaining inventory, and a lost sales
penalty of p(dt − It)+ is incurred on the part of demand
that could not be served because of insufficient on-hand
inventory. That is, the cost incurred at the end of step t is

C̄ t � h(It − dt)+ + p(dt − It)+, (1)

where (It − dt)+ �max(It − dt, 0), (dt − It)+ �max(dt − It, 0),
and h, p are prespecified constants denoting per unit
holding cost and per unit lost sales penalty, respec-
tively. Note that the lost sales and therefore, the lost
sales penalty are unobserved by the decision maker.

Figure 1 illustrates the described sequence of arriv-
als of orders and demand. The next step t + 1 begins
with the leftover inventory

invt+1 : (It − dt)+ � (invt + ot−L − dt)+ (2)

and the newpipeline of outstanding orders ot−L+1, : : : , ot.
An online learning algorithm for this problem needs

to sequentially decide the orders o1, : : : ,oT under

demand censoring and without a priori knowledge of
the demand distribution. The objective is to minimize
the total expected cost E[∑T

t�1 C̄ t].
Base-stock policies (also known as “order up” to

policies) form an important class of policies for the
inventory control problem. Under such a policy, the
inventory manager always orders a quantity that brings
the total inventory position (i.e., the sum of leftover
inventory plus outstanding orders) to some fixed value
known as the base-stock level, if possible. Specifically,
in the beginning of a step t, let the leftover inventory be
invt and the outstanding orders be ot−L, : : : ,ot−1. Then,
on using a base-stock policy with level x, the new order
ot in step t is given by ot � (x− invt −∑L

i�1 ot−i)+. Zipkin
(2008) and Huh et al. (2009b) provide empirical results
that show that base-stock policies work well in many
applications. Furthermore, Huh et al. (2009b) show that
as the ratio of per unit lost sales penalty to holding cost
increases to infinity, the ratio of the total cost incurred
by the best base-stock policy to the optimal cost con-
verges to one. Because the ratio of per unit lost sales
penalty to holding cost is typically large in many appli-
cations, the best base-stock policy can be considered
close to optimal.

Considering the asymptotic optimality of base-stock
policies, several past works consider a more tractable
objective of minimizing the regret of an online algo-
rithm compared with the best base-stock policy (e.g.,
Huh et al. 2009a, Zhang et al. 2020).

1.2.1. Convexity Property. Let C̄
x
t , t � 1, 2: : : , denote

the sequence of costs incurred on running the base-
stock policy with level x. Define λx as the expected
infinite horizon average cost of this base-stock policy
when starting from no inventory and no outstanding
orders: that is,

λx :� E lim
T→∞

1
T

∑T
t�1

C̄
x
t

∣∣∣∣ inv1 � 0

[ ]
: (3)

We also refer to the λx as the long-run average cost
of this policy. The following result from Janakiraman
and Roundy (2004) shows that this long-run average
cost is convex in x.

Lemma 1 (Derived from theorem 12 of Janakiraman and
Roundy 2004). Given a demand distribution F, F(0) > 0
(i.e., there is a nonzero probability of zero demand). Then,
for any x ≥ 0, the expected infinite horizon average cost, λx,
of the corresponding base-stock policy is convex in x.

Remark 1. Theorem 12 of Janakiraman and Roundy
(2004) actually proves convexity of expected average
cost when starting from inventory level inv1 � x.
However, in the definition of λx, we assumed there is
no starting inventory (i.e., inv1 � 0). On starting from
no inventory and no outstanding orders and using the
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base-stock policy with level x, the system will reach
the state with inventory level x and no outstanding
orders in finite (exactly L) steps. Therefore, λx is same
as the expected infinite horizon average cost incurred
on starting with inventory level inv1 � x.

1.2.2. Regret Against Any Base-Stock Policy. Regret
of an algorithm against any given base-stock policy
with level x is defined as

Regret(T, x) :� E
∑T
t�1

C̄ t

[ ]
− E

∑T
t�1

C̄
x
t

[ ]
, (4)

where C̄ t, C̄
x
t , t � 1, 2: : : , are the sequence of costs

incurred on running the algorithm and the policy
with base-stock level x, respectively, starting from no
inventory and no outstanding orders. The expecta-
tions are taken with respect to any randomness in the
algorithm as well as randomness in the demand.
Then, given [0,U], a prespecified range of base-stock
levels to be considered, we bound worst-case regret:

Regret(T) :� max
x∈[0,U]

Regret(T,x): (5)

1.3. Main Results
Before we formally state our main result, we define D,
a parameter of the demand distribution F that appears
in our regret bounds. It is important to note that our
algorithm does not need to know the parameter D.

Definition 1. Define D as the expected number of inde-
pendent samples needed from distribution F for the
sum of those samples to exceed one. More precisely,
let d1,d2,d3, : : : , denote a sequence of independent
samples generated from the demand distribution F,
and let τ be the minimum number such that∑τ

i�1 di ≥ 1. Then, define D :� E[τ]. We refer to D as the
expected time to deplete one unit of inventory. We
assume that the demand distribution F is such that D
is finite.

Our main result is stated as follows.

Theorem 1. Assuming that demand distribution F is such
that F(0) > 0 and the expected time D to deplete one unit of
inventory is finite, then given any lead time L ≥ 0, there
exists an algorithm (Algorithm 1) for the inventory control
problem with regret bounded as

Regret(T) ≤O
(
Dmax(h,p)U2log2(T)

+ (L+ 1)max(h,p)U
������������
T log3(T)

√ )
:

For T ≥ (DU)2, this implies a regret bound of

Regret(T) ≤ Õ
(
(L+ 1)max(h,p)U ��

T
√ )

,

where Õ(·) hides logarithmic factors in h,p,U,L,T, and
absolute constants.

Here, constants max(h,p) and U define the scale of
the problem. Note that the regret bound has a very
mild (additive) dependence on the parameter D of
the demand distribution. We conjecture that such a
dependence on D in the regret may be unavoidable
because every time a learning algorithm reaches an
inventory level higher than the optimal base-stock
level, it must necessarily wait for time steps roughly
proportional to D for the inventory to deplete in
order to play a better policy. Only an algorithm that
never overshoots the optimal inventory level may
avoid incurring this waiting time. However, without a
priori knowledge of the optimal level, an exploration-
based learning algorithm is unlikely to avoid this com-
pletely. The appearance of D here also reminds of the
appearance of diameter D in regret bounds for general
finite MDPs, where diameter is defined as the expected
time to go from one state to another (e.g., see Tewari and
Bartlett 2008, Jaksch et al. 2010, Agrawal and Jia 2017).

Remark 2. The assumption F(0) > 0 in the theorem is
required only for using the result on convexity of
infinite horizon average cost given by theorem 12 of
Janakiraman and Roundy (2004) (see Lemma 1). The
convexity result can in fact be shown to hold under
some alternate conditions, like finite support of demand,

Figure 1. (Color online) Timing of Arrival of Orders and Demand at Time t
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or under sufficient discretization of demand, which
would also be sufficient for our results.

1.4. Comparison with Related Work
Some earlier works on exploration-exploitation algo-
rithms for the inventory control problem (Huh and
Rusmevichientong 2009, Besbes and Muharremoglu
2013) provide Õ( ��

T
√ ) regret bounds but under zero

lead time (Huh and Rusmevichientong 2009) and/or
perishable inventory (Besbes and Muharremoglu 2013)
assumptions. The inventory control problem consid-
ered here is exactly the same as that considered in the
recent work by Zhang et al. (2020) and the earlier
work by Huh et al. (2009a). Therefore, we provide a
precise comparison with the results obtained in those
works. Both works execute a base-stock policy over
constructed time periods called cycles and employ a
gradient estimation to revise the policy for the next
cycle. In particular, the simulated cycle-update policy
of Zhang et al. (2020) updates policies based on a
simulated inventory system running in parallel.

Our result matches the O( ��
T

√ ) dependence on T in
Zhang et al. (2020), improving on the O(T2

3) depend-
ence originally given in Huh et al. (2009a). Further, it
can be shown (see Zhang et al. 2020, proposition 1)
that for T > 5, the expected regret for any learning
algorithm in this setting is lower bounded by Ω( ��

T
√ ),

and thus, our bound is optimal in T (within logarith-
mic factors). More importantly, our regret bound
scales linearly in L as opposed to the exponential
dependence on L in Zhang et al. (2020), which can be
traced to more delicate analysis of the cost function
and inventory model dynamics (Lemma 5). In particu-
lar, we note that replacing Lemma 5 with the analo-
gous bound from the analysis in Zhang et al. (2020)
would lead to an exponential dependence on lead time
as well. Specifically, the regret bound achieved by
Zhang et al. (2020) is of order Õ(max(h,p)2U2(1=c)L ��

T
√ ).

Besides having an exponential dependence on L, it
depends on a constant c given by the product of some
positive probabilities for demand to take values in cer-
tain ranges, which requires several further assump-
tions on the distribution F (see assumption 1 of Zhang
et al. 2020). In comparison, our distribution parameter
D is milder and more interpretable, and most notably,
it appears as an additive (rather than multiplicative)
term in the regret bound.

Among other related work, Bartók et al. (2014), Besbes
et al. (2015), andLugosi et al. (2017) provide Õ( ��

T
√ ) regret

bounds for variations of the inventory control problem
under adversarial demand. However, these works make
significant simplifying assumptions such as zero lead
time and perishing inventory. Under such assumptions,

there is no state dependence across periods, and the
problem becomes closer to an online learning problem
rather than a reinforcement learning problem. Finally,
as discussed earlier, the existing work on finite time
regret bounds for reinforcement learning algorithms for
general finite state MDPs, such as Bartlett and Tewari
(2009), Jaksch et al. (2010), and Agrawal and Jia (2017),
would imply a regret bound exponential in the lead time
because of the exponential size of the state space.

2. Learning to Optimize an MDP with
Convex Cost Function

In this section, we present a learning algorithm and
regret analysis for any MDP with a convex cost function.
Specifically, we consider the problem of regret minimi-
zation in an MDP given a single parametric set of poli-
cies. The main structural property assumed regarding
the MDP is that the average asymptotic average cost,
also known as loss, under any given policy in this set is
convex in the policy parameter. Given this convexity
property and a bound on the bias of the MDP, we
present a stochastic convex bandit-based learning algo-
rithm with sublinear regret bounds. In subsequent sec-
tions, we demonstrate that the required convexity and
bounded bias properties are indeed satisfied by the
inventory control MDP in order to derive an efficient
algorithm and improved regret bounds of the inventory
management problem. However, it is important to note
that the results presented in this section are more gener-
ally applicable to any MDP (discrete or continuous state
space) as long as it satisfies the prescribed convexity and
bounded bias properties. We present the results in this
section in a self-contained manner; the results presented
here can be understood and used without going through
the rest of the sections in the paper.

Formally, we are given an MDP M with state space
S and action space A as well as a parametric set of
policies:1

Π � {πx : S →A,x ∈ X}: (6)

A learning algorithm needs to make sequential
decisions using one of the policies in Π at every
discrete time step t � 1, : : : ,T. At every time step t,
the algorithm observes current state st ∈ S, chooses
xt ∈ X , takes action πxt(st), and then, observes the
cost Ct.

We aim to minimize regret of the algorithm against
the policies inΠ. Given a starting state s1 ∈ S, regret in
time T against any policy πx ∈Π is defined as

Regret(T,x) :� E
∑T
t�1

Ct

∣∣∣∣∣s1
[ ]

−E
∑T
t�1

Cx
t

∣∣∣∣∣s1
[ ]

, (7)
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with Cx
t being the cost incurred at time t on using the

policy πx at all time steps starting from state s1. Then,

Regret(T) :�max
x∈X Regret(T,x):

We also consider “pseudoregret” against the asymp-

totic average cost

gx(s1) :� E limT→∞
1
T
∑T

t�1C
x
t

∣∣s1
[ ]

of policy πx:

Pseudoregret(T,x) :� E
∑T
t�1

Ct

∣∣∣∣∣s1
[ ]

−Tgx(s1): (8)

We will focus on bounding the pseudoregret for our
algorithm against any policy in Π and show that it
can be used to derive a similar bound on regret.

We first present some key definitions and results that
will be used throughout the algorithm design and regret
analysis. In the MDP literature, the stochastic process
obtained on fixing a policy in an MDP is referred as a
Markov reward process (MRP) (Puterman 2014), which
is essentially a Markov chain with a reward (or cost)
associated with each state. We denote by M(x, s1) the
MRP obtained on fixing the policy as πx for x ∈ X .

Definition 2 (Markov Reward Process Mðx, s1Þ). Given
any x and s1 ∈ S, the MRP M(x, s1) is defined by the
bipartite stochastic process

{(st,Cx(st)); t � 1, 2, 3, : : : },
where st is distributed according to Px(st) :� Pr(st|
at � πx(st−1)), the state transition distribution under
policy πx, and Cx(st) is the expected cost on taking
action at � πx(st) in state st in MDP M. Further, we
define Sx ⊆ S as the set of reachable states in this MRP,
when starting from state s1, so that st ∈ Sx for all t.

Two important quantities are the loss and bias of
this MRP.

Definition 3 (Loss and Bias). For any s ∈ Sx, the loss
gx(s) of MRP M(x, s) is the long-run average cost
(starting from state s), and the bias vx(s) of M(x,s) is
the total difference in the cost from the asymptotic
average cost (starting from state s). More formally,
define (assuming limits exist)

gx(s) :� E lim
T→∞

1
T

∑T
t�1

Cx(st)|s1 � s

[ ]

vx(s) :� E lim
T→∞

∑T
t�1

Cx(st) − gx(st)|s1 � s

[ ]
:

The following relation between loss and bias is known.

Lemma 2 (Puterman 2014, theorem 8.2.6). For any state
s ∈ Sx in MRP M(x,s1), the bias and loss satisfy the fol-
lowing equation:

gx(s) � Cx(s) +Es′~Px(s)[vx(s′)] − vx(s),

where Px(s) was defined as the probability distribution of
next state given state s.

A main new technical result that we derive and uti-
lize in this work is the following concentration lemma
for any MRP with bounded bias.

Lemma 3 (Concentration Under Bounded Bias).Assumewe
are given an MRP M(x,s1) such that the gain is uniform
across states, i.e.,

gx(s) � g(s′)≕ gx, ∀s,s′,

and the span of the bias vx is bounded by H: that is,

|vx(s) − vx(s′)| ≤H, ∀s,s′ ∈ sx:

Let s1, : : : , sN denote an observed sequence of first N states
generated by MRP M(x, s1). Then, for any δ > 0, with
probability 1− δ,∣∣∣∣∣ 1N

∑N
t�1

Cx(st) − gx(s1)
∣∣∣∣∣ ≤H

N
+H

�������������
2log(2=δ)

N

√
:

Proof. By Lemma 2, the loss gx and bias vx for policy
πx satisfy gx(s) � Cx(s) +Es′~Px(s)[vx(s′)] − vx(s) for all
states s ∈ Sx. Also, gx � gx(s1) � gx(st) for all t. We use
these observations to derive the following:

1
N

∑N
t�1

Cx(st)
( )

− gx(s1)
∣∣∣∣∣

∣∣∣∣∣ � 1
N

∑N
t�1

(
Cx(st) − gx(st)

)∣∣∣∣∣
∣∣∣∣∣

� 1
N

∑N
t�1

(Cx(st) − (Cx(st) +Es′~Px(st)[vx(s′)] − vx(st))
∣∣∣∣∣

∣∣∣∣∣
� 1

N

∑N
t�1

(vx(st) −Es′~Px(st)[vx(s′)])
∣∣∣∣∣

∣∣∣∣∣
�
∣∣∣∣ 1N (vx(s1) −Es′~Px(sN)[vx(s′)])

+ 1
N

∑N−1

t�1
(vx(st+1) −Es′~Px(st)[vx(s′)])

∣∣∣∣
≤H
N
+ 1

N

∑N−1

t�1
(vx(st+1) −Es′~Px(st)[vx(s′)])

∣∣∣∣∣
∣∣∣∣∣:

For the last inequality, we used the assumed bound
on bias. Now, let

Δt+1 :� vx(st+1) − Es′~Px(st)[vx(s′)]:

Note that E[Δt+1|st] � 0 and Δt+1 ≤H (because of the
assumed bias bound). Therefore, Δt+1, t � 1, 2, : : : , is
a bounded martingale difference sequence. We
apply the Azuma–Hoeffding inequality (refer to
Lemma A.1 in Appendix A) to obtain that, for any
ε > 0,

P
∑N
t�2

Δt

∣∣∣∣∣
∣∣∣∣∣ ≥ ε

( )
≤ 2exp − ε2

2(N − 1)H2

( )
:
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Therefore, by setting ε �H
����������������������
2(N − 1)log(2=δ)√

, we
obtain that with probability at least 1− δ,

∑N
t�2Δt

∣∣ ∣∣ ≤
H

����������������������
2(N − 1)log(2=δ)√

. Substituting, we obtain

1
N

∑N
t�1

Cx(st) − gx(s1)
∣∣∣∣∣

∣∣∣∣∣ ≤H
N
+H

�������������
2log(2=δ)

N

√
:

Similarly, we can show concentration of average
observed cost versus asymptotic average cost.

Lemma 4 (Concentration of Average Observed Versus
Expected Cost). Given MRP M(x,s1) with uniform gain
and bias bounded by H, as defined in Lemma 3, let Cx

t be
observed cost such that E[Cx

t |st] � Cx(st). Assume that Cx
t

is bounded between by Cmax. Then, for any s1 ∈ S, with
probability 1− δ,

1
N

∑N
t�1

Cx
t − gx(s1)

∣∣∣∣∣
∣∣∣∣∣ ≤H

N
+ (Cmax +H)

�������������
2log(4=δ)

N

√
:

Proof. Let s1,s2, : : : , st be the sequence of states
observed in MRP M(x,s1) starting from state s1, and
let F t be the filtration with respect to those states
s1,s2, : : : ,st. Define Xt � Cx(st) −Cx

t . Note that |Xt| ≤
|Cx(st)| + |Cx

t | ≤ 2Cmax and E[Xt|Ft] � 0. Therefore, Xt’s
form a martingale difference sequence, and a simple
application of the Azuma–Hoeffding inequality
(Lemma A.1) gives that, with probability 1− δ=2,

1
N

∑N
t�1

Cx(st) −
∑N
t�1

Cx
t

∣∣∣∣∣
∣∣∣∣∣ ≤ 2Cmax

�������������
2log(4=δ)

N

√
:

Combining the inequality with Lemma 3, we get the
corollary.

2.1. Algorithm Design
Here, we present a regret minimization algorithm for
the case when X � [0,U] for some Umin,Umax ∈ R (i.e.,
Π is a set of single-parameter policies with the param-
eter range being a contiguous interval). Further, we
assume following properties.

Assumption 1. We are given an MDP M, policy set
Π � {πx : x ∈ [0,U]}, and a starting state s1 such that for
all policies in Π, the MRP M(x, s1) satisfies the following
properties:

a. the cost function gx(s) is uniform (i.e., gx(s) � gx) for
all s,

b. the cost function gx is convex in x and Lipschitz contin-
uous with Lipschitz constant β, and

c. the span of bias is bounded by H (i.e., |vx(s) − vx

(s′)| ≤H, ∀s,s′ ∈ Sx).

Utilizing the convexity property, our algorithm
design builds upon ideas from exploration-exploitation
algorithms for stochastic convex bandits. In particular,

because we restrict to the single parametric policies, we
extend the algorithm in Agarwal et al. (2011) for one-
dimensional stochastic convex bandits.

In the stochastic convex bandit problem, in every
round the decision maker chooses a decision xt and
incurs cost ct � f (xt) + yt, where f is some fixed but
unknown convex function and the noise yt is zero
mean and independent and identically distributed
across rounds t � 1, : : : ,T. The goal of an online algo-
rithm is to use past observations to make decisions
xt, t � 1, : : : ,T in order to minimize the regret against
the best single decision, defined as

∑T
t�1(ct − f (x∗))

with x∗ � argminx∈Xf (x). Therefore, based on the defi-
nition of regret (refer to Equation (7)), one may want
to consider a mapping of the problem of regret mini-
mization in MDP to the stochastic convex bandit prob-
lem by setting f(x) as λx � gx(s1), the long-run average
cost for policy πx, which is assumed to be convex in x.

However, a main challenge here is that the instan-
taneous cost Cx(st) incurred on time t on playing a
policy πxt depends on the current state st, and there-
fore, unlike ct, Cx(st) is not an unbiased realization of
f (xt) � λxt (more precisely, the noise is not zero mean
and independent and identically distributed across
rounds). We overcome this challenge using the
concentration result derived in Lemma 3. This con-
centration result allows us to develop confidence
intervals on estimates of cost functions in a manner
similar to the stochastic convex bandit algorithms.

Our algorithm, summarized as Algorithm 1, is
derived from the algorithm in Agarwal et al. (2011)
for one-dimensional stochastic convex bandits. Fol-
lowing are the main components of our algorithm.

2.1.1. Working Intervals of Policy Parameter. The
algorithm maintains a confidence interval that con-
tains an optimal value of the policy parameter x, with
high probability. Initially, this is set as [0,U], the pre-
specified interval received as input to the algorithm.
As the algorithm progresses, this working interval is
refined by discarding portions of the interval, which
have low probability of containing an optimal value.

2.1.2. Epoch and Round Structure. The algorithm
proceeds in epochs k � 1, 2, : : : . Each epoch is a group
of consecutive time steps. A fixed working interval of
base-stock levels is maintained throughout an epoch,
denoted as [lk, rk]. Each epoch is further split into
groups of consecutive time steps called rounds. The
algorithm plays policies πxl ,πxc ,πxr , policies corre-
sponding to parameters xl :� (lk + rk − lk)=4,xc :� lk+
(rk − lk)=2, xr :� lk + (3(rk − lk))=4, respectively. Each of
these three policies is played repeatedly for Ni time
steps, where Ni � log(T)=γ2

i with γi � 2−i.
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Therefore, the number of sample observations
quadruples in each round. At the end of every
round, these observations are used to update a confi-
dence interval estimate for the long-run average cost
as described next. An epoch ends when the confi-
dence intervals at the end of a round meet a certain
condition.

2.1.3. Optional Step: Using pinit to Reach a Desired Set
of States. We also consider the case when Assump-
tion 1 does not hold for all starting states but only
for certain starting states s1 ∈ Sx

init. Additionally, we
are given a policy πinit to reach a state in Sx

init in
finite expected time Dinit. In this case, the algorithm
uses πx

init to reach one of these desired starting states
before playing a policy πx in every round. If no such
policy πx

init is provided, the algorithm skips this step.
This relaxed setting will be of use for the inventory
control problem, where we will bound bias of a pol-
icy πx only for the MRP obtained on starting from
an inventory position where the sum of the on-hand
inventory and the outstanding orders is x. Such a
state can be easily reached by ordering nothing for
some time and then ordering x. In the inventory con-
trol problem, Dinit, the expected time to reach the
desired starting state, will be bounded by L+DU,
with D being the expected time for enough demand
to be generated in order to deplete one unit
of inventory.

2.1.4. Updating Confidence Intervals. Given a vector
CN � (C1,C2, : : : ,CN) of observed costs and
γ � �������������

log(T)=N√
, define

LB(CN) :� 1
N

∑N
i�1

Ci − 3Hγ, and UB(CN) :

� 1
N

∑N
i�1

Ci + 3Hγ, (9)

where the boundH on bias is an input to the algorithm.
Now, let CN,C

c
N,C

r
N denote the n � Ni realizations

of pseudocosts (Cx
t ) observed on running base-stock

policy πx for each of the three levels x ∈ [xl,xc,xr] in
round i. Then, at the end of round i, the algorithm
computes three intervals:

[LB(Ca
N),UB(Ca

N)] for a ∈ {l, c, r}:
We show later that for each of these three policies,

gxa ∈ [LB(Ca
N),UB(Ca

N)] with probability 1− 1=T2. This
uses Lemmas 3 and 4 proven earlier in order to bound
the difference between finite time average and asymp-
totic average of costs. Therefore, each of these inter-
vals is a high confidence interval for the respective
loss.

Algorithm 1 (Learning Algorithm for MDP with Convex Cost
Function)

Inputs: Set of policies Π � {πx : x ∈ [0,U]}, bias
bound H, time horizon T.
Optional input: A description of the desirable set of
starting states Sx

init for any policy x and a policy πx
init

to reach that set.
Initialize: [l1, r1] :� [0,U].
for epochs k � 1, 2, : : : , do

Set wk :� rk − lk, the width of the working interval
[lk, rk].
Set xl :� lk +wk=4, xc :� lk +wk=2, and xr :� lk+
3wk=4.
for round i � 1, 2, : : : , do
Let γi � 2−i and N � log(T)=γ2

i .
for a ∈ {l, c, r} do

Play policy πxa
init (if provided) until a time

step t such that st ∈ Sxa
init.

Play policy πxa for N time steps to observe N
realizations of costs; store as vectors Ca

N.
If at any point during these two steps, the
total number of time steps reaches T, exit.
Compute confidence interval [LB(Ca

N),
UB(Ca

N)] of length 6Hγi, as given by (9).
end
if max{LB(Cl

N),LB(Cr
N)} ≥min{UB(Cl

N),UB(Cc
N),

UB(Cr
N)} + 6Hγi then

if LB(Cl
N) ≥ LB(Cr

N) then lk+1 :� xl and rk+1 � rk.
if LB(Cl

N) < LB(Cr
N) then lk+1 :� lk and rk+1 � xr

Go to next epoch k + 1.
else

Go to next round i + 1.
end if

end
end

At the end of every round i of an epoch k, the algo-
rithm uses the updated confidence intervals to check if
either the portion [lk,xl] or the portion [xr, rk] of the
working interval [lk, rk] can be eliminated. Given the con-
fidence intervals, the test used for this purpose is exactly
the same as in Agarwal et al. (2011) and uses convexity
properties of the loss gx. If the test succeeds, at least 1/4 of
the working interval is eliminated, and the epoch k ends.

2.2. Regret Bound
We prove the following regret bound for Algorithm 1
when applied to any MDP under Assumption 1.

Theorem 2. Given any MDP M and a single parametric
policy set Π � {πx : x ∈ [0,U]}, Assumption 1 is satisfied
for all starting states s1 ∈ S. Then, the regret of Algorithm 1
is bounded as

Regret(T) �O
(
(H + βU)

��������������������
Tlog3(βUT=H)

√ )
� Õ((βU+H) ��

T
√ ):
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Here, β is the Lipschitz factor for function gx, and H is
the given bound on bias, as per Assumption 1.

We also consider the case when Assumption 1 does
not hold for all starting states but only for starting
states s1 ∈ Sinit. Also, we are given a policy πinit to
reach a state in Sinit in expected time Dinit. In this case,
Algorithm 1 achieves the following regret bound.

Theorem 3. Given anyMDPM and a single parametric pol-
icy set Π � {πx : x ∈ [0,U]}, Assumption 1 is satisfied for all
starting states in Sinit (i.e., for s1 ∈ Sx

init). Also, we are given a
policy πinit such that on using this policy, the expected time to
reach a state in Sx

init from any state using is bounded by Dinit.
Then, the regret of Algorithm 1 is bounded as

Regret(T) �O
(
(H+ βU)

��������������������
T log3(βUT=H)

√
+CmaxDinitlog2(βUT=H)

)
:

That is,

Regret(T) � Õ((H + βU) ��
T

√ +CmaxDinit):
Here, Cmax is an upper bound on the magnitude of observed
costs Cx

t under any policy πx ∈Π; Lipschitz factor β and
bias bound H are as defined in Assumption 1.

In this section, we prove the regret bound stated in
Theorem 3 for Algorithm 1. Theorem 2 follows as a
corollary of Theorem 3, under a stronger condition
that Assumption 1 is satisfied for all starting states s1
so that πinit is not required. We first prove a bound on
Pseudoregret(T,x) for any x ∈ [0,U].

The regret analysis follows steps similar to the
regret analysis for stochastic convex bandits in Agar-
wal et al. (2011). We use the notation f (x) � gx in this
proof to connect the regret analysis here to the analy-
sis for stochastic convex bandits with convex function
f. Let x∗ :�minx∈[0,U]gx �minx∈[0,U] f (x). Also, let Ct be
the observed cost at time t. Then,

Pseudoregret(T,x) ≤ E
∑T
t�1

Ct

[ ]
−∑T

t�1
f (x∗):

Also, define E to be the event that all confidence
intervals [LB(Ca

N),UB(Ca
N)] calculated in Algorithm 1

satisfy f (xa) � gxa ∈ [LB(Ca
N),UB(Ca

N)], where n � Ni

for every epoch k, round i, and a ∈ {l, c, r}. The analy-
sis in this section will be conditional on event E, and
the probability P(E) of this event will be addressed
at the end.

We divide the regret into two parts. First, we con-
sider the regret over the set of times steps where pol-
icy πinit is played. We denote the total contribution of
regret from these steps (across all epochs and rounds)
as Pseudoregret0(T). The policy πinit is played three
times in every round of an epoch. By the assumption
stated in Theorem 3, the expected number of steps to

reach Sinit is at most Dinit. Also, the regret in each time
step can be at most Cmax. Therefore, in each round, the
expected regret because of the time steps where policy
πinit is played is bounded by 3DinitCmax.

Because any epoch has at most T time steps and each
successive round within an epoch has four times the
number of time steps as the previous (note that
Ni+1 � 4Ni), there are at most log(T) rounds per epoch.
Also, in Lemma B.3 (see Appendix B), we show that,
under event E, the number of epochs is bounded by

log4=3
βUT
H

( )
: Intuitively, this holds because in every epoch,

we eliminate at least (1/4)th of the working interval.
Using these observations, the regret from all the time

steps where policy πinit was executed is bounded by

Pseudoregret0(T) ≤ log4=3
βUT
H

( )
log(T) × 3DinitCmax:

(10)

Next, we consider the regret over all remaining
time steps of an epoch, denoted as Pseudoregret1(T).
Algorithm 1 plays the policies πxl ,πxc , or πxr in these
steps, where xl,xc,xr are updated at the end of every
epoch. Consider a round i in epoch k. Let Tk,i,l,Tk,i,c,
Tk,i,r be the set of (at most) Ni � log(T)=γ2

i consecutive
time steps where policies πxl ,πxc ,πxr are played,
respectively, in round i of epoch k. Here, γi � 2−i. Let
πxt be the policy used at time t. Note that for
t ∈ Tk,i,a,xt � xa. Given Assumption 1, using Lemma 3
for δ � 2=T2, for epoch k, round I, and a ∈ {l, c, r}, with
probability 1− δ,

∑
t∈Tk,i,a

(Ct − f (xt))
∣∣∣∣∣∣

∣∣∣∣∣∣ ≤Ni × H
Ni

+H

�������������
2log(2=δ)

Ni

√⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠ ≤ 3HγiNi

≤ 3H
log(T)
γi

:

Substituting, we can derive that with probability
1− 2=T2,

Pseudoregret1(T) � E
∑

epoch k round i

∑
a∈{l, c, r}

∑
t∈Tk,i,a

(Ct − f (x∗)
[ ]

� E
∑

epoch k round i

∑
a∈{l, c, r}

∑
t∈Tk,i,a

(Ct − f (xt) + f (xt) − f (x∗))
[ ]

≤ E
∑

epoch k round i

9Hlog(T)
γi

+ ∑
a∈{l, c, r}

∑
t∈Tk,i,a

( f (xt) − f (x∗))
( )[ ]

:

(11)

Now, observe that for any round i of epoch k in
which the algorithm does not terminate, the total
number of time steps is bounded by T. So, for any
such k, i, and a ∈ {l, c, r}, we have Ni � log(T)=γ2

i ≤ T,
which implies γi ≥

������������
log(T)=T√

. Let us define
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γmin :� 1=2
������������
log(T)=T√

. Then, because γi+1 � 1
2γi, we

have γmin ≤ γj for all round j (including the round

where the algorithm terminates). Recall that γi � 2−i,
so we can bound the geometric series:

∑
k

∑
i

9Hlog(T)
γi

( )
≤∑

k

18Hlog(T)
γmin

( )

≤ log4=3
βUT
H

( )(
36H

�����������
T log(T)

√ )
,

(12)

where in the last inequality, we used the definition of
γmin and the bound log4=3(T) on the number of epochs
from Lemma B.3 (see Appendix B).
Now, consider the second term in (11). We use the

results in Agarwal et al. (2011) regarding the conver-
gence of the convex optimization algorithm to bound
the gap between f (xt) and f (x∗). Intuitively, the proof
works by showing that the working interval, which
contains the optimal solution under event E, shrinks
by a constant factor in every epoch, so that xt ∈
{xl,xc,xr} are closer and closer to the optimal level x∗.
Specifically, we adapt the proof from Agarwal et al.
(2011) to derive the following bound (see Lemma B.4
in Appendix B) under event E:

∑
k, i,a, t∈Tk,i,a

f (xt) − f (x∗) ≤ (12βU+ 1728H)log4=3
βUT
H

( ) �����������
T log(T)

√
:

(13)

Substituting, in (11), with probability at least 1−
2=T2 − Pr(¬E), Pseudoregret1(T) is bounded by

Pseudoregret1(T) ≤O((βU+H)log4=3
βUT
H

( ) ����������
T log(T

√
):

(14)

Also, combining with the bound on Pseudoregret0(T)
from (10), we get the following regret bound with prob-
ability at least 1− 2=T2 − Pr(¬E):

Pseudoregret(T) ≤O
(
(βU+H)log4=3

βUT
H

( ) ����������
T log(T

√
)

+CmaxDinitlog4=3
βUT
H

( )
log(T)

)
:

We complete the proof of the theorem statement
by bounding the probability of event E (i.e., the event
that gxa ∈ [LB(Ca

N),UB(Ca
N)] for every epoch k, round i,

n � Ni, and a ∈ {l, c, r}). By Lemma 3, the condition
is satisfied with probability at least 1− 1=T2 for each k,
i, a. Because there are no more than T time steps
and therefore, at most T plays of any policy, by
union bound Pr(E) ≥ 1− 1=T. Now, using the trivial
regret bound of CmaxT with probability 3=T, we get

the regret bound, and hence, the derived regret bound
holds with probability at least 1− 1=T.

Finally, to see that a similar regret bound holds for
Regret(T), we compare the two regret definitions:

Regret(T) � Pseudoregret(T) +Tgx
∗ −E

∑T
t�1

Cx∗
t

∣∣∣∣∣s1
[ ]

:

Now, using Lemma 3 (for N � T,δ � 2=T2), the differ-
ence |Tgx∗ −E[∑T

t�1C
x∗
t |s1]| can be bounded by

3H
�����������
T log(T)√

with probability 1− 2=T2. Therefore, we
obtain a regret bound on Regret(T) of the same order
as Pseudoregret(T).

3. Improved Regret Bounds for
Inventory Management

In this section, we apply the algorithm and regret
analysis presented in the previous section to the
inventory control problem. Specifically, we establish
that the convexity and bounded bias properties stated
in Assumption 1 hold for the MRP obtained on run-
ning a base-stock policy for the inventory control
problem, so that Theorem 3 can be applied to obtain
our main result stated in Theorem 1.

To define the MRP studied here, we observe that if
we start with an on-hand inventory level and a pipeline
of outstanding orders that sum to less than or equal to
x, then on using the base-stock policy with level x, the
new order ot will bring the sum to exactly x: that is,

ot � x − invt +
∑L
i�1

ot−i

( )
� x − It −

∑L−1
i�1

ot−i

because It � invt + ot−L. From here on, the base-stock
policy will always order whatever is consumed
because of demand (i.e., ot+1 � yt, where yt �
min{It,dt} is the observed sales), so that the sum of
on-hand inventory level and outstanding orders will
be maintained at level x.

3.1. MRP Formulation
We define an MRP with state st at time t defined as the
tuple of available inventory and outstanding orders
(including the new order) (i.e., st � (It,ot−L+1, : : : ,ot)). The
MRP starts from a state s1 such that the inventory posi-
tion (i.e., the sum of on-hand inventory level and out-
standing orders) is equal to x. Then, based on the obser-
vation made, the base-stock policy will maintain the
inventory position at level x, with the new state at
time t+1 being st+1 � (It − yt + ot−L+1,ot−L+2, : : : ,ot,ot+1),
where ot+1 � yt. We define the cost associated with each
state st in this MRP as Cx(st) � E[Cx

t |st], where Cx
t is

defined as the followingmodification of the true cost C̄x
t :

Cx
t � C̄

x
t − pdt � h(It − yt) − pyt: (15)
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The advantage of using this modified cost is that
because both It (on-hand inventory) and yt (sales) are
observable, the pseudocost is completely observed.
On the other hand, recall that the “lost sales” in the
true cost are not observed. Further, because the term
pdt does not depend on the policy or the algorithm
being used, for any two policies πx,πx′, Cx

t −Cx′
t �

C̄
x
t − C̄

x′
t . Therefore, the regret of an algorithm under

the modified cost is the same as the regret under the
true cost; from here on, we use the regret definition
under the modified cost,

Regret(T,x) � E
∑T
t�1

Ct

∣∣∣∣s1
[ ]

−E
∑T
t�1

Cx
t

∣∣∣∣s1
[ ]

: (16)

Definition 4 is the precise definition of the state
space, starting state, reward model, and transition
model of the MRP considered here.

Definition 4 (Markov Reward Process Mðx, s1Þ). For any
x ≥ 0, let Sx

init be the set of (L+ 1)-dimensional nonnega-
tive vectors whose components sum to x. Then, given
any x and s1 ∈ Sx

init, we define MRP M(x, s1) as the
bipartite stochastic process {(st,Cx(st)); t � 1, 2, 3, : : : }:

Here, st and Cx(st) denote the state and the cost at
time t, defined as follows. Given state st � (st(0), st(1),
: : : , st(L)), the new state at time t + 1 is given by

st+1 :� (st(0) − yt + st(1), st(2), : : : , st(L),yt),
where yt �min{st(0),dt},dt ~ F, generated independ-
ently from distribution F at every time t. Observe that
if s1 ∈ Sx

init, we have st ∈ Sx
init for all t by the transition

process. That is, Sx � Sx
init, the set of states where

all components sum to x. Cost function Cx(st) is
defined as

Cx(st) � E[Cx
t |st],

where

Cx
t :� h(st(0) − yt) − pyt: (17)

Two important quantities are the loss gx(s) and bias
vx(s) of this MRP for any state s ∈ Sx, which are as
defined in Definition 3:

gx(s) :� E lim
T→∞

1
T

∑T
t�1

Cx(st)
∣∣∣∣s1 � s

[ ]

vx(s) :� E lim
T→∞

∑T
t�1

Cx(st) − gx(st)
∣∣∣∣s1 � s

[ ]
:

Remark 3. Technically, for the limits to exist and also,
for some other known results on MRPs used later, we
need finite state space and finite action space (see
chapter 8.2 in Puterman 2014). Because we restrict to
orders within range [0,U] and all states s ∈ Sx are vec-
tors in [0,x]L with x ∈ [0,U], we can obtain finite state
space and action space by discretizing demand and

orders using a uniform grid with spacing ε ∈ (0, 1).
Discretizing this way will give us a state space and
action space of size (U=ε)L and U=ε, respectively. In
fact, we can use arbitrary small precision parameter ε
because our bounds will not depend on the size of the
state space or the action space. We, therefore, ignore
this technicality in rest of the paper.

Next, we show that conditions stated in Assump-
tion 1 are satisfied by this MRP and derive a bound H
on bias. To prove these results, we find it useful to
consider another related quantity, called the value of
a policy in finite time T.

Definition 5 (Value). For any s ∈ Sx, the value Vx
T(s) is

defined as the total expected cost incurred over T time
steps of MRPM(x,s): that is,

Vx
T(s) :� E

[∑T
t�1

Cx(st)
∣∣∣∣s1 � s

]
:

We first prove a bound on the difference in value of
two states under any given base-stock policy and
then, use that bound to prove the properties of (a) uni-
form loss, (b) convexity of loss, and (c) bounded span
of bias, as needed for Assumption 1.

3.2. Bounded Difference in Value

Lemma 5 (Bounded Difference in Value). For any x, T, and
s, s′ ∈ Sx,

Vx
T(s) −Vx

T(s′) ≤ 36max(h,p)Lx:

Proof. For L � 0, s � s′ � (x), and hence, both sides are
zero in the inequality. Consider L ≥ 1. One way to
bound the difference between the two values Vx

T(s)
and Vx

T(s′) is to upper bound the expected number of
steps for the MRPs to reach a common state, starting
from s and s′. Once a common state is reached, from
that point onward, the two processes will have the
same value. For example, in the event that there is
zero demand for L consecutive time steps, both proc-
esses will order 0 for L time steps and reach state
(x, 0, : : : , 0). Therefore, the difference in values can be
upper bounded by the expected number of steps until
this event happens, which is a quantity proportional
to the inverse of the probability that demand is zero
for L consecutive steps. Unfortunately, this probability
is exponentially small in L. In fact, the exponential
dependence of regret in previous works (Huh et al.
2009a, Zhang et al. 2020) can be traced to use of an
argument like the one given at some point in the anal-
ysis. Instead, we achieve a bound with linear depend-
ence on L through a more careful analysis of the costs
incurred on starting from different states.

For any s ∈ Sx, we define mx
T(s) :�∑T

t�1st(0) to be
the total on-hand inventory level (recall st(0) � It) and
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nxT(s) :�∑T
t�1yt to be the total sales in T time steps

(recall yt �min(st(0),dt),dt ~ F) on starting from state
s. Then,

Vx
T(s) :� E

[∑T
i�1

Cx
t

∣∣∣∣s1 � s
]
� E

[∑T
i�1

hIt − (h+ p)yt
∣∣∣∣s1 � s

]

� hE[mx
T(s)] − (h+ p)E[nxT(s)]:

Thus, the difference between values Vx
T(s) and

Vx
T(s′) can be bounded by bounding the difference in

the total on-hand inventory |mx
T(s) −mx

T(s′)| and the
total sales |nxT(s) − nxT(s′)| when starting from state s′
versus s. We bound this difference by first considering
pairs of states s,s′ that satisfy s′�s, with the relation �
defined as the property that for some index k ≥ 0, the
first k entries satisfy s′(0) ≥ s(0), : : : , s′(k) ≥ s(k) and the
remaining L+ 1− k entries satisfy s′(k+ 1) ≤ s(k+ 1),
: : : , s′(L) ≤ s(L).

When s′�s and L ≥ 1, we bound the difference in
the total sales and the total on-hand inventory as

|nxT(s) − nxT(s′)| ≤ 3x and |mx
T(s) −mx

T(s′)| ≤ 6Lx: (18)

To see the intuition behind proving these bounds, con-
sider the sales observed on starting from s′ versus s.
Recall that the first entry in s (and s′) is the on-hand
inventory, the second entry is the order to arrive next,
the next entry is the order to arrive after that, and so
on. Therefore, intuitively, s′�s implies that initially
more inventory is available on hand to satisfy demand,
when starting from s′. We use this intuition to show
that indeed more sales are observed initially on start-
ing from s′ compared with s. Over time, the two proc-
esses keep alternating between states with s′t�st and
s′t�st in cycles of length at most L. The additional sales
in one cycle with s′t�st compensate for the lower sales
in the next cycle with s′t�st, so that the total difference
is bounded. We also remark that the linear depend-
ence on L can be traced to the upper bound on the
difference in total on-hand inventory between two dif-
ferent states in (18). This bound is tight (with respect
to L) for the case when s � (x, 0, : : : , 0), s′ � (0, : : : , 0,x),
and there is zero demand for L consecutive time
steps. The formal proofs for bounding the difference
in total sales and on-hand inventory for the case s′�s
are provided in Lemmas C.4 and C.5, respectively,
in the appendix.

Then, we use the observation that ŝ�s for all states
s ∈ Sx for ŝ :� (x, 0, 0, : : : , 0). Therefore, we can apply
the result in (18) to conclude that

|nxT(s) − nxT(ŝ)| ≤ 3x and |mx
T(s) −mx

T(ŝ)| ≤ 6Lx,

implying

|Vx
T(s) −Vx

T(ŝ)| � |hE[mx
T(s) −mx

T(ŝ)]
− (h+ p)E[nxT(s) − nxT(ŝ)]| ≤ 9(h+ p)Lx:

Because this holds for any state s, we have that for
two arbitrary starting states s, s′ ∈ Sx,

|Vx
T(s) −Vx

T(s′)| � |Vx
T(s) −Vx

T(ŝ) +Vx
T(ŝ) −Vx

T(s′)|
≤ 18(h+ p)Lx ≤ 36max(h,p)Lx: w

3.3. Uniform and Convex Loss
Next, we use the value difference lemma (Lemma 5)
to show that the loss gx(s) (refer to Definition 3) is
independent of the starting state s ∈ Sx in the inven-
tory control MRP.

Lemma 6 (Uniform Loss Lemma). For any x, s,s′ ∈ Sx,

gx(s′) � gx(s)≕ gx:

Proof. Using the definition of Vx
T(s) and gx(s), gx(s) �

limT→∞1=TVx
T(s) so that by Lemma 5,

|gx(s) − gx(s′)| �
∣∣∣∣ limT→∞

1
T
Vx

T(s) − lim
T→∞

1
T
Vx

T(s′)
∣∣∣∣

≤ lim
T→∞

36max(h,p)Lx
T

� 0

because both limits exist (see Remark 3). Hence, for
any s, s′ ∈ Sx, gx(s′) � gx(s).

Now, the convexity of gx follows almost immedi-
ately from convexity of long-run average cost λx for
any base-stock policy, proven by Janakiraman and
Roundy (2004) (refer to Lemma 1).

Lemma 7 (Convexity Lemma). Assume that demand distri-
bution F is such that there is a constant probability of zero
demand (i.e., F(0) > 0). Then, for any base-stock level x and
s ∈ Sx, gx(s) is convex in x.

Proof. Let s′ :� (x, 0, : : : , 0), and let μ be the mean of the
demand distribution F. On using the base-stock policy
with level x, starting with no inventory and no out-
standing orders, the first order will be x, which will
arrive at time step L+1. The orders and the on-hand
inventory will be zero for the first L time steps
(I1 � I2 � : : : � IL � 0). All the sales will be lost for these
first L steps, and therefore, the true cost C̄

x
t in each of

these steps is the lost sales penalty pdt. In the step L + 1,
we will have an on-hand inventory IL+1 � x and no out-
standing orders. From here on, the system will follow a
Markov reward process M(x,s) with s1 � s′. Therefore,
by the relation (see (15)) between the modified cost Cx

t
and the true cost (lost sales penalty plus holding cost)
C̄
x
t , we have Cx

t � C̄
x
t − pdt, for t ≥ L+ 1. Therefore,

gx(s′) � lim
T→∞E

1
T

∑L+T
t�L+1

Cx(st)
∣∣∣∣∣sL+1 � s′

[ ]

� lim
T→∞E

1
T

∑T+L
t�L+1

(C̄x
t − pdt)

∣∣∣∣∣It+L � x,o1 � o2 �⋯� oL � 0

[ ]
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� lim
T→∞E

1
T

∑T+L
t�1

(C̄x
t − pdt) inv1 � 0

∣∣∣∣
]
� λx − pμ:

[

Therefore, under the given assumption that the
demand distribution F has a nonzero probability of
zero demand, we can use Lemma 1 to conclude
that the first term is convex in x, which implies that
gx(s′) is convex. Now, by Lemma 6, for any state
s ∈ Sx, gx(s) � gx(s′). Therefore, gx(s) is convex in x
for all s ∈ Sx.

We also prove the following bound on the Lipschitz
factor of gx.

Lemma 8 (Lipschitz Factor of gx). The function gx is Lip-
schitz continuous in x for x ∈ [0,U], with the Lipschitz fac-
tor of β �max(h,p). That is, for any δ ≥ 0,

|gx+δ − gx| ≤max(h,p)δ:
Proof. Let us compare the loss gx+δ versus gx on execut-
ing the base-stock policy with level x+ δ versus x. Let us
assume that the starting states for the two MRPs are
s11 � (x+ δ, 0, : : : , 0) ∈ Sx+δ and s21 � (x, 0, : : : , 0) ∈ Sx, res-
pectively (this is without loss of generality because recall
from Lemma 6 that loss is independent of the starting
state). We compare the two losses by coupling the exe-
cution of the two MRPs. For every time t, let s1t :�(I1t , o1t−L+1, : : : , o1t ) be the state of the system on following
the base-stock policy with level x+ δ and s2t :�(I2t , o2t−L+1, : : : , o2t ) be the state of the system on following
the policy with level x. Define s11 ≥ s21 if every entry in s1
is at least the respective entry in s2.

We will first show by induction that at each time step
t, s1t ≥ s2t . In the first time step, we have s11 � (x+ δ, 0,
: : : , 0) ≥ (x, 0, : : : , 0) � s21. From then on, the new order
placed at time t + 1 is the amount of sales in the previous
time step t. Therefore, if at time t, we have that s1t ≥ s2t ,
then the orders at time t + 1 satisfy o1t+1 �min(dt, I1t ) ≥
min(dt, I2t ) � o2t+1. Also, I1t+1 � (I1t −min(dt, I1t )) + o1t−L ≥(I2t −min(dt, I2t )) + o2t−L � I2t+1. Hence, we have s1t+1 ≥ s2t+1.
By induction, we have that for every t ≥ 1, s1t ≥ s2t .

We complete the proof by noting that, additionally,
at every time t, the total sum of the entries of s1t is
exactly δ greater than the sum of the entries of s2t .
Therefore, the difference 0 ≤ I1t − I2t ≤ δ for every t,
which implies the difference in sales 0 ≤ y1t − y2t �
min(dt, I1t ) −min(dt, I2t ) ≤ δ. This implies 0 ≤ (I1t − y1t )−(I2t − y2t ) ≤ δ. Recall pseudocost Cx+δ

t � (I1t − y1t )h− py1t
and Cx

t � (I2t − y2t )h− py2t ; therefore, we have that for
every t and every sequence of demand realizations,

|Cx+δ
t −Cx

t | ≤max(h,p)δ:
By definition of loss gx as the long-run average of
these costs (see Definition 3), we have

|gx+δ − gx| ≤ max(h, p)δ:

3.4. Bound on Bias
Our main technical insight for the inventory control
problem is the following bound on bias under any
base-stock policy.

Lemma 9 (Bounded Bias Lemma). For any x and
s, s′ ∈ Sx, the difference in bias vx(s) − vx(s′) as

vx(s) − vx(s′) ≤ 36max(h,p)Lx:
That is, for all x ∈ [0,U], we have that the span of bias is
bounded by H � 36max(h,p)LU.

Proof. From Lemma 6, gx(st) � gx(s′t) � gx for all t.
Now, by definition of bias vx(·) (refer to Definition 3),

vx(s) � E

[
lim
T→∞

∑T
t�1

Cx(st) − gx
∣∣∣∣s1 � s

]
� lim

T→∞Vx
T(s) −Tgx

and

vx(s′) � E

[
lim
T→∞

∑T
t�1

Cx(st) − gx
∣∣∣∣s1 � s′

]

� lim
T→∞Vx

T(s′) −Tgx:

We note that both of the limits exist (see Remark 3),
and hence, by Lemma 5,

vx(s) − vx(s′) � lim
T→∞(V

x
T(s) − Tgx) − lim

T→∞(V
x
T(s′) − Tgx)

� lim
T→∞Vx

T(s) − Vx
T(s′)

≤ 36max(h, p)Lx:

3.5. Algorithm and Regret Bound
We apply Algorithm 1 to the inventory control prob-
lem with the following inputs.

•Π is the set of base-stock policies πx with x ∈ [0,U].
•H � 36max(h,p)LU.
• Sx

init � Sx is the set of all vectors s � (s(0), s(1), : : : ,
s(L)) such that s ≥ 0 and

∑L
i�0s(i) � x.

• πx
init is the policy of ordering zero until

∑L
i�0s(i) ≤ x

and then, using policy πx once so that
∑L

i�0s(i) � x.
Then, we use the convexity property and bound on

bias proven in the previous section to obtain the regret
bound stated in Theorem 1.

Proof of Theorem 1. By Lemmas 6–9, the conditions
(a)–(c) of Assumption 1 are satisfied with H �
36LUmax(h,p) and β �max(h,p).
Further, we observe that Dinit, the expected time to

reach the set of states Sinit defined, is bounded by L +
DU under the policy πinit defined. To see this, note
that under this policy, an order of zero units is placed
until inventory position falls below x. Note that order-
ing zero for L steps will result in at most U inventory
on hand and no orders in the pipeline. By definition
of D, the expected number of time steps to deplete U
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units of inventory is upper bounded by DU. There-
fore, the expected time for inventory position to fall
below x is at most L+DU. Then, using policy πx once
will bring the inventory position to x (i.e., the state to
be in Sx

init). Therefore, Dinit ≤ L+DU+ 1.
Also, Ct

x � h(It − yt) − pyt ≤max(h,p)(2|yt| + |It|) ≤ 3max
(h,p)U. Therefore, Cmax � 3max(h,p)U upper bounds
the observed costs.

Substituting Cmax � 3Umax(h,p),H � 36LUmax (h,p),
β �max(h,p)Dinit � L+DU+ 1 in Theorem 3, we
obtain the result stated in Theorem 1. w

4. Conclusions
We presented an exploration-exploitation algorithm to
minimize regret in the periodic inventory control prob-
lem under censored demand, lost sales, and positive
lead time when compared with the best base-stock pol-
icy. By using convexity properties of the long-run aver-
age cost function and a newly proven bound on the
bias of base-stock policies, we extended a stochastic
convex bandit algorithm to obtain a simple algorithm
that substantially improves upon the existing solutions
for this problem. In particular, the regret bound for our
algorithm maintains an optimal dependence on Twhile
also achieving a linear dependence on lead time. The
algorithm design and analysis techniques were pre-
sented for any general MDP satisfying the convexity
and bounded bias properties. We believe that these
techniques could be useful for obtaining efficient solu-
tions for other classes of learning problems where the
MDPs involved may be large, but the long-run average
cost under benchmark policies is known to be convex.
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Appendix A. Concentration Bounds

Lemma A.1 (Azuma–Hoeffding Inequality). Let X1,X2, : : : be
a martingale difference sequence with |Xi| ≤ c for all i. Then, for all
ε > 0 and n ∈ N,

P
∑n
i�1

Xi

∣∣∣∣∣
∣∣∣∣∣ ≥ ε

( )
≤ 2exp − ε2

2nc2

( )
:

Appendix B. Proof Details for Theorem 3
We present additional results required to complete the
proof of Theorem 3. Recall that f (x) :� gx is a convex func-
tion. Also, given confidence intervals defined as in (9), recall
that E is the event when all confidence intervals
[LB(Ca

N),UB(Ca
N)] calculated in all rounds of Algorithm 1 sat-

isfy gxa ∈ [LB(Ca
N),UB(Ca

N)] for N ≥Ni in every round i,
every epoch k, and a ∈ {l, c, r}.

The proofs for the lemmas provided are similar to the
proofs of the corresponding lemmas in Agarwal et al. (2011).
We include the proofs here for completeness.

Lemma B.1 (Lemma 1 in Agarwal et al. 2011). Recall [lk, rk]
denotes the working interval in epoch k of Algorithm 1, with
[l1, r1] :� [0,U]. Then, under event E, for epoch k ending in round
i, the working interval [lk+1, rk+1] for the next epoch k+ 1 contains
every x ∈ [lk, rk] such that f (x) ≤ f (x∗)+ 6Hγi. In particular, x∗ ∈
[lk, rk] for all epochs k.
Proof. Consider any epoch k that is not the last epoch. Then,
under Algorithm 1, if the epoch k ends in round i, then

max{LB(Cl
N),LB(Cr

N)} ≥ min{UB(Cl
N),UB(Cc

N),UB(Cr
N)} + 6Hγi,

where N � Ni. Hence,
1. LB(Cl

N) ≥UB(Cr
N) + 6Hγi,

2. LB(Cr
N) ≥UB(Cl

N) + 6Hγi, or
3. max{LB(Cl

N),LB(Cr
N)} ≥UB(Cc

N) + 6Hγi.
Consider case (1) (case (2) is analogous). Then,

f (xl) ≥ f (xr) + 6Hγi: (B.1)

We need to show that every x ∈ [lk, lk+1] has f (x) ≥ f (x∗)+
6Hγi (for this case, note that rk+1 � rk, and hence, the
interval [rk+1, rk] is of length zero). Pick x ∈ [lk,xl] so that
xl ∈ [x,xr]. Then, xl � λx+ (1−λ)xr for some 0 ≤ λ ≤ 1 so
by convexity,

f (xl) ≤ λf (x) + (1−λ)f (xr):
This implies that

f (x) ≥ f (xr) + f (xl) − f (xr)
λ

≥ f (xr) + 6Hγi

λ
≥ f (x∗) + 6Hγi,

where we used (B.1) and that λ ≤ 1.
Now, consider case (3). Assume LB(Cl

N) ≥ LB(Cr
N) (the

other case is analogous). Then, in case (3), we have

f (xl) ≥ f (xc) + 6Hγi:

We need to show that every x ∈ [lk, lk+1] has f (x) ≥
f (x∗) + 6Hγi. (Again, rk+1 � rk, and hence, the interval [rk+1, rk]
is of length zero.) This follows from the same argument with
xr replaced by xc. The fact that x∗ ∈ [lk, rk] for all epochs k fol-
lows by induction. w

Lemma B.2 (Lemma 2 in Agarwal et al. 2011). Under E, if
epoch k does not end in round i, then f (x) ≤ f (x∗) + 72Hγi for each
x ∈ {xr,xc,xl}.
Proof. Under Algorithm 1, round i continues to round
i + 1 if

max{LB(Cl
N),LB(Cr

N)} < min{UB(Cl
N),UB(Cc

N),UB(Cr
N)} + 6Hγi:

We observe that because each confidence interval is of length
6Hγi, this means that f (xl), f (xc), f (xr) are contained within an
interval of length at most 18Hγi. By Lemma B.1, x∗ ∈ [lk, rk].
Under event E, without loss of generality, assume x∗ ≤ xc (the
other case is analogous). Then, there exists λ ≥ 0 such that
x∗ � xc +λ(xc − xr), so that

xc � 1
1+λ

x∗ + λ

1+λ
xr:
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Note that λ ≤ 2; this is because |xc − lk| � wk
2 and |xr − xc| �

wk=4, so that

λ � |x∗ − xc|
|xr − xc| ≤

|lk − xc|
|xr − xc| �

wk=2
wk=4

� 2:

Now, because f is convex,

f (xc) ≤ 1
1 + λ

f (x∗) + λ

1 + λ
f (xr),

and so,

f (x∗) ≥ (1 + λ) f (xc) − λ

1 + λ
f (xr)

( )

� f (xr) + (1 + λ)( f (xc) − f (xr))
≥ f (xr) − (1 + λ)| f (xc) − f (xr)|
≥ f (xr) − (1 + λ)18Hγi

≥ f (xr) − 54Hγi:

Thus, for each x ∈ {xl,xc,xr},
f (x) ≤ f (xr) + 18Hγi ≤ f (x∗) + 72Hγi:

Lemma B.3 (Lemma 4 in Agarwal et al. 2011). Under E, the
total number of epochs K is bounded by log4=3(T).
Proof. Observe that for any round i that does not terminate
the algorithm, Ni � log(T)=γ2

i ≤ T (because the algorithm ter-
minates upon reaching T time steps), which implies
γi ≥

������������
log(T)=T√

. Because γi+1 � (1=2)γi, let us define γmin :�
(1=2) ������������

log(T)=T√
so that γmin ≤ γi for any γi. Define the inter-

val I :� [x∗ − 6Hγmin=β,x
∗ + 6Hγmin=β], so that for any x ∈ I,

f (x) − f (x∗) ≤ β|x− x∗| ≤ 6Hγmin

because the Lipschitz factor of f is β. Now, for any epoch
k′, which ends in round i′, Hγmin ≤Hγi′ , and hence, by
Lemma B.1, we have

I ⊆ {x ∈ [0,U] : f (x) ≤ f (x∗) + 6Hγi′ } ⊆ [lk′+1, rk′+1]:
So, for any epoch k′, the length of interval I is no more than
the length of interval [lk′+1, rk′+1], and so,

12Hγmin

β
≤ rk′+1 − lk′+1 ≕ wk′+1:

Because wk′+1 ≤ 3=4wk′ for any k′ � 1, 2, : : : ,K− 1, we have
that for k′ � K− 1,

12Hγmin

β
� 6H

β

���������
log(T)

T

√
≤ wK ≤ 3

4

( )K−1
w1 � 3

4

( )
3
4

( )K
(U):

Rearranging the inequality, we get that

K ≤ 1
2
log4=3

9β2(U)2T
16(6H)2log(T)

( )
≤ log4=3

βUT
H

( )
:

Lemma B.4 (Lemma 3 in Agarwal et al. 2011). Recall Tk,i,a is
the set of consecutive time steps where base-stock policy level xa is
played in round i of epoch k, for a ∈ {l, c, r}. Then, under E, we can

bound

∑T
t�1

f (xt) − f (x∗) � ∑
k, i,a, t∈Tk,i,a

f (xt) − f (x∗)

≤ (12βU+ 1728H)log4=3
βUT
H

( ) �����������
T log(T)

√
:

Proof. Let us first fix an epoch k and assume it ends in
round i(k). If i(k) � 1, then

∑
i, a, t∈Tk,i,a

(f (xt) − f (x∗)) ≤ 3N1β|xt − x∗| ≤ 3log(T)
γ2
1

( )
βU: (B.2)

Otherwise, if i(k) > 1, then

∑
i, a, t∈Tk,i,a

(f (xt) − f (x∗)) � ∑i(k)−1
i�1

∑
a, t∈Tk,i,a

(f (xt) − f (x∗))

+ ∑
a, t∈Tk,i(k),a

(f (xt) − f (x∗)):

By Lemma B.2, for each xt ∈ {xr,xc,xl}, f (xt) − f (x∗) ≤ 72Hγi
for all i � 1, 2, : : : , i(k) − 1. Also, γi(k)−1 � 2γi(k), so when i(k)>1,

∑
i,a, t∈Tk,i,a

(f (xt) − f (x∗)) ≤ ∑i(k)−1
i�1

∑
a, t∈Tk,i,a

(72Hγi) +
∑

a, t∈Tk,i(k),a
(72Hγi(k)−1)

≤ ∑i(k)−1
i�1

(3Ni)(72Hγi) + (3Ni(k))(144Hγi(k))

≤∑i(k)
i�1

432NiHγi

≤ 864Hlog(T)
γmin

,

where in the last step, we used that

∑
i
1
γi

≤ 1
γmin

(1+ 1
2
+ 1
22

+ : : : ) � 2
γmin

:

Combining this result with (B.2), we have for any epoch k,
irrespective of number of rounds i(k),

∑
i,a, t∈Tk,i,a

(f (xt) − f (x∗)) ≤ 3log(T)
γ2
1

( )
βU+ 864Hlog(T)

γmin

(because γmin ≤ γ1 � 1=2) ≤ 6log(T)
γmin

( )
βU+ 864Hlog(T)

γmin

≤ log(T)
γmin

(6βU+ 864H):

Therefore, summing over all epochs k, by Lemma B.3,

∑
k, i, a, t∈Tk,i,a

(f (xt) − f (x∗)) ≤ log4=3
βUT
H

( )
log(T)
γmin

(6βU + 864H),

and the result follows from substituting γmin � (1=2)������������
log(T)=T√

. w

Appendix C. Proof Details for Lemma 5
In this section, we provide the proof details for results used
in Lemma 5 when L ≥ 1. Recall that MRP M(x, s1) is defined
such that state s � (s(0), s(1), : : : , s(L)), with s(0) being the
on-hand inventory after the current time step’s order arrival
and new order, and s(1), : : : , s(L) are outstanding orders, with
s(L) being the most recent order scheduled to arrive L time
steps after the current time. The process starts with a state
s1 ∈ Sx (i.e., a state s1 such that s1(0) + : : : + s1(L) � x). Then,
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because of the use of the base-stock policy with level x, new
orders are placed such that at every time step t � 1,2, : : : ,T,
we have

∑L
i�0st(i) � x (i.e., st ∈ Sx), where st is the state at

time t. We observe on-hand inventory level It :� st(0) and
the sales given by yt :�min(dt, It), where dt ~ F. Under the
base-stock policy, the sales yt also happen to be the order
placed in the next time step. The new state at time t + 1 is
given by

st+1 � (st(0) − yt + st(1), st(2), : : : , st(L),yt):
Let nT(s1) :� ∑T

t�1yt denote the sum of sales from time 1 to
T and mT(s1) :� ∑T

t�1It denote the sum of on-hand inventory
levels.

Appendix C.1. Bounding Cumulative Observed Sales
We bound the difference between the total sales in time T
starting from two different states s, s′ when the states satisfy
the following property given.

Definition C.1. Define states s :� (s(0), s(1), : : : , s(L)), s′ :�
(s′(0), s′(1), : : : , s′(L)). We say that s′�s if s′ � (s(0)+
δ0, s(1) + δ1, : : : , s(L) + δL), where δ0 + δ1 + : : : + δL � 0 and
there exists some 0 ≤ k ≤ L− 1 such that δi ≥ 0 for all i ∈
{0, 1, : : : , k} and δi ≤ 0 for all i ∈ {k+ 1, k+ 2, : : : ,L}.

We first provide a simple bound on nT(s′1) − nT(s1)
when s′1�s1 and T ≤ L+ 1, which will be useful in our
proof for larger T.

Lemma C.1. Given two states s1, s′1 with s′1�s1 and s1,s′1 ∈ Sx,
define Yt :� ∑t

i�1yt, Y
′
t :� ∑t

i�1y
′
t to be the total observed sales up

to time t in process M(x, s1) and M(x, s′1), respectively. Then, for
t � 1,2, : : : ,L+ 1, we have that

Y′
t −Yt ≤ max

0≤k≤t−1
(δ0 + : : : + δk),

where δi � s′(i) − s(i) as defined in Definition C.1.

Proof. We couple the demand realizations in the two proc-
esses M(x, s1) and M(x, s′1) so that the demands at time t
are the same for both of the processes, denoted by dt. We
prove the lemma statement by induction on t. For t � 1,

y′1 − y1 �min(s(0) + δ0,d1) −min(s(0),d1) ≤ δ0

because s′1�s1 implies that s(0) + δ0 ≥ s(0). Assume for any
time up to t – 1, the hypothesis holds. Then, consider time
t ≤ L+ 1, and observe that on-hand inventory is

I′t � st′(0) � (s(0) + δ0 + s(1) + δ1 + : : : + s(t− 1) + δt−1)
− (y′1 + : : : + y′t−1)

and

It � st(0) � (s(0) + s(1) + : : : + s(t− 1)) − (y1 + : : : + yt−1),
so subtracting, we get

I′t − It +Y′
t−1 −Yt−1 � δ0 + δ1 + : : : + δt−1: (C.1)

Now, we write

Y′
t − Yt � y′t − yt + Y′

t−1 − Yt−1
� min(I′t , dt) −min(It, dt) + Y′

t−1 − Yt−1:

There are four cases to consider.

1. dt ≤ I′t ,dt ≤ It. In this case, Y′
t −Yt � dt − dt +Y′

t−1 −Yt−1 �
Y′
t−1 −Yt−1 ≤max0≤k≤t−2(δ0 + : : : + δk) ≤max0≤k≤t−1(δ0 + : : : +

δk) by the induction hypothesis.
2. dt ≥ I′t ,dt ≥ It. In this case, Y′

t −Yt � I′t − It +Y′
t−1 −Yt−1 �

δ0 + : : : + δt−1 ≤max0≤k≤t−1(δ0 + : : : + δk) by (C.1).
3. It ≤ dt ≤ I′t . In this case, Y′

t −Yt � dt − It +Y′
t−1 −Yt−1 �

dt − I′t + I′t − It +Y′
t−1 −Yt−1 � dt − I′t + δ0 + : : : + δt−1 ≤ δ0 + : : :

+δt−1 ≤max0≤k≤t−1(δ0 + : : : + δk) by (C.1).
4. I′t ≤ dt ≤ It. In this case, Y′

t −Yt � I′t − dt +Y′
t−1 −Yt−1 ≤

Y′
t−1 −Yt−1 ≤max0≤k≤t−2(δ0 + : : : + δk) ≤max0≤k≤t−1(δ0 + : : : +

δk) by the induction hypothesis.
Therefore, we have proven that under the induction

hypothesis,

Y′
t − Yt ≤ max

0≤k≤t−1
(δ0 + : : : + δk),

and the desired result for all t ∈ {1, 2, : : : ,L+ 1} follows by
induction. w

Lemma C.2. Consider the MRPs on following base-stock policy
with level x starting in states s1, s′1 ∈ Sx with s′1�s1. Let It �
st(0), I′t � s′t(0) be the on-hand inventory levels in the two processes
at time t. Then, if I′t − It ≥ 0 for all t ∈ {1, 2, : : : ,L+ 1}, then it
holds that nT(s′L+1) � nT(sL+1) for any T.

Proof. If we have I′t − It ≥ 0, then the respective sales at time
t satisfy y′t ≥ yt as well. Therefore, each entry of state s′L+1 �(I′L+1,y′1,y′2, : : : ,y′L) is at least the respective entry of state
sL+1 � (IL+1,y1,y2, : : : ,yL). Because the total sum of the entries
in each state is equal to x, we conclude that s′L+1 � sL+1 and
hence, nT(s′L+1) � nT(sL+1) for any T. w

Lemma C.2 shows that if we ever observe a t with
s′t�st, s1, s′1 ∈ Sx and the next L consecutive on-hand inven-
tory levels in the process starting from state s′t are at least
as high as when starting from state st, then the two proc-
esses will reach an identical state at time t + L; hence, all
future observed sales will be the same. Utilizing this prop-
erty, for states s′1�s1 we can define the following sequence
of times at which the two processes get synchronized.

Definition C.2. Given starting states s1, s′1 of two coupled
processes M(x, s1),M(x,s′1), with s′1�s1, define a sequence of
times

1 � σ0 < τ1 < σ1 < τ2 < σ2 < : : : ≤ Γ

as follows. For i ≥ 1, τi is the first time after t � σi−1 at
which I′τi < Iτi , σi is the first time after t � τi at which
I′σi > Iσi , and Γ is the first time at which s′Γ � sΓ. By Lemma
C.2, τi − σi−1 ≤ L and σi − τi ≤ L (whenever τi,σi exist).

Lemma C.3. Given starting states s′1�s1 and the sequence
defined (Definition C.2), s′σi�sσi and s′τi � sτi for all i, where
τi,σi ≤ Γ.

Proof. We have s′σ0�sσ0 for the starting state at time t � 1 �
σ0. If time t � τ1 ≤ Γ exists, then τ1 − σ0 ≤ L by Lemma C.2.
Furthermore, we can show that s′τ1�sτ1 . To see this,

s′τ1 � (I′τ1 , s′σ0 (τ1 + 1− σ0), : : : , s′σ0 (L),y′σ0 , : : : ,y′τ1−1)
and

sτ1 � (Iτ1 , sσ0 (τ1 + 1− σ0), : : : , sσ0 (L),yσ0 , : : : ,yτ1−1):
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By definition of τ1, for times t ∈ {σ0,σ0 + 1, : : : ,τ1 − 1}, we
have I

′
t ≥ It, and hence, y′t ≥ yt. We also know that I′τ1 < Iτ1 . It

suffices to show that s′σ0 (i) ≤ sσ0 (i) for all i ∈ {τ1 + 1−
σ0, : : : ,L}.

Recall I′τ1 � I′τ1−1 − y′τ1−1 + s′τ1−1(1) � I′τ1−1 − y′τ1−1 + s′σ0 (τ1 −
σ0) and similarly, Iτ1 � Iτ1−1 − yτ1−1 + sσ0 (τ1 − σ0) so that

I′τ1−1 − y′τ1−1 + s′σ0 (τ1 − σ0) < Iτ1−1 − yτ1−1 + sσ0 (τ1 − σ0)
≤ I′τ1−1 − y′τ1−1 + sσ0 (τ1 − σ0),

where the last inequality holds because I′τ1−1 ≥ Iτ1−1 implies
that (for any given demand dτ1−1)

I′τ1−1 − y′τ1−1 � I′τ1−1 −min(I′τ1−1,dτ1−1) � (I′τ1−1 − dτ1−1)+
≥ (Iτ1−1 − dτ1−1)+ � Iτ1−1 −min(Iτ1−1,dτ1−1) � Iτ1−1 − yτ1−1:

Hence, s′σ0 (τ1 − σ0) ≤ sσ0 (τ1 − σ0), and because s′1�s1, s′σ0(i) ≤ sσ0 (i) holds for all i ∈ {τ1 + 1− σ0, : : : ,L}. So, combined
with the observation that y′t ≥ yt, t ∈ {σ0, : : : ,τ1 − 1}, we have
shown that s′τ1 � sτ1 .

We can inductively apply the argument for each successive
σi,τi, so that s′σi�sσi and s′τi � sτi for all i. w

Finally, we are ready to bound the difference in total
observed sales in time T starting from two states s′1�s1, with
s1,s′1 ∈ Sx, under base-stock policy with level x.

Lemma C.4. Let s′1, s1 ∈ Sx, and s′1�s1. Then,

|nxT(s′1) − nxT(s1)| ≤ 3x:

Proof. Let sequence σ0,τ1,σ1, : : : be the sequence of time
indices as in Definition C.2. First, we show that

nxT(s′1) − nxT(s1) ≥ −2x:
Let us assume that in our sequence of times, the last σ is

σM. Then, note that

nxT(s′1) − nxT(s1) �
∑T
t�1

y′t −
∑T
t�1

yt

� ∑M−1

i�0

( ∑σi+1−1
j�σi

(y′j − yj)
)
+ ∑T

t�σM
(y′t − yt):

We will show that
∑σi+1−1

j�σi (y′j − yj) ≥ 0 for any
i � 0, 1, : : : ,M− 1. Consider the process starting from states
s′σi , sσi , where s′σi�sσi by Lemma C.3.

By (C.1) in the proof of Lemma C.1,

(y′σi + : : : + y′τi+1−1) − (yσi + : : : + yτi+1−1)
� [(s′σi (0) − sσi (0)) + : : : + (s′σi (τi+1 − σi) − sσi (τi+1 − σi))]
−(I′τi+1 − Iτi+1 ):

(C.2)

Now, consider the (coupled) processes starting from states
s′τi+1 , sτi+1 , where s′τi+1�sτi+1 . Recall that

s′τi+1 � (I′τi+1 , s′σi (τi+1 + 1− σi), : : : , s′σi (L),y′σi , : : : ,y′τi+1−1)
and

sτi+1 � (Iτi+1 , sσi (τi+1 + 1− σi), : : : , sσi (L),yσi , : : : ,yτi+1−1),
and as proved in Lemma C.3, I′τi+1 < Iτi+1 , sσ′i (i) ≤ sσi (i) for all
i ∈ {τi+1 + 1− σi, : : : ,L} and y′t ≥ yt for all t ∈ {σi, : : : ,τi+1 − 1}.
So, sτi+1�s′τi+1 , and by Lemma C.1, we have that

(yτi+1 + : : : + yσi+1−1) − (y′τi+1 + : : : + y′σi+1−1)
≤ (Iτi+1 − I

′
τi+1 ) + [(sσi (τi+1 + 1− σi)

−s′σi (τi+1 + 1− σi)) + : : : + (sσi (L) − s′σi (L))]
� (Iτi+1 − I

′
τi+1 ) + [(s′σi (0) − sσi (0)) + : : : + (s′σi (τi+1 − σi) − sσi (τi+1 − σi))],

(C.3)

where the last equality follows from the fact that because
sσi , s

′
σi
∈ Sx, the sum of all the entries in a state is always

the same as x.
Combining the two results in (C.2) and (C.3), we have that

for any i � 0, 1, : : : ,M− 1,

∑σi+1−1
j�σi

(y′j − yj) � (y′σi + : : : + y′σi+1−1) − (yσi + : : : + yσi+1−1) ≥ 0:

Therefore, we can conclude that

nxT(s′1) − nxT(s1) ≥
∑T
t�σM

(y′t − yt) �
∑Γ̂
t�σM

(y′t − yt),

where Γ̂ :�min(Γ,T). By our construction of the σ,τ
sequence, Γ̂ − σM + 1 ≤ 2(L+ 1). Note that over any L+1
consecutive time steps, the total observed sales difference
in those L+1 time steps can be at most x for any two start-
ing states (this is because the total inventory position is

always x). So, nxT(s′1) − nxT(s1) ≥
∑Γ̂

t�τM (y′t − yt) ≥ −2x.
To complete the proof, we show in a similar way that

nxT(s′1) − nxT(s1) ≤ 3x: Let us assume that in our sequence of
times, the last τ is τK. Then, note that

nxT(s′1) − nxT(s1) �
∑T
t�1

y′t −
∑T
t�1

yt

� ∑τ1−1
t�1

(y′t − yt) +
∑K−1
i�1

( ∑τi+1−1
j�τi

(y′j − yj)
)
+∑T

t�τK
(y′t − yt):

For any i � 1, 2, : : : ,K− 1, consider the process starting from
states s′τi , sτi , where s′τi�sτi by the previous lemma. By an

identical argument, we can show that
∑τi+1−1

j�τi (y′j − yj) ≤ 0

and
∑T

t�τK (y′t − yt) � ∑Γ̂
t�τK (y′t − yt) ≤ 2x. Noting that because

there are at most L + 1 time steps in
∑τ1−1

t�1 (y′t − yt), it is
bounded by x. Thus, we have shown that nxT(s′1) − nxT(s1)
≤ 3x. Combining with the lower bound of −2x, we have

|nxT(s′1) − nxT(s1)| ≤ 3x: w

Appendix C.2. Bounding the Cumulative On-Hand
Inventory Level

Lemma C.5. Let s′, s ∈ Sx, and s′�s. Then,

|mx
T(s) −mx

T(s′)| ≤ 6Lx:

Proof. Recall from before that yt, It are the observed sales
and the on-hand inventory level at the beginning of time
t ≥ 1, respectively. Under the base-stock level x policy, the
order placed at time t is precisely yt (assume without loss
of generality y1 � 0 because we start at a state s or s′ with
total inventory position x). Also, given starting state
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s � (s(0), s(1), : : : , s(L)), we denote y0 :� s(L),y−1 :� s(L− 1),
: : : ,y1−L :� s(1). Because under the base-stock policy, the new
order is equal to the sales, the on-hand inventory level transi-
tions as follows:

It+1 � It − yt + yt−L:

Therefore, we can write the on-hand inventory level at
any time k ≥ 1 as

Ik � I1 +
∑k−1
j�1

(yj−L − yj),

and hence, the total sum of all on-hand inventory levels
up to time T is

∑T
k�1

Ik �
∑T
k�1

(
I1 +

∑k−1
j�1

(yj−L − yj)
)

� TI1 +
∑T
k�2

∑k−1
j�1

(yj−L − yj)

� TI1 +
∑T−1
i�1

(T− i)(yi−L − yi)

� TI1 +
∑T−1
i�1

(T− i)yi−L −
∑T−1
i�1

(T− i)yi:

Now, if we break up the summations on the right-hand side
and reindex,

∑T−1
i�1

(T − i)yi−L � ∑L
i�1

(T − i)yi−L +
∑T−1
i�L+1

(T − i)yi−L

� ∑L
i�1

(T − i)yi−L +
∑T−L−1
i�1

(T − L − i)yi

and

∑T−1
i�1

(T − i)yi �
∑T−L−1
i�1

(T − i)yi +
∑T−1
i�T−L

(T − i)yi,

so that

∑T
k�1

Ik � TI1 +
∑T−1
i�1

(T − i)yi−L −
∑T−1
i�1

(T − i)yi

� TI1 +
∑L
i�1

(T − i)yi−L −
( ∑T−L−1

i�1
Lyi +

∑T−1
i�T−L

(T − i)yi
)
:

Define

ε :� ∑T−1
i�1

Lyi −
( ∑T−L−1

i�1
Lyi +

∑T−1
i�T−L

(T − i)yi
)
≥ 0,

and observe that

ε � ∑L−1
i�1

iyT−L+i ≤ L
∑L−1
i�1

yT−L+i ≤ Lx (C.4)

because in L – 1 consecutive time steps, the total sales on
following the base-stock level x policy cannot exceed x.

We can write

∑T
k�1

Ik � TI1 +
∑L
i�1

(T − i)yi−L −
∑T−1
i�1

Lyi + ε

� ∑L
i�0

(T − i)s(i) − L
∑T−1
i�1

yi + ε

by substituting the defined values of y0, : : : ,y1−L.
Now, let I′t ,y′t , s′(i),ε′ be the respective values if the

starting state is s′ instead of s, with s′�s. Then, an
expression similar to that given can be derived for∑T

k�1I
′
k. Therefore, the difference |mT

x (s′) −mT
x (s)| can be

bounded as

|mT
x (s′) −mT

x (s)| �
∑T
k�1

I′k −
∑T
k�1

Ik

∣∣∣∣∣
∣∣∣∣∣

≤ ∑L
i�0

(T− i)s′(i) −∑L
i�0

(T− i)s(i)
∣∣∣∣∣

∣∣∣∣∣
+ L

∑T−1
i�1

(y′i − yi)
∣∣∣∣∣

∣∣∣∣∣+ |ε′ − ε|
≤ (Tx− (T− L)x) + L(3x) + 2(Lx)
� 6Lx,

where we bounded |∑L
i�0(T− i)s′(i) −∑L

i�0(T− i)s(i)| by
the largest possible value that occurs when s′ � (x, 0, : : : , 0)
and s � (0, : : : , 0,x), used (C.4) to bound |ε| ≤ LX, and used

Lemma C.4 to bound
∑T−1

i�1 (y′i − yi). w

Endnote
1 Here, for simplicity of notation, we assume deterministic policies. The
results in this section can be easily extended to randomizedpolicies.
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