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78A60 cease to work stably, or even if they do, they require high computational cost. In
this paper, we propose a robust numerical integration method which is obtained by
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. . resulting scheme successfully works even when the singularity occurs, and thus gives a
Sine-Gordon equation

Hodograph transformation highly robust method for resolving near singular solutions of interest. It is confirmed by
Self-adaptive moving mesh numerical experiments, and some new insights about derivative blow-up are obtained.
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1. Introduction
In this paper, we consider the numerical integration of the short pulse (SP) equation

1
ufx:u+6(u3)xx’ (1)
which is a model equation of ultrashort optical pulses in nonlinear media [1,2]. Here, t € R, := [0, +00) and x € R denote
temporal and spatial independent variables, respectively. The dependent variable u = u(t, x) represents the magnitude of
the electric field, and subscripts t and x denote partial differentiations. Although this equation is usually considered on the
whole real line R with the vanishing boundary condition |u(t, x)] — 0 as |x| — oo, in this paper, for the consistency with
numerical treatment, we consider the problem on the circle, i.e., under the periodic boundary condition u(t, x+L) = u(t, x)
for any t € R, and x € R, where L € R, is a constant representing the length of the period.

We here summarize the theoretical results obtained so far, most of which were established on R. Brunelli [3,4] found
its hierarchy and bi-Hamiltonian structure. Sakovich-Sakovich [5] proved the integrability of the SP equation by showing
that it is associated with the sine-Gordon (SG) equation in light-cone coordinates

By = sind (2)
via a hodograph transformation. Here, t and s denote new temporal and spatial independent variables. It was then shown

that breather soliton solutions of the SP equation can be generated from those of the SG equation [6]. Another interesting
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outcome of this SG formulation is that wide range of multi-valued, exotic solutions such as loop solutions can be regarded
as the solutions of the SP equation; see, for example, [7-11]. From the theoretical aspects as the partial differential
equation (PDE), the global well-posedness of the SP equation (and the SG equation) was discussed by Pelinovsky-
Sakovich [12], whereas the local well-posedness was already proved by Schifer-Wayne [1]. A similar result for entropy
solutions was recently shown by Coclite-di Ruvo [13] (see, also [14]). On the other hand, Liu-Pelinovsky-Sakovich [15]
found the conditions of the wave breaking in the SP equation (see also Sakovich [16]). Some generalizations of the SP
equation have been considered as well, including vector SP equation [17], regularized SP equation [ 18], integrable coupled
SP equation [ 19], higher-order SP equation [20], stochastic SP equation [21], and (coupled) complex SP equation [22]. There
are also a few results for the circle (periodic) case. Parkes [23] and Matsuno [24] found various periodic solutions (see,
also [25]). Liu-Pelinovsky-Sakovich [15] also dealt with local well-posedness and wave breaking scenario on the circle.

When it comes to its numerical treatment, surprisingly, it seems much less have been understood. Sakovich [16]
employed the Fourier-spectral and Runge-Kutta methods to verify the well-posedness and wave-breaking of the SP
equation. Pietrzyk-KanattSikov [26] applied a multi-symplectic integrator for the SP equation, and concluded that
the multi-symplectic integrator is more efficient than Fourier-spectral methods. Recently, Coclite-Ridder-Risebro [14]
extended standard monotone finite difference schemes for conservation laws, and showed that the numerical solution
converges to the unique entropy solution (note that their method and analysis are applicable to any equations in the
form ug = u + (f(u))xx, Where f € C3(R)).

One reason for the lack of numerical studies perhaps lies in the fact that the SP equation intrinsically aims at (nearly)
singular solutions. Let us describe the situation taking the typical pulse solution on R devised in [6]:

& siny sinh ¢ + ¢ cos ¢ cosh ¢

£2sin®y + ¢2cosh’¢ 3)
&sin2y — ¢ sinh2¢

£2sin® ¢ + 2 cosh® ¢

The parameter & € (0, 1) determines the shape of the wave, and other parameters are defined as

§::V1_$27 ¢::S(S+T), 1//125(5_7-')-

This solution with § < &, = sin(x/8) &~ 0.383 is nonsingular, whereas the singularities uy, — 400 appear when
& > &, (see Fig. 1 for the shape of the solution); beyond the critical value, the solution becomes multi-valued, and
only of mathematical interest. According to our preliminary numerical tests, existing numerical methods can handle
nonsingular solutions far enough away from the threshold &.. As & approaches to the criticality, however, those numerical
methods become quite unstable, and require very small mesh sizes and accordingly high computational cost to resolve
the phenomena near criticality. This is a serious problem if we recall what the SP equation is for—it aims at capturing
ultrashort optical pulses with only a few oscillations of the electric field. The rapid development of laser technologies
enabled the actual generation of such ultrashort pulses. In such a region, the standard nonlinear Schrédinger equation,
which assumes slowly varying amplitude, does not give an accurate approximation, and that is exactly the situation the SP
equation is designed for (see [27-30] for other studies on modeling few-cycle pulses). In fact, one may check the original
paper (Figure 4 in [1]) to find that the main focus is on the extreme case where only three or four visible peaks are in a
single pulse (see also Figures 2 and 3 in [2]).

Let us illustrate the situation in terms of the solution (3), where & is taken to 0.38, which is a typical subcritical
situation. For this nearly singular solution, let us, for example, see a result by a special numerical integrator that keeps
an invariant of the SP equation (formulated in Section 4.1). Such a conservative method is generally believed to give
qualitatively better results than generic methods for numerically tough problems, but unfortunately this is not the case
here; see Fig. 1. There, results for four different meshes are shown. The coarsest case, (a) (where the spatial domain is
divided into K = 255 grids, and the time step size At is taken to 0.1), clearly shows unphysical numerical oscillations. This
does not improve by refining the time grid (the case (b)). By refining the spatial grid, it slightly improves (the case (c) and
(d)), but we still observe the oscillations persist there. This means that in order to resolve such nearly singular solutions
we need extremely fine meshes, and accordingly, high computational cost, even if we use a good structure-preserving
method. This motivates us to turn to other directions. (Notice also that in Fig. 1 we find that the robust scheme proposed
in this paper later works very well for the subcritical solution.)

Generally speaking, a good approach to treat such a localized, nearly singular solutions is to employ the moving mesh
methods (see, e.g., [31,32]). In a moving mesh method [31], first the original PDE on u(t, x) is transformed to a parametrized
form on, say, u(t, s) and x(t, s) (t, s are new independent variables that replace t, x), and it is solved with a “moving mesh
PDE” on x(t, s) that describes the moving mesh strategy. Although this approach is quite effective in many problems,
its direct application to the SP equation seems not adequate. The difficulty arises from the term u, which implicitly
casts a constraint fOL u(t, x)dx = 0 (see, for example, Horikis [33]) on all solutions; this can be easily seen by integrating
the SP equation. Although this linear constraint can be satisfied by simple methods (for example, the Fourier-spectral
method [16]), it is generally lost when we incorporate a moving mesh mechanism. In fact, to the best of the authors’
knowledge, there have been no moving mesh schemes for the PDEs of the form u, = f(t, u) in the literature, which
should be attributed to the observation above.

u(r,s) =4&¢

x(t,s) =s+2&¢
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(c) K =1023, At =0.1 (d) K = 1023, At = 0.01

Fig. 1. Numerical solutions at T = 10 under each condition ((a), (b), (c), and (d)) for the initial data corresponding to (3) with & = 0.38. Solid lines
in red and green are numerical solutions of the proposed scheme and the standard norm-preserving scheme, respectively. The dashed black line is
the exact solution (3). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

In this paper, we thus further incorporate a technique from the research field of integrable systems, which is called
hodograph transformation. Feng et al. [34] constructed an integrable discretization of the SP equation by utilizing the
fact that the SP equation is related to the SG equation by the hodograph transformation. They started with a known
integrable discretization of the SG equation, and by translating it with a discrete hodograph transformation, achieved a
new integrable discretization of the SP equation. (Feng et al. [34] also dealt with the Wadati-Konno-Ichikawa elastic beam
equation [35] and the complex Dym equation; see also [36-41].) Although these studies were successful as integrable
systems studies, they themselves did not give any numerical integrators since (i) the works above mainly focused on
the discrete reproduction of the solitons, and it was not clear how general initial data could be treated, and (ii) they
considered problems only on R, and the treatment of boundaries was set outside off their scope.

In this paper, by combining the above two ideas, we provide a new robust integrator for the SP equation. This
combination requires, however, very delicate discussions so that the overall procedure gives a meaningful integrator,
and that part is the main contribution of the present paper. The resulting scheme has the following advantages:

(i) it can deal with arbitrary initial conditions, i.e., serves as an numerical integrator,
(ii) it can run on the periodic boundary condition setting,
(iii) the scheme can deal with even multi-valued solutions as well; as its practical consequence, it beautifully works
also for physical solutions near criticality, and
(iv) it is as a result a self-adaptive moving mesh scheme, i.e., the grids distribute appropriately without using an extra
mesh PDE,

The rest of the present paper is organized as follows. In Section 2, we review and discuss the relation between the SP
and the SG equations. Some facts are from the literature, but we will carry out our argument more carefully clarifying the
treatment of the boundaries. Section 3 is devoted to the proposed scheme for the SP equation on the periodic domain.
Then, we show the superiority of our proposed method by numerical experiments in Section 4. Finally, Section 5 is devoted
to some concluding remarks.

2. Relating the SP equation to the SG equation: continuous case

In this section, we summarize some facts about the SP and the SG equations; although all of them are necessary for
our numerical integrator, since it is a bit lengthy, one might hope to first see the scheme itself in Section 3, and come
back to find necessary information accordingly.

We first start with pointing out some properties of the SP equation in Section 2.1. In Section 2.2, we discuss the
transformation between the SP and the SG equations, and state exactly in which sense they are equivalent. Then
Section 2.3 is devoted to the proof of an important, non-trivial fact that the physical and computational spaces can be
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fixed in our regime. Up to this point, we leave the boundary condition open, so that the mathematical results so far are
applicable to general cases other than the periodic boundary condition. In Section 2.4, we focus on the circle case, and
show how we can treat the periodic boundary condition. Finally, in Section 2.5, we show our framework successfully
recovers the implicit constraint of the SP equation, which completes the whole picture.

2.1. The SP equation: its conservation law and Hamiltonian structures

We start by reviewing a certain conservation law that will play an essential role in the following discussion. More
precisely, the solution of the SP equation (1) preserves the “total arc-length” [3].

Let us consider the SP equation on a fixed physical domain [0, L] (we leave the boundary condition open for the
moment). For a smooth function u : [0, L] — R, the total arc-length S(u) is defined as

L
S(u) == / V1 (ue(x))?dx.
0

For a function u : Ry x [0,Ll] — R and t € R, the notation u(t) : [0,L] — R denotes a function satisfying
(u(t)) (x) = u(t,x) for any x € [0, L]. As shown in the following proposition, the total arc length S(u(t)) of a solution
u of the SP equation (1) is invariant under certain boundary conditions.

Proposition 1. Let u : R, x [0,L] — R be a smooth solution of the short pulse equation (1) with a boundary condition
satisfying
2 77t
[(u(t,x» V1 (e, %) } e
> =0.
0
Then, (d/dt)S(u(t)) = 0 holds for any t € R..

Proof. This proposition can be shown straightforwardly:

dS(u(t))—/La l—i-uzdx—/L B ndx
dt ~Jo Bt ok i "

t Uy 1, ur /14 u2 '
= ————— oy d = _— =
/o J1+u2(t,x) (u+6(u )XX) i |: 2 :|

The last equality holds due to the assumption on the boundary condition. O

0

We also recall the fact that the SP equation has the bi-Hamiltonian structure (they are slight modifications of those
given in [4]):

1 5T 1 [t
u = (3{] + g(uzax + Bxu2)> o I(u) = 5/0 u*dx, (4)
SE L/ 1,42
Ue = S E(u):/O <ﬂu4—5(ax1u) )dx,

where 9,1 is the antiderivative

X 1 L pz
oo = [ ooy [ [ uevdz,
0 0 Jo

which is employed by Hunter [42] for the short wave equation (this can also be regarded as a generalized inverse of oy,
see e.g. [43]).

2.2. Transformation from the SP equation to the SG equation

Now let us discuss how we transform the SP equation to the SG equation. The transformation starts with the standard
procedure in the moving mesh methods (see, for example, [31]). We introduce new space and time variables s € [0, S]
and 7 € Ry, (t actually coincides with ¢, but it is introduced here for the ease of handling independent variables). For the
moment, S is assumed to be some constant, and later it will be redefined (see Fig. 2 and its explanation). The differential
operators d/dx and d/dt can be replaced with d/ds and d/d7 using the identities

a 10 ad 0 X 0

ax X 95 9t 9t X, 05
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Physical domain Computational domain
(SP) (SG)
% o % s
0 L(r) 0 S(7)
u(0, x)
t=0p----F s
(2(0,5),u(0,)) 0(0,5) (5(0) := 5)
hodograph trans l
(x(7, 8),u(r,s)) 0(r, s)
Proposition 1
L(7) = const. ES S(T) = const.

Proposition 6
L(7) = const. = S(7) = const.

Fig. 2. The diagram of our strategy for self-adaptive moving mesh integration.

Then the SP equation (1) is transformed to

10\[(0 x 9 110\ ,
—— )= )u=u+=-|—=—) v,
X5 0S 0T Xs 0S 6 \ x; 0s

which can be further simplified into
2
Xs (UrsXs — Xoslls) = UXs (X7 +1Z) + (xf + 5) (igsXs — XssUs) (5)

by simple calculus. We call Eq. (5) a “parametrized form” of the SP equation. We call the solution of (5) as the solution
curve of the SP equation by convention.

Remark 1. Since all strong solutions of the original SP equation (1) solves the parametrized form of the SP equation, this
extension of the concept of the solution is quite natural. It should be noted that the pulse solution (3) in Introduction is
the solution of the SP equation in this sense.

Another note should go to the fact that this extension gives way to extend the solution after the wave breaking (recall
that Liu-Pelinovsky-Sakovich [15] proved that the wave breaking occurs for initial conditions satisfying a criterion).
Sections 4.3 and 4.4 are devoted to a numerical experiment of the wave breaking and the behavior after the wave
breaking.

Now we here start something different from the standard moving mesh approach. We regard the variable s as the
“arc-length” of the solution u(t, x), and employ the hodograph transformations below [5]:

x(t,s) x(t,0) *[cosb(z, o)

[U(T,s)] - [u(r, 0)] +/0 [sin@(r, a):| do, (6a)
x(1,S) cosd(t,s)

[us(r,s)} = [sin@(t,s)} : (6b)

The hodograph transformation connects the expression (x(z, s), u(t, s)) in the two dimensional Cartesian coordinates with
another expression in terms of the argument 6(t, s). Computing 6(z, s) from (x(t, s), u(z, s)) can be done by (6b). However,
we need the “base point” (x(z, 0), u(t, 0)) when we compute (x(z, s), u(t, s)) back from 6(z, s). Notice that there remains
a degree of freedom in choosing such a base point.

Let us relate the SP equation to the SG equation using the new variables. For any solution (x(z,s), u(z, s)) of the
parametrized form (5) of the SP equation, by substituting (6), we obtain

u2
(6; —u)cosh = (xr + 3) 0s. (7)
Note that the relation above is equivalent to Eq. (5). By differentiating (7) with respect to s, we have
u2
(65 — sinB) cos O = (xf + ?> Oss (8)

(note that (0; — u)(cos@)s = (x; + u?/2)s6; holds due to (6b)). From Egs. (7) and (8), we see
{(6; —u)Oss — (6,5 — sin6) 65} cosd = 0.
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If cos 6 # 0 and 6 # 0 hold almost everywhere, we obtain
6, —u (0 — u) Os — (Os — sin6) 6
( 6 ) B 62 -
If, furthermore, 6,(t, 0) = u(t, 0) and 6y(t, 0) # 0 holds, we obtain
O (t,s)—u(zr,s) 6(r,0)—u(z,0)

= = O’
6s(t,s) 6s(t, 0)
which implies 8; — u = 0. It in turn implies
2
u
X + ? =0 (9)

from (7). Finally, by (8), we conclude 6,s — sin& = 0, which is the desired sine-Gordon equation (2). Below, we consider
the equivalence of the SP and the SG equations more precisely.

Before that, at this point let us show the overall picture of our strategy in Fig. 2. By “physical domain” we mean the
SP equation on u(t, x) or (x(z, s), u(t, s)). As seen above, the SP equation is transformed to the SG equation on 6(z, s),
which is called “computational domain”. Our main strategy is to solve the SG equation (instead of the SP equation), and
transform the solution back to the physical space. Note that we denote the length of the physical and computational
domains by L(t) and S(t), stating the possibility of their dependence on time 7. The reason for this is because since we
regard the variable s as the arc-length of the solution, S(z) can vary in time in general (i.e., in general PDEs) if we fix L;
similarly, L(t) is allowed to depend on time if we fix S. It should be mathematically proved that they remain constants
in the case of the SP and the SG equations.

Remark 2. Let us briefly comment on the difference between the standard moving mesh method and the approach here.
In the standard method, after obtaining the parametrized PDE, one would furnish it with what we call “a moving mesh
PDE (MMPDE)”, which controls the grids. An advantage of this approach is that we can simply fix L and S as constants.
Instead, there arises a difficulty that it is hard to find a counterpart of the implicit constraint fOL u(t,x)dx = 0 in (5). In
contrast, in the approach here, the constraint can be replicated as we will see later, but a careful discussion is necessary
to guarantee that () and S(t) stay fixed. In this sense, there is a trade-off between the two approaches.

Also note that, in view of Proposition 3, our method can be regarded as a special case of moving mesh methods whose
moving mesh PDE is x, = —u?/2, which implies the mesh is distributed uniformly with respect to arc-length. However,
unlike general moving mesh methods, we conducted further transformation with respect to 6 and combine the system
of PDEs (the SP equation and MMPDE) into a single PDE (the SG equation).

The discussion above has been already roughly done in the literature, but here we emphasize that the above reveals
necessary constraint on the base point (see also Remark 4). Still, we should note that the deformations in the discussion
above are not always mathematically rigorously equivalent, and we have to be careful exactly in which sense the solution
of one equation solves the other. It seems this point as well has not been explicitly discussed in the literature.

We first show that any solution of the SG equation (2) solves the SP equation if the hodograph transformation satisfies
the additional constraint

_ (6:(2,0)
2

Note that here we leave the boundary condition open, and by “solution” we mean any functions that satisfy the equation
on the specified interval.

X:(7,0) = . u(r,0)=6,(t,0). (10)

Proposition 2. Let 0 be a solution of the SG equation (2) on s € [0, S(t)], and (x, u) be a curve obtained via the hodograph
transformation (6a) from (x(t, 0), u(t, 0)) satisfying (10). Then, (x, u) is a solution of the parametrized form (5) of the SP
equation on x € [0, L(7)].

Proof. From the condition (10), we see
S S
xr(r,s):xr(t,O)—i-/ (cosb(t, o)), do :xf(r,O)—f sinf(t, 0)0.(tr,0)do
0 0

((%(r,o»z]s
0

= Xx.(7,0) — /S 0.s(t, 0)0.(t, 0)do = x.(t,0) — |:
0 2

(6:(, 5)?
2 b
u(t, s) = u(r, 0) +/ Ors(t, 0)do = u(t, 0) + [0:(7, o)y = 0:(7, 3), (11)
0

and therefore we obtain (9). This and (11) imply the relation (7) holds. Hence, (x, u) is a solution of (5). O
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Furthermore, we can prove the converse under the assumption x; = 0, i.e., as far as the solution is single-valued. This
is related to the danger of using the parametrized form (5) when x; = 0 can happen; this corresponds to the “mesh
entanglement” issue in the context of the standard moving mesh method [32].

Proposition 3. Let u,x be a solution of the parametrized SP equation (5) on x € [0, L(t)] satisfying the condition (9).
We assume xs(t,s) # 0 holds for any © € R, and s € R. Then, the parameter s represents arc-length, i.e., the hodograph
transformation (6a) and (6b) make sense and 6 is uniquely determined. Furthermore, 6 is a solution of the SG equation (2) on
s € [0, S(7)].

Proof. Under the assumption x; # 0, by substituting (9) and x,; = —uu; (differentiation of (9) with respect to s) into (5),
we see u.s = uX;. Thus, we obtain

9
5 (%2 + 1) = 2 (XXsr + Usllsr) = 2 (X5 (—Ulls) + Ug (ux;)) = 0.

Hence, the parameter s represents arc-length and the former part of the proposition holds true. Moreover, since the
solution of (5) satisfies (8) and we assume x, + u?/2 = 0, we see (6,5 — sinf)cos# = 0. Finally, this equality and the
assumption x; = cos 8 # 0 implies that 6;; = sin6 holds. O

The discussion above (Propositions 2 and 3) rigorously justifies our strategy: we compute the numerical solution of
the SG equation, and then we transform the solution by some discrete counterpart of the hodograph transformation (6a).

2.3. The fixed physical and computational domains

Next we prove that the lengths of the physical and computational domains are kept constant when the boundary
condition is appropriate.

From Proposition 1, it is easy to see that S(t) = S(u(t)) does not depend on time under typical boundary conditions
(including the periodic case) if L(t) is fixed.

Its converse requires more careful discussion. To this end, it is essential to recall the fact that the SG equation (2) can
be written in the variational form

92 SH s
31859 =g’ H(O) = /0 cos(r, s)ds. (12)

The value of the functional # is kept invariant under certain boundary conditions.

Proposition 4. Under a boundary condition satisfying
S

B (@(ns))z] o, (13)

0
the solution of the variational form (12) satisfies (d/dt)H(6(t)) = O for any t € R,.

Proof. It can be shown by using (12) as follows:
S

d S SH S 1
—H(0) = —0,ds= [ 0,0.ds=|=6.(z,s)*| =0. O
2 o) /059 5 /0 <6:ds [Z(T(r s))]o

The following lemma shows that the “window size in the physical domain”, i.e., the value of L(t), is given by the
functional #(0).

Lemma 5. Suppose that x,u : R, x [0,S] — R are obtained from 6 : R, x [0,S] — R by (6a). Then, the relation
Lx(t),u(t)) = —H(O(r)) holds for any t € R,, where the functional £ : C[0,S] x C[0,S] — R is defined as
L(f,g) = f(S)—f(0) for f, g € C[O, SI.

Proof. Due to the hodograph transformation (6a), we see
S
£ (1), u(t)) =x(t,S) —x(tr,0) = / cosf(t,s)ds = —H(O(t)), O
0

which proves the lemma.
Thanks to Lemma 5 and Proposition 4, the window size remains constant as far as the boundary condition is
appropriate.

Proposition 6. Let 6 : R, x [0,S] — R be the solution of the SG equation (2) satisfying the condition (13). If x,u :
R, x [0, S] — R is obtained from 6 by (6a), then (d/dt)L(x(t), u(t)) = 0 holds for any t € R,.
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2.4. Treatment of the periodic boundary condition

So far we have left the boundary condition open. Now let us consider the particular case, the periodic boundary
condition, to complete our framework in the continuous case.

The periodic boundary condition u(t, x + L) = u(t, x) (Vt € R,, Vx € R) for the original form of the SP equation (1)
corresponds to the boundary conditions

x(t,s+S)=x(t,s)+L, u(r,s+S)=u(z,s) (VT e Ry, Vs €R), (14)

for the parametrized form (5). The following proposition provides the transformation of this to the world of 6. Recall that,
thanks to Proposition 2, the solution curve obtained from that of the SG equation is a solution of the (parametrized) SP
equation. Hence, the following proposition tells us the correspondence between the SP equation on the periodic domain
and the SG equation on the (almost) periodic domain.

Proposition 7. Let 6(t, s) be the solution of the sine-Gordon equation (2) under the boundary condition
O0(t,s+S)=10(r,s)+ 2nn (Vs € [0, S]) (15)

for some n € Z. If (x(t,s),u(r,s)) is the curve obtained from O(t,s) via the hodograph transformation (6a) with
(x(t, 0), u(t, 0)) satisfying (10), then the periodic boundary condition (14) holds.

Proof. From (15) and the definition of the hodograph transformation (6a), we obtain
x(t,s+8)]  [x(x.s)] _ S [cos(z, o) do — S [cosb(z, o) d
u(z,s+S) u(r,s)| = ) [sin6(r.0) |9 T ), [siné(r.0)| "%
Hence, the boundary condition (14) is equivalent to the equation
s
/ cos6(t, o) do — L '
o |sin O(z,0) 0
The equality above can be verified by the simple calculation:
s
/ cosO(t,0)do = —H (O(t)) = —H (0(0)) = x(0,S) — x(0,0) =L, (16)
0
s s
/ siné(t, o)do =/ O:5(t, 0)do = [0,(7, 0)]5 = 0. (17)
0 0

Here, we use Proposition 4 and the boundary condition (15). O

Note that, the integer n is determined by the initial condition 6(0, s), and remains constant along time evolution thanks
to the continuity of the solution. Note also that the condition (15) implies (13), and thus Proposition 6 holds; i.e., L does
not depend on time. This is extremely important, since “periodic solution” would lose its meaning if L(t) were changing.

2.5. Recovery of the implicit constraint

Since L successfully becomes a constant, it makes sense to consider the implicit constraint fOL u(t, x)dx = 0. This is
successfully kept by the solution u generated from the solution 6 of the SG equation. Let x(z, s), u(z, s) be the pair obtained
from the solution 6(z, s) of the SG equation under the boundary condition (15). Then we have

L s
/ u(t, x)dx = / u(t, s)xs(t, s)ds
0 0

S s
:/ <u(r,0)+f sin9(t,o)da> cosd(t, s)ds
0 0
S s
=/ (u(r,O)—i—f Qfs(r,a)da) cosfd(t, s)ds
0 0

S
= / (u(t,0)+ 0.(t,s) — 6.(t,0)) cosb(t, s)ds
0

s s
= (u(t, 0) — O (7, O))/ cosO(t,s)ds + i / sinf(t, s)ds,
0 dr Jo

where the first and second terms vanish due to (10) and (17), respectively.
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3. Proposed scheme for the SP equation

We here present the proposed scheme. First we show the outline in Section 3.1, and its detail in the subsequent
subsections.

3.1. Outline

We give the outline of the proposed scheme for the SP equation. Let us introduce the discrete variables 0;'")

approximating O(mArt, kAs)(k € Z; m =0, 1, ..., M), where At and As are the mesh sizes. Here, in view of Proposition 7,
we impose the discrete boundary condition
O =0 +2nr (keZy m=0,1,...,M+1), (18)

where n € Z is a fixed constant determined by the initial condition. We also introduce the vector notation ™ :=
O™, ..., 6M)T.

The outline of the proposed scheme is defined as follows.
Proposed scheme for the SP equation

Step 0: Prepare the initial condition 9,50) (k € Z) of the SG equation, and set n := (9,§°) — 950))/(271) (Section 3.2).
Step 1: Compute Qlfm) (k=1,...,K;m=1,...,M+ 1) by using (20) under the boundary condition (18) (Section 3.3).

Step 2: Compute x,ﬁm), u,(:") (k=0,...,K—1,m =0,1,..., M), which are approximate solutions for x(z, s), u(zs), by

using (23) with (x;™, u)™) defined by (25) (Section 3.4).
3.2. Step 0: Preparation of the initial data 6@

We can think of two different cases depending on how the initial data for the SP equation is given.

The first possibility is the case that the initial condition is directly given in the parametrized form (x(0, s), u(0, s));
all multi-valued solutions, and some particular solutions of interest such as (3), are given in this way. In this case, we
can prepare the initial data 6@ directly in the computational domain. We first choose an appropriate S, the length of
the computational domain (possibly depending on the period of the solution). Then # can be computed by either of
the following two ways. If the initial condition is given analytically as functions, the function 6(0, s) can be found easily
by (6b) as (0, s) = arctan(us/xs). We can then evaluate the function on the grid points s = kAs (k =1, ..., K). Cares are
necessary to the argument range and on some points where x; = 0, but this is straightforward by making the resulting
function continuous. If, on the other hand, (x(0, s), u(0, s)) is given only numerically, for example, only as a program
subroutine, and accordingly known only on the grid points, we can replace the derivatives u; and x; above by some finite
differences; for example, we can set (again with some care)

2@ _ @
6’,50) = arctan (H) , (k=1,...,K). (19)
X, —X
k k—1

The second possibility is that the initial condition is given for the original SP equation (1) as ug(x), which is more
natural setting as an initial value problem for (1), although it intrinsically allows only single-valued solutions. In this case,
a possible strategy to prepare 6© is as follows. We first find the total arc-length S(ug) by an accurate numerical integration
(recall Section 2.1), and set S = S(up). The remaining task is to find X and u® on the grid points s = kAs, which reduces
the discussion to the first case above. An obvious way to do this is to numerically solve for each k (k =1, ...,K)

/ 1+ (e (6)72de = kas
0

by, for example, the Newton iteration, to obtain x,((o) (in above, up ; means duy/d£). There, we can use the exact derivative
up ¢ of the initial condition uy when available, while we employ some finite differences otherwise. Then we can compute
0 by, for example, 6,50) = arctan(u,(0, x,(<°))) (it is also possible to set u,ﬁo) = uo(x,({o) ), but this is not necessary; it will
be computed back from 6). Another possible way is to employ a method to realize the “equidistribution principle” in
the standard moving mesh method [31, Chap. 2]. In the setting of this paper, the distance is measured by the arc-length
(i.e., in terms of the mesh density function, p(x) = /1 + u,?, in the notation of [31, Section 2.4.3]). Note that, however,
in the standard moving mesh method, often a rough realization of equidistribution is sufficient for practical purposes,
and the resulting grid may not be strictly equidistributing, depending on the algorithm. This can cause a severe accuracy
degeneration in preparing 6 in the present context, since we demand s to be the strict arc-length. In this sense, we
should employ an accurate equidistribution method, or alternatively, a combination of a rough method and the Newton
iteration refinement.
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3.3. Step 1: Solving the SG equation by a conservative method

As seen in Section 2.3, the preservation of the functional # in the SG equation is indispensable for keeping the physical
window size constant. The discrete variational derivative method [44] (DVDM; see also Furihata-Matsuo [45]) gives a way
to construct such a special scheme. Although the original DVDM did not cover the SG equation (12), where an additional
differential operator with respect to the spatial variable s is included in the left hand side, later it has been extended to
accommodate such cases [46,47]. Furthermore, recently, a scheme with better stability was proposed in [48]. Below we
show a scheme for the SG equation employing their technique.

Let us first introduce the spatial forward difference and average operators

(m) (m) (m) (m)
stom _ 6]l<+1 — b M+9(m) _ 0k+1 + 6
s 7k As ’ S 2 ’
and the spatial backward difference and average operators
(m) (m) (m) (m)
(3_9(”') _ gk - gk—l M_Q(m) _ ek + 9k—l
s 7k As ’ s Tk 2 '

Here, the subscript s denotes the spatial operator, and the temporal counterparts §}, ut, 8-, 7 are similarly defined.
First of all, we define a discrete version Hq4 of the functional # as

Hq(0™) = Z cos 6™ As.

Then, the discrete variational derivative §#4/8(8 ™V, 0™, of 74 is defined as a function satisfying the relation

K
SHq
+ (m)y _ + p(m)
8 Ha (0) = Zg(g(mﬂ) 9<m>)k5r o™ As,
k=1 ’

and in this case, it can be derived as

(m+1) (m)

SH cosd —cosf
8(om+D d@(m)) - ’Emﬂ) (m) — (k=12,....K)
) k 0, — 0,
By using this, we define an average-difference scheme: form =0,1,2,...,andk=1,...,K

SHq

+ o+ p(m)
8,876, —/45 78(9('“” o)

(20)

Proposition 8 (cf. [48, Theorem 1]). Let 9,5"’) be the solution of the discrete variational derivative method (20) with a boundary
condition satisfying

yK+1
stom _ f$ -0
Tk 2 §(Om+, gm), )

1

Then, it holds that Haq(0™+V) = #4(6™) foranym =0, ..., M.
Since the proof of Proposition 8 is rather complicated and the full proof has already appeared in [48], we omit it here.

Remark 3. In discretizing (12), one may be tempted to employ some standard skew-symmetric difference operators such
as the central difference operator, the compact difference operator (see, e.g., [49]), and the Fourier-spectral difference
operator (see, e.g., [50]) since the skewness is basically the source of the conservation. For example, by using the central
difference operator 5< (m) (u,ﬂrfl (m) 1)/2As, which is the simplest skew-symmetric difference operator, we can
also construct a conservatlve method
8Hq
s(Om+D gm)y, °

Although the numerical method certainly conserves the value of 4, it suffers from undesirable spatial oscillations
(see, [48]).

siVsroi™ = (21)

3.4. Step 2: Obtaining the solution by a discrete hodograph transformation

The remaining task is to give a formula to transform 6™ back to x™ and u™. If we employ the natural discretization

(m) (m) k (m)
x| _ %" 4 Z cos 6" 25, (22)
,(J") u((,m) ‘= | sin Gi('")
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of the hodograph transformation (6a), the periodic boundary condition is not satisfied in the physical domain; in fact,
u,((m) ug") = Zle sin Qém)As does not coincide with 0. The reason lies in the fact that the discrete counterpart of (17)
does not hold in general, due to the difference between the right-hand side of the discrete sine-Gordon equation (20)
and the sin 9('") in (22). For the case of the periodic domain, this problem is serious, since it means u(m) #~ u(m) and thus
there appears a gap in u around the base point x(m).

We can overcome this difficulty by carefully redefining the discrete hodograph transformation as

) (m) k cos 6™
x'fm)] = [x?m} +2 SHa As, (23a)
i=1 | Ms S (9(m+1), O(m)),
1

— () cos 6™
Sexe | 57‘“ . (23b)
—,,(m) - -
| &5 Uk Bs s ((m+v, gm)

To prove it works fine, we start by showing the following lemma, which corresponds to Lemma 5.

Lemma 9. Suppose that (x\"™, u{™) is obtained from 6, by using (23a). Then, the relation £ (x™, u™) = —3 (6"™) holds
foranym=0,1,..., M, Where the functional £ is defined as £(x™, u™) = x(m) x(()m).

Proof. It can be shown by the simple calculation:

K
£(x™ um) =" — %" = Z cos6™ As = —Hq (6™). O
i=1

The value of the functional £(x™, u(™) represents the window size in the physical space. Thanks to Lemma 9 and the
consistent definition (23a), we can follow the line of the discussion in the proof of Proposition 7.

Theorem 10. Let Qlfm) (k € Z; m = 0,...,M + 1) be the solution of the discrete sine-Gordon equation (20) under
the boundary condition (18) for some n € Z. If (x; (m - m 9,5"1) via the discrete hodograph

,u, ) is the curve obtained from
transformation (23a) with some (x{™, u{™), then (x{ (m) (m)

u, ) satisfies the boundary condition
XM =x" + Lo, uf=u™ (keZ m=0,....M+1), (24)

where the constant Ly is determined by the initial condition Ly := —H4(8?), and is an approximation of the original physical
domain size L.

Proof. From the boundary condition (18) and the definition (23a) of the discrete hodograph transformation, we obtain
k+K (m) K (m)
X}({:ﬂ) x,({m) cos 0; cos 6;
+K | — —
(m) ) Z M—L As = Z _ Mg As.
Uktk Uk =kt | T8 g (gmtD gm). i=1 | Hs W
Hence, the boundary condition (24) is equivalent to the equation
K cos 6™ Ly
S| T |a=[5)
i=1 lu‘S 8(0(m+]),9(m)).
1

The equality above can be verified by following the line of the discussion in the proof of Proposition 7 as follows:

K
Z c0s 0™ As = —Hq (0™) = —n4 (61),

K-1 K-1
— + 5+ (m) —
Z“s (m+1) Q(m) Z“s g(m+1) 9(m)) As = Z‘Ss 8,6, As =0.
i=0
Here, we use Proposition 8 and the boundary condition (18). Note that the first identity exactly corresponds to (16). The
second is formally different from (17), although the correspondence holds in the continuous limit. O
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Our final task is to give a method to compute (x, (m) f{”’) We can do this by defining a discrete counterpart of the

condition (10), which describes the time evolution of the base point. Fortunately, Theorem 10 reveals that regardless of
this choice the discrete boundary condition is guaranteed. Let us here choose a discrete counterpart as follows:

At 2
x(()m+1) _ xé’“) -5 (ué’“)) ’ (25a)
pin (6*9('”)) cos 6™ As

(m)
K, cos6™ As

W= sro™ — (25b)

For (25b), one might think that a simpler definition u( = 8*0(m) would suffice, and (25b) is an unnecessary complication.

But it is necessary to replicate the implicit constraint fo u(t,x)dx = 0 of the SP equation. Recall the discussion

in Section 2.5; we here copy it in the discrete setting. For the numerical solution, x,(("') u,ﬁm), we see that (with an
abbreviation a; 1= 8§#4/8(0™+D, 9™),)

K

K
Z ul™ (x,((m) x,((m)l) Z ( o+ Z s aiAs> cos 6™ As
k=1 k=1 i=1

( o+ Zus a; As) cos@k ™ As
( o+ Z(S*(S*Q(m)As) cos ™ As

(ué’") +68+o™ — ajeg””) cos 6™ As

Il Il
- WMA WM

=~

= ( u™ 8*9("')) Z cos 9<m)As + Z cos H(m)cS*@(m)As

It successfully vanishes under (25b). This is the de51red discrete constraint.
Note that (25a) (or its continuous counterpart (10)) implies that the base point moves along time. This might seem
strange at first sight, but this is necessary; the whole framework becomes consistent only under this situation.

Remark 4. Let us here summarize the intrinsic difference between the R and the periodic cases. The vanishing condition
on R can be approximated by setting a sufficiently large window [0, L], and by imposing Dirichlet boundary condition
u(t,0) = u(t,L) = uy(t,0) = uy(t,L) = 0 (actually this is often employed in the integrable systems studies). The
corresponding boundary condition for the SG equation is simply the Dirichlet boundary condition 8(z, 0) = 6(t,S) = 0 (or
= 2nx for loop solitons). This greatly simplifies the discussion carefully carried out in the present paper; the condition (10)
is trivially satisfied with x(t,0) = 0, u(z, 0) = 0 (i.e., in this case the base point does not move), and accordingly, we do
not need (25). We also note that the assumption on the discrete boundary condition of the discrete conservation law
(Proposition 8) holds, and the counterpart of Theorem 10 can be similarly proved. In this way, the results in this paper
trivially apply also to the R case.

Another note should go to the fact that, if we employ the simple discrete hodograph transformation (22) instead of
(23a), we can prove the boundedness of the solution curve [51]. On the other hand, the discrete boundary condition
corresponding to u(t, L) = 0 no longer exactly holds, i.e., the counterpart of Theorem 10 ceases to work.

4. Numerical examples

In order to compare with the proposed scheme, we here also introduce two schemes, a norm-preserving scheme and
the multi-symplectic scheme [26]. They are structure-preserving methods and widely known to be much stabler than
generic methods for tough problems, and they are expected to be the first choice for the short pulse equation. All the
schemes are nonlinearly implicit, but through preliminary numerical tests we have an impression that explicit methods
are not robust enough for long time integration of some solutions near or with singularity we consider here. In fact, even
the nonlinearly implicit norm-preserving scheme, which is thus “energy stable” in the usual sense, exhibits instability.
We solved nonlinear equations simply by ‘fsolve’ of MATLAB; in this paper we do not step into fast implementation of
nonlinear solvers, and leave it to future works.

4.1. Structure-preserving schemes on fixed uniform mesh for comparison

First, we show a norm-preserving scheme for the SP equation on the fixed uniform mesh, which has already appeared
in Introduction (Fig. 1). Here we skip some mathematical details, which are left to the Appendix.
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On the fixed mesh, the symbol ﬂ,ﬂm) denotes the approximation of u(mAt, kAx) form=0,1,...,M and k € Z, and we
—=(m) —(m)

assume the periodic boundary condition uy_ =u, (N is a fixed integer satisfying NAx = L). As a discrete counterpart
of the norm Z, we define

1w 2
fd(ﬁ,((m) =3 Z (ﬁ,((m)) AX.

k=1

Since the norm Zgy is a quadratic invariant, we can easily construct the norm-preserving scheme as

_ 1 1. —m\? _
B = Sy T + 25 ((Mf (wi™) )ui u?ufﬁ“)), (26)
where the discrete counterpart 8, of the generalized inverse d; ! is defined as
1 N
—13(m) . §—13:(m) F—1(m)
U = Ol — NAx ; Sep Uy AX,
) | o(m)
Uy +1u
N1 Ax (k=1),
(Slilu,({m) = k—1
1_ _ 1_ .
<2u,(\,m) + Y a"Ax+ Eu,i'") ) Ax  (otherwise)
=1

(it is devised by Yaguchi-Matsuo-Sugihara [47] for the Ostrovsky equation).
The scheme (26) is mathematically equivalent to

_ _ 1 —mm)\ 2 _
stsa =t + ool (o () ) it ) @)

which is more convenient to implement since it does not include non-local operators (see discussions in [43]), and will
be used in the following numerical experiments.

The scheme (26) (and accordingly (27)) enjoys the desired preservation.
Proposition 11. Let H,({m) be the numerical solution of the scheme (26) under the periodic boundary condition and initial
condition satisfying 3", 1"’ = 0. Then, Zq(u™"") = Zq(u™) holds.

Next we show the multi-symplectic scheme given in [26]. They found a multi-symplectic form of the SP equation,
and applied the Preissman-box scheme [52] to it. By eliminating redundant variables in Pietrzyk-KanattSikov's scheme,
we find

_ _ 1 _ 3
5707 (1) " = i () W + < (67) (i)

By further rewriting 1™ = u; ™, the scheme above can be simplified into
1 3
1) g+77(m) + ., (2)55(m) 2 +5(m)
8;2 )‘Sr Uy " =M M)<< )uk + 68:2 ) (Mt Uy ) ) (28)
where 571" = @7, — 20" + u™)/(Ax) and pu" = (@, + 2u{™ + u{")/4. It should be noted that the

solutions of this numerical scheme almost preserve Z and £ [53]. For the general theory of multi-symplectic integrators,
see Bridges—Reich [52].

4.2. Numerical examples for smooth pulse solution near and far from the criticality

First of all, we consider the pulse solution (3) with & = 0.3, which is relatively far from the criticality, and thus still
rather safe for standard integrators. Figs. 3-6 show the results of the norm-preserving scheme (27), the multi-symplectic
scheme (28), and the proposed scheme. The parameters are taken to K = N = 511, At = 0.01, S = 70, L = 66.96.
The initial data 6@ is prepared by the finite difference approximation (19), which seems fine judging from the results
below. The initial data 7® on the uniform mesh, which is necessary in the standard methods (27) and (28), is prepared
by numerically solving the nonlinear equation x(0, kAs) = kAx whose left-hand side is the exact solution (3) (again, we
simply employ ‘fsolve’ of MATLAB).

Figs. 3 and 4 show the snapshots at t = 50 and t = 100. Until ¢ = 50, all the schemes work more or less fine.
It agrees with the insight obtained in [26], where in further safer regime & = 0.2 the multi-symplectic scheme, a
structure-preserving scheme, worked well and was advantageous over a standard pseudospectral method, which is not
structure-preserving. At t = 100, we find that the norm-preserving scheme and the proposed scheme keep working. We
see, however, tiny numerical oscillations in the multi-symplectic scheme.
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Fig. 3. Numerical solutions at t = 50 corresponding to the pulse solution (3) with & = 0.30 (N = 511, At = 0.01). Solid lines in red, green, and
blue are numerical solutions of the proposed scheme, the standard norm-preserving scheme, and the multi-symplectic scheme respectively. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 4. Numerical solutions at t = 100 corresponding to the pulse solution (3) with & = 0.30 (N = 511, At = 0.01). Solid lines in red, green, and
blue are numerical solutions of the proposed scheme, the standard norm-preserving scheme, and the multi-symplectic scheme respectively. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

100

Fig. 5. The numerical solution of the proposed scheme under the initial condition (3) with & = 0.30 (K =511, At = 0.01).

Fig. 6 shows that the preservation of the invariants is consistent with the construction of the schemes; “NP” means
the norm-preserving scheme, “MS” the multi-symplectic scheme, and “SG” the proposed scheme. There, the discrete
counterpart &4 of the energy on the uniform mesh is defined as

N
- T o\t 1/ 1—m)\2
i) = 3 (54 ()" (o))

k=1

and the discrete counterparts £ and Zy of the energy £ and the norm Z on the moving mesh are defined as

K
1 4 1 2
a3 (G ) S0 b )

k=1
1< 2
Za(x™, u™) = 2 > (u,((m)) (x;((m) - xi"l)1) :

where ¢,(<m) ~ 3 'u(mArt, x(mAt, kAs)) is defined as

K k
~ 1 ~ ~
(m) . (m) (m),,,(m) (m) (m) | - (m) . (m) (m)
O = — I E b (X, —Xp_1), ¢ = E Mg Uy (X —X,1).
(=1 =1
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Fig. 6. The evolution of the logarithm of the relative errors of the norm Z and the energy £ for each numerical solutions. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 7. Numerical solutions at t = 50 corresponding to the pulse solution (3) with & = 0.38 (N = 511, At = 0.01). Solid lines in red, green, and
blue are numerical solutions of the proposed scheme, the standard norm-preserving scheme, and the multi-symplectic scheme respectively. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 8. Numerical solutions at t = 100 corresponding to the pulse solution (3) with & = 0.38 (N =511, At = 0.01). Solid lines in red and green are
numerical solutions of the proposed scheme and the standard norm-preserving scheme, respectively. (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this article.)

100

Fig. 9. The numerical solution of the proposed scheme under the initial condition (3) with & = 0.38 (K =511, At = 0.01).

Now let us turn our attention to the severer case & = 0.38, for which results are shown in Figs. 7-11 (K = N =
511, At =0.01, S =70, L = 67.6). The multi-symplectic scheme cannot withstand anymore at all, and exhibits severe
oscillations. In some tests the authors observe such visible oscillations persist even if we take a very fine mesh with
N = 2047. We also find undesirable oscillations in the norm-preserving scheme as well; the scheme works for & = 0.30,
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Fig. 10. The evolution of the logarithm of the relative errors of the norm Z and the energy £ for each numerical solutions. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)

| | |
20 40 60

T

Fig. 11. The numerical solution of the proposed scheme corresponding to the pulse solution (3) with & = 0.38 (K = 127, At = 0.1) at t = 1000.

but it does not for the severer setting. The subcritical solution with & = 0.38 has a very steep region where the argument
is quite close to 7 /2; in various numerical experiments we observe that the norm-preserving scheme fails to properly
deal with such nearly singular regions, and leaves oscillations after such regions propagate. In sharp contrast to these
failures, the proposed scheme keeps working, which shows the superiority of our method. In fact, the method happily
works with much coarser spatial and temporal meshes (K = 127, At = 0.1) for a longer time interval; see Fig. 11.
This clearly confirms that the proposed scheme is highly robust also for the subcritical regions. Note that although the
proposed scheme does not directly aim at the pulse (solitary wave) solution, as opposed to the integrable systems studies,
it successfully captures the pulse solution even at t = 1000 (the pulse goes round the spatial interval more than 10 times).

4.3. Numerical experiments for the wave breaking I: periodic case

Next, let us consider more difficult problems where actually singularities can occur—the region including supercritical
cases.
Following [15], let us consider

ug(x) = acos2mwx (29)

for a fixed parameter a > 0 with the period L = 1. Though the sufficient condition for the wave breaking is a > 1.053,
they numerically observed the wave breaking occurs even when a = 0.5 (see, Figures 4 and 5 in [15]). Even though
Liu-Pelinovsky-Sakovich did not state how they solved it (since it was a partial differential equation theoretic paper), in
order to carry out such simulations very fine meshes, say thousands of spatial grids, are required, and thus generally they
are very time-consuming. In such tough regions, our robust scheme becomes much more advantageous.

In our method, for the preparation of the initial condition 9,50) , We use U x(x) = —2masin2mx and the finite difference
approximation (19).

As shown in Fig. 12, the numerical result by the proposed scheme is similar to that obtained by Liu-Pelinovsky-
Sakovich [15] before the wave breaking. There,

u(rn) _ u(m)
Ba(x™, u™) := max u™ 71;“ k=1
k X m) X(m)
k+1 k—1
is the discrete version of B(u(t)) := Supyeo 1) U(x, t)ux(x, t), which diverges at a finite time T, when the wave breaking
occurs (see, [15, Theorem 4]).
Notice that the numerical simulation actually exhibits wave breaking as theoretically suggested even with such a
coarse mesh with K = 255; this can be seen in the solution u, but is more obvious in terms of 6, which is the argument.
The solution exhibits a derivative blow-up when 6(z, s) touches 7 /2 at some t and s. The right-bottom panel shows
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Fig. 12. The numerical solution of the proposed scheme corresponding to the initial condition (29) with a = 0.5 (K = 255, At = 0.01): the top left
panel shows the propagation of the numerical solution until t = 2, the top right panel shows the rate of wave breaking (T, = 1.356 is the time of
wave breaking computed by Liu-Pelinovsky-Sakovich [15]), the bottom left panel shows the corresponding numerical solution of the SG equation,
and its enlarged view is shown in the bottom right panel (the dashed line indicates 6 = /2, where the corresponding solution for the SP equation
becomes vertical).

the evolution of 6, which actually goes beyond 7 /2. Notice again that the proposed scheme is kept robust even such a
supercritical case, and thus gives an efficient way of investigating solutions near criticality.

Actually in our regime the solution safely continues even after the wave breaking thanks to the parametrization, which
might suggest a possible mathematical way to extend the solution beyond the breaking time (see, Remark 1, and also
comments in the concluding remarks).

4.4. Numerical experiments for the wave breaking II: R case

We continue the discussion in the previous subsection to further ensure that our robust scheme is useful in blow-up
studies. Let us consider another problem setting in [15]; they also considered the R case, and gave sufficient conditions
for global well-posedness and derivative blow-up. They there considered a special initial data

u(0,x) = a(1 — 2bx2)e_b"2, a>0,b>0,

and drew a phase diagram in (a, b) space showing the regions of global well-posedness and blow-up; see Figure 3 in [15].
The regions were disjoint, which was consistent with the theory, but between the two regions there remained a wide
region for which the theory did not conclude anything. In order to more precisely determine what happens in the unknown
region, we must rely on numerical observations.

Our numerical experiments were done in the following way. We consider the problem for b = 1, 2, 3, 4, 5, and tried
to determine the critical value of a. In order to replicate R, sufficiently large computational window was taken; from
preliminary test we concluded L = 100 is enough, i.e., under this setting we can ignore the effect of the computational
window, and the values at the artificial boundaries are kept close enough to 0 in all the experiments (see the solutions
below).

Our scheme is robust enough for all the values of a and b; as mentioned in the previous subsection, it happily works
even after singularity occurs. Still, determining the critical value of a is a tough work since the blow-up can be affected
by the fineness of the meshes. In the experiments below, we confirmed the accuracy by repeating numerical simulations
for a set of (a, b) refining the time and spatial meshes until we can determine a,. with two significant digits.

In Table 1, we listed the following values

e agy: the value of a given by the sufficient condition for global well-posedness given in [15] (well-posedness is
guaranteed for all a < agy),

e ay: the critical value of a numerically observed with the proposed scheme, and

e ay: the value of a given by the sufficient condition for derivative blow-up given in [15] (blow-up is assured for all
a> ap).
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Table 1

Sufficient conditions and numerical critical values.
b agw Qnc ap
5 0.085 0.39 1.0
4 0.094 0.44 1.1
3 0.11 0.55 1.3
2 0.14 0.61 1.6
1 0.20 0.87 > 2.0

u

max |6

L L L L
20 40 60 80 100
t

Fig. 13. Numerical results for b = 1 (K = 401, At = 0.1): (top left) the solution for a = 0.70 < a,. =~ 0.87, (top right) the solution for a = 1.0 > ay.,

(bottom left) the evolution of max; |9,Em)\ for a = 0.7 (solid line) and a = 1.0 (dashed line)—the dotted line shows the blow-up threshold 6 = 7 /2,
(bottom right) the snapshot at t =2 for a = 1.0 > ay.

Obviously they should come in the order agy < anc < ap, which actually we observe in Table 1. Notice that the theoretically
given sufficient conditions are in fact confirmed numerically, but they are rather conservative. The actual boundary, i.e. the
critical value ay, lies in the mid of the values ag, and a,. We hope this encourages further theoretical developments.

To illustrate how our scheme works near a criticality, we show the solutions in Fig. 13, which is the case of b = 1. The
critical value is ap. >~ 0.87, and the figure shows the numerical solutions for the subcritical case a = 0.70 and supercritical
case a = 1.0. From the figure of max |0|, we see that in fact we see the solution does not exhibit blow-up (at least in
the observed time interval) for the former, and it does for the latter. We also see that after the blow-up the solution
becomes multi-valued, but after a while it comes back to single-valued; see the discussion in the concluding remarks.
The bottom right figure shows a snapshot of the supercritical solution (a = 1.0 > a,.) at t = 2; from the figure of max |6|
we understand it is after the derivative blow-up and the solution is already multi-valued. Although it is not clearly visible
from the figure, we see at least the solution is very steep. In any case, our scheme finds no difficulty in resolving such
solutions, which shows the effectiveness of the scheme.

4.5. Numerical examples of multi-valued solutions: the loop and anti-loop solution

In this subsection, let us consider an exotic solution, which is purely multi-valued. Although it does not have any
physical meaning itself, we consider it here since not only such exotic solutions are of typical mathematical interest in
the short pulse equation studies, but also they give some new insight about the proposed scheme.

Recall in Remark 3 a standard DVDM scheme (21) using the central difference operator was introduced. In our
preliminary numerical test, we confirmed that it beautifully reproduced the smooth pulse solution shown in the previous
subsection (omitted here.) However, it ceases to work for more difficult cases, and in such a situation, the use of the
average-difference method (20) is indispensable. Let us consider the following loop and anti-loop solution

& sinh  sinh ¢ + ¢ cosh  cosh ¢
£2sinh? y + ¢2 cosh? ¢
& sinh 2y — ¢ sinh 2¢
£2sinh? ¢ + ¢2cosh? ¢’

u(z,s) = 46¢

X(t,s) =s+ 2&¢
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Fig. 14. The loop and anti-loop soliton solution: solid lines correspond to the numerical solution obtained from numerical solution shown in Fig. 15
via discrete hodograph transformation (23) (¢ = 1.2, At = 0.1, S = 80, and K = 257). Bars are for every four sample points. The symbol ‘e’ denotes

the base point (xg”), ug'")).

6
B > 4
2
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s s s
(a)t=0 (b) t=16 (c)t=32

Fig. 15. The loop and anti-loop soliton solution: solid lines correspond to the numerical solutions of the standard DVDM (21) for the SG equation
(6 =12, At =0.1, S =80, and K = 257).
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(a) t=0 (b) t = 400 (c) t = 800

Fig. 16. The loop and anti-loop soliton solution: solid lines correspond to the numerical solution obtained from numerical solution shown in Fig. 17
via the discrete hodograph transformation (23) (§ = 1.2, At = 0.1, S = 80, and K = 129). Bars are for every four sample points. The symbol ‘e’

denotes the base point (xg"), uf]"')).

106 206 y
= = 104 = 904 i
102 o0l
100 | I I | | | | |
20 40 60 80 20 40 60 80
S S S
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Fig. 17. The loop and anti-loop soliton solution: solid lines correspond to the numerical solutions of the average-difference method (20) for the SG
equation (§ = 1.2, At =0.1, S = 80, and K = 129).

where the parameter £ > 1, ¢ = &(s+ 1), ¥ = (s — 1), { = /&% — 1. Again, in what follows, we employed the finite
difference approximation (19) for preparing the initial data.

As shown in Figs. 14 and 15, the standard DVDM (21) cannot reproduce the loop and anti-loop solution with & = 1.2
under the condition At = 0.1, S = 80, and K = 257. On the other hand, even if we employ larger mesh sizes K = 129,
the proposed scheme reproduces the solution until t = 800 as shown in Figs. 16 and 17. The bars in Fig. 16 denote the
grids; we can observe that the grids become dense around the loop and anti-loop solutions, which reflects the moving
mesh property of the proposed scheme. The bold circle “®” denotes the base point (recall (10) for the continuous case,
and (25a) and (25b) for the discrete case). It is observed that the base point moves as time goes by (which is demanded
in the periodic case), and furthermore, the solution is successfully continuous around that point.
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Fig. 18. L* errors of the proposed scheme with respect to As for each step size Ar.
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Fig. 19. L* errors of the proposed scheme with respect to At for each mesh size As.

4.6. Error behavior

In this subsection, to see the error behavior of the proposed scheme, we use an exact solution on the periodic domain
devised by Parkes [23] (see also Matsuno [24] for similar periodic solutions). One of the periodic traveling-wave solutions
can be written as follows:

1 2 T
X(f’s)zUT+X0—S+er+fE(as—f ‘5),
2% o 5 *
U(f,S)Ziicn((xs—— ‘5)
o a

where v > 0 represents the velocity of the traveling-wave, & € (0, 1/2) denotes the parameter related to the shape of
the wave, and o := /(1 — 2&)/v. Here, cn(w|£) is a Jacobian elliptic function, and E(w|&) is the elliptic integral of the
second kind (with the notation as in [54]). We also use the Jacobian elliptic functions sn(w|&) and dn(w|&) below. In the
numerical simulation, we employ v = 1, X = 0, and £ = 0.25 (S &~ 19.072).

The corresponding solution of the SG equation is given by

:F2\/§sn<ozs—§ fg)dn(as—é 5)

142 (dn (as oy g))z

We computed 6@ from this expression to prepare accurate initial data to capture the exact solution.

As shown in Figs. 18 and 19, the L* errors at the fixed time T = 10 decay in the order O(As + At). Here, the L* error
in the physical domain is defined as sup,cg |u(T, s) — tr(x(T, s))|, where iy : R — R is the linear interpolation of the
numerical solution (x;(M), u,ﬁM)) at the final step. Strictly speaking, since the computation of the exact L* error is not easy
due to the complicated expression (31) of the exact solution, instead we use a fine (with 100 K sample points) piecewise

linear interpolation of the exact solution.

(31)

0(t,s) = arctan

5. Concluding remarks

In this paper, we established a new robust numerical scheme for the short pulse equation, employing several ideas from
integrable systems, moving mesh methods, and structure-preserving methods; none of which is truly dispensable. We
hope that, in the reverse direction, this work will invoke new discussions in each research field. Through various numerical
experiments we confirmed that the proposed scheme is in fact quite robust, and useful for investigating solution behaviors
near criticality. In fact, by utilizing the scheme some derivative blow-up phenomena have been numerically investigated,
and several new insights have been obtained, including the precise critical values which have been left uninvestigated
in a preceding study. An interesting finding is that, as shown in Fig. 13, solution of the short pulse equation can once
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go beyond the singularity and become multi-valued, and after a while, it can come back; of course this is only when we
admit such multi-valued solutions as solutions of the original short pulse equation in a generalized sense. This direction
of extending solution is, however, already suggested in some studies, for example, in [55]. The proposed scheme and the
regime on which the scheme is based on might be useful in such a research direction.

Some possible future works are in order. Feng-Maruno-Ohta [40] showed that the short pulse equation is also
associated with the coupled dispersionless (CD) equation [56,57], and this relation can be used for the construction
of another robust numerical integrator. The present authors have already confirmed that a numerical scheme can be
constructed based on this formulation [58]. The advantage of this is that, although the present study has made full use of
the features of the short pulse equation, the method based on the CD formulation is less restrictive, and thus can be applied
to wider range of partial differential equations (PDEs) including the complex SP equation, whose exact solutions were
recently found by Ling-Feng-Zhu [59]. Another interesting topic is, as stated in Introduction, the challenge of extending
standard moving mesh methods directly to the PDEs including the term uqy.
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Appendix. Properties of the norm-preserving scheme in Section 4.1

Here we show some properties of the norm-preserving scheme devised in Section 4.1. First, we note that the solutions
of (26) preserve “mass”.
Lemma 12. Let E,ﬂm) be the numerical solution of the scheme (26) under the periodic boundary condition and initial condition
satisfying >, ﬂ,((o) = 0. Then, Z’k(:] E,((m)Ax =0 holds forallm=0,1,..., M.

Thanks to the lemma above, and by using the relation 86, = 67,87 = pu7 for zero-mean vectors which can be
proved in a straight forward manner (see, [43]), the numerical scheme (26) is shown to be equivalent to (27).

In order to prove Proposition 11, the skew-symmetry of the discrete antiderivative 8;D1 is important.

Lemma 13 ([47, Lemma 6]). For any N-periodic sequences v, w such that satisfy » ,vi = Y ,wx = 0, it holds that
S v wi + oh_, widey v = 0. In particular, Y, vid v = 0 holds.

Proof. By summing up (26) for k = 1,..., K, we see §;' Zfﬂ E,(cm) = 0. This implies the lemma due to the assumption
S Y =0 O

Then the proof of Proposition 11 reads as follows.

Proof. For the numerical solution ﬁ,((m)

(1) (550
pm\ ((s=1,+=m . Yoo (o (L mm) b

(Mt U ) e N (Mt U ) Iy iUy ) | Ax
K 2
> (5? M?ﬁim)) ((MI (u?ﬁim) ) )MI M?ﬁim)> Ax
k=1

K

1 + (,,+3(m 2 + (,,+3(m 2

= _EZ 8y (Mt Uy ) Mx (Mt Uy ) Ax

k=1

of the scheme (26), we see

M =

87 Zq (@™) =

=
= |

1

k=1

=

1
24

+ (,,+5(m 4
Sy (p,[ (Th ) Ax = 0.

Mx

=
Il

1

Here, third equality comes from the skew-symmetry of 5;D1 (recall that ufﬂ(m)

and the summation-by-parts formula with respect to 8, (see e.g. [45]). O

is a zero-mean vector due to Lemma 12)
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