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ABSTRACT

Machine learning tools have been deployed in various contexts to
support human decision-making, in the hope that human-algorithm
collaboration can improve decision quality. However, the ques-
tion of whether such collaborations reduce or exacerbate biases
in decision-making remains underexplored. In this work, we con-
ducted a mixed-methods study, analyzing child welfare call screen
workers’ decision-making over a span of four years, and interview-
ing them on how they incorporate algorithmic predictions into
their decision-making process. Our data analysis shows that, com-
pared to the algorithm alone, workers reduced the disparity in
screen-in rate between Black and white children from 20% to 9%.
Our qualitative data show that workers achieved this by making
holistic risk assessments and adjusting for the algorithm’s limita-
tions. Our analyses also show more nuanced results about how
human-algorithm collaboration affects prediction accuracy, and
how to measure these effects. These results shed light on poten-
tial mechanisms for improving human-algorithm collaboration in
high-risk decision-making contexts.
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1 INTRODUCTION

Recent years have seen the deployment of Al-based tools either to
augment or replace human judgments across a growing range of
high-impact decision-making contexts, such as social work, crim-
inal justice, hiring, healthcare, and education [11, 15, 38, 43, 44,
58, 72, 95, 98]. These technologies have often been adopted under
the logic that they are more accurate and equitable than human
decision makers [15, 49, 58]. Prior work suggests that on various
predictive tasks, Al systems are more accurate than human decision
makers [28, 30, 55, 89]. However, in many social decision-making
contexts, such as recidivism risk assessment, Al systems have been
shown to inherit human biases from historical data, and perpet-
uate discrimination against already vulnerable populations, e.g.
[9, 10, 28, 75, 88]. Prior attempts to make these algorithms less
discriminatory have largely focused on the technical design of
the algorithms—a central focus of the area of algorithmic fairness,
e.g. [29, 41]. Another possible approach to improving fairness in
decision-making may be through human-AI collaborations, aimed
at combining strengths and mitigating limitations in both Al-based
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and human decisions [23, 42, 60, 86, 97]. In some contexts, human-
AlI collaboration has demonstrated potential to improve fairness
and effectiveness of decision-making, compared with human or
Al decision-making alone, e.g. [6, 23, 43, 52, 71]. However, empiri-
cal results have been mixed. For example, in a real-world pretrial
criminal context, human-AI collaboration was shown to exacerbate
discriminatory decision-making [3, 84].

In this paper, we examine how call screen workers in Allegheny
County, Pennsylvania use the Al-based Allegheny Family Screen-
ing Tool (AFST) to make decisions about which reports of child
abuse or neglect (henceforth referrals) to investigate. Similar to
De-Arteaga et al. [23], we compare automating versus augmenting
decision-making with the AFST. Note that the AFST was designed
to “augment the human decision whether to investigate a call” [14]
and Allegheny County Office of Children, Youth and Families lead-
ership assures that the tool is never used to completely automate
decisions [5]. However, critics such as Eubanks [31] and the Na-
tional Coalition for Child Protection Reform [66] worry that the
AFST, and other tools like it, may someday be used to automate
decisions, for example, as an austerity measure. In this paper, we
investigate the effect that such a hypothetical automated decision-
making policy would have on racial disparities in child welfare call
screening. We then compare this policy to the current standard
decision-making process, where workers make decisions with the
assistance of AFST. Since child welfare workers themselves are
known to make racially disparate decisions [24, 25, 27, 40, 54], it is
unclear whether adding them back “in the loop” will do any good
in this regard. The central question of this paper is thus: when
people work with algorithms in a child welfare context that
is known to have racial disparities, will they serve to miti-
gate or exacerbate disparities? The answer to this question can
inform the responsible design and use of Al tools in the child wel-
fare context, as well as other high-stakes social decision-making
contexts.

The primary racial disparity measure we use in this paper is the
difference in the screen-in rates across Black and white children.
Where prior work has emphasized the impact that the AFST has
had on caseworkers’ workloads [35], we think it is also important
to focus on the impact that the AFST has on families in Allegheny
County. Call screening is most often the first point of contact with
the child welfare system, where an agency decides whether to inter-
vene into the life of a family by investigating them. Being screened
in may lead to more child welfare involvement into a family’s life.
AFST documentation states that “screening in and a child protection
investigation has some potentially deleterious effects on families.
If screening in, however, is a prerequisite to being offered higher
quality services or being prioritized for a slot in a desired program,
one can argue the benefits of an investigation” [92]. Higher screen-
in rates indicate higher levels of state intervention into families’
lives, starting with investigation. Racial disparities in screening
rates indicate uneven application of interventions or investigations
of Black and white families and potentially uneven distribution
of the potential harms and benefits of them. Disparities in screen-
ing rates may be unjustified if they occur because of unwarranted
intervention or lack of intervention, e.g. investigating a family
when their child is not at imminent risk of abuse or neglect. As
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Dorothy Roberts [26] suggests, “[t]he disproportionate number of
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Black children under state supervision results from discriminatory
decision-making within the system as well as racist institutions in
the broader society.” However, as we will discuss below, disparities
may be justified: higher need or higher risk of abuse or neglect
among children in one group of people could warrant a higher
screen-in rate.

In summary:

e Through quantitative analysis based on the two years of data
immediately following the introduction of the AFST—from
August 2016 to July 2018—we evaluated racial disparities
in AFST-only and worker-AFST screening decisions. Our
results show that worker-AFST decision-making served to
reduce the disparity in screen-in rate between Black and
white children compared to algorithm-only decisions.

e We conducted a contextual inquiry by observing how call
screen workers use the AFST to help them make decisions,
and we interviewed workers about their experiences work-
ing with the algorithm. Through qualitative analysis, we find
that by assessing referrals holistically using all of the infor-
mation available to them and by adjusting for the algorithm’s
limitations, call screen workers disagreed with the AFST in
ways that serve, in aggregate, to reduced the impact of racial
disparities in the algorithm. Our findings suggest that the
AFST did not supplant call screening discretion and decision
processes and that workers were not blindly following the
AFST, consistent with the statement from Allegheny County
Department of Human Services [5] responding to Eubanks
[31].

e We also analyzed the accuracy of AFST-only and worker-

AFST decisions. Although the AFST is better than workers

at predicting the outcomes that it is trained to predict, our

qualitative findings indicate that workers make screening
decisions to optimize for fundamentally different outcomes
than the AFST.

Finally, we provide design implications for potential ways to

improve the collaboration between call screen workers and

the AFST in improving the decision-making process.

The AFST is just one algorithmic system used in child welfare;
there are many similar systems used in child welfare agencies across
the U.S. [78, 81]. We anticipate that several of our findings may gen-
eralize to other public sector, algorithm-assisted decision-making
contexts. However, agencies are often reticent about their inter-
nal policies, decision-making, and even public information [2, 79],
making it challenging to conduct similar analyses across other con-
texts. We thank the Allegheny County Office of Children, Youth
and Families (CYF) for their continued interest in working with
external researchers, and for their transparency in providing us
data and access to their facilities. We also thank the workers in
the Intake Department for taking the time to speak with us, and
for sharing their insights. We hope that more agencies will follow
Allegheny County’s lead in opening opportunities for public and
research accountability.

Finally, the data used throughout this paper contained informa-
tion on 39,429 children who were referred to CYF. We acknowledge
all 39,429 of these children and their families, on whom this data was
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collected and for whom this data reflects potentially consequential
interactions with CYF.

2 RELATED WORK

2.1 Algorithm-in-the-loop decision-making
“Algorithm-in-the-loop” decision-making is commonly character-
ized by first having an algorithm-produced prediction or classifi-
cation, with a human making the final decision after considering
an algorithmic recommendation [38, 85]. Algorithm-in-the-loop
decision-making has been observed in multiple high-stakes scenar-
ios, including pretrial bail decisions [3], recidivism predictions [28],
predictive policing [73], and diagnosing patients in clinical settings
[62].

As algorithm-in-the-loop decision-making becomes increasingly
common in practice, recent research has started to look at how
humans work with algorithms when making decisions and at the
relative contributions of humans versus algorithms to overall perfor-
mance. Many studies have focused on prediction accuracy, finding
that on many tasks, algorithms can outperform humans in terms of
prediction accuracy [8, 37, 39, 56, 57, 99]. However, recognizing that
human experts and algorithms may have complementary strengths
and limitations, a line of research has sought to understand how to
combine the capabilities of each [23, 42, 60, 86, 97]. Some studies
have demonstrated that combinations of human and algorithmic
judgment can improve prediction and/or decision-making (e.g.,
[6, 23, 43, 52, 57, 71]). Yet empirical results in this space have
been varied so far. In other studies, human-algorithm decision-
making has failed to improve or has even harmed performance,
compared with either human or algorithmic decisions alone (e.g.,
[3, 37, 74, 84, 99]).

Beyond accuracy, other metrics have been used to evaluate be-
tween decisions made by humans, Al, and human-AI combined
[3, 33, 38, 51, 59, 74]. Much of this work focuses on minimizing the
error of the decisions compared to the ground truth. Most relevant
to our work, Albright [3] compares racial disparities in human-only
and human-AI decisions in the context of pretrial bail hearings.
Here, judges are presented with a risk score and recommendation
from a risk assessment algorithm (similar to the AFST) and then
must decide whether to give a person who is charged with a crime
bail (and keep them in jail until they can pay) or let them go free
without paying bail until their trial date. Albright [3] suggested that
judges disagreed with the algorithmic recommendations for certain
types of defendants such that the judge-algorithm bail decisions
were more racially disparate—giving Black people bail rather than
letting them free without bail at a higher rate than white people—
than both the past judge-only decisions (before the algorithm was
implemented) and the algorithm-only recommendations in the same
time period. In our work, we present empirical results in the op-
posite direction: in the context of child welfare call screening, we
found that human-algorithm decisions were less racially disparate
than algorithm-only decisions would have been, and somewhat less
racially disparate than past human-only decisions.

2.2 Risk Assessment Tools in Child Welfare

For an overview of predictive algorithms used in child welfare, see
[81] and [78]. We provide a brief history here. For decades, child
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welfare agencies across the U.S. and abroad have been using risk
assessment instruments (RAIs) to assist child social workers in
making decisions, such as whether or not to investigate a family
or whether to remove a child from their family. Most RAIs have
been checklists that workers fill out in order to estimate the risk
of child maltreatment. For example, see the Structured Decision
Making (SDM) tools used in the California Child Protective Ser-
vices system and a number of other locales [70]. For a case study
of other kinds of RAIs and algorithms used in child welfare, see
[80]. However, newer RAIs include automated tools, commonly
called predictive analytics or data-driven predictive tools, which use
statistical modeling and machine learning to estimate risk based
on historical administrative data. Earlier iterations of these were
developed by private companies, such as Eckerd Connects [16],
MindShare Technology [87], or SAS [46]. Due to high error rates
and their “black box” nature, the Los Angeles County and Illinois
child welfare systems dropped private algorithms after brief trials
[48, 63, 64]. As such, these private tools have fallen out of favor,
though some were still in use in other locations at the time of
publication. Other data-driven predictive tools have been or are
being developed through public-academic partnerships—such as
the Allegheny Family Screening Tool (AFST) in Allegheny County,
Pennsylvania [15, 92] or other tools being implemented by the
same designers in Douglas County, Colorado [91] and Los Angeles
County [76].! These publicly-developed algorithms have proved
more resilient, with the AFST being the longest-lasting and most
prominent predictive tool in use today. Proponents of these newer
automated risk assessment tools, such as the AFST, argue that they
make more accurate decisions than both child social workers and
standard checklist-based RAIs; and that they make more consistent,
objective, and equitable decisions [15, 20, 45, 82]. Some critics argue
that these automated tools are still too inaccurate, that they do not
predict true child abuse or neglect, and that they still make biased
decisions because they are trained on biased data [15, 31, 65].

In order to evaluate the AFST based on these opposing concerns,
the Allegheny County CYF commissioned Goldhaber-Fiebert and
Prince [35] to conduct an Impact Evaluation of the AFST. Among
the results, the most relevant to this paper were the following: 1) the
AFST “increased accuracy for children screened-in for investigation
and may have slightly decreased accuracy for children screened-out;”
2) the AFST did not decrease the screen-in rate overall; and 3) the
AFST reduced racial disparities in terms of the screen-in rate, but
possibly worsened them in terms of accuracy [35]. These findings
called into question whether the AFST improves either accuracy
or equity. These results were based on an analysis of two years of
data immediately following the introduction of the AFST—from
August 2016 to July 2018. Our quantitative findings are based on
the same data as Goldhaber-Fiebert and Prince [35], which we
preprocessed and analyzed to match their work, as well. Rather than
reiterate their findings, we use this data to evaluate the effects that
automating screening decisions would have on racial disparities.
We also expand upon Goldhaber-Fiebert and Prince [35]’s findings
with a new mixed-methods approach.

!t is notable that Los Angeles County, the largest child welfare department in the U.S.,
dropped a private model earlier, but is now implementing a new model with the same
team who developed the AFST.
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Figure 1: The current AFST-assisted call screening process.
Call screen caseworkers make screening recommendations
and supervisors make the final screening decisions, both
with the AFST’s risk score and recommendation.

It should also be noted that some critics oppose not only au-
tomated predictive tools in child welfare, but also the discourse
around accuracy, fairness, accountability and transparency that our
paper contributes to, which “does not address the core structural
issues at work” with these tools [2, 77]. Abdurahman [2] explicitly
names and critiques the central question of our paper—namely,
“Does the Allegheny Family Screening Tool (AFST) produce fair out-
comes?” We still see some merit in “adjudicating [the] downstream
impact” of the AFST [2]. However, we recognize that our paper
is limited in that it does consider the larger political economic or
social contexts in which these tools are deployed, as in [2, 77].

3 METHODS
3.1 Study Context

In this paper, we studied a high-stakes scenario of child maltreat-
ment referral screening decisions. The Allegheny County Office of
Children, Youth, and Families (CYF) has been using an algorithmic
tool, the Allegheny Family Screening Tool (AFST), to assist with
child maltreatment call screening process since August 2016. The
AFST is a machine learning-based predictive risk modeling tool that
analyzes county data to predict outcomes related to child abuse or
neglect. The AFST Version 1 used demographic data related to the
alleged victims, caretakers, alleged perpetrators, prior child welfare
history, criminal history, public behavioral health history, and use
of public assistance [92].2 Prior to the introduction of the AFST, call
screen workers made all referral decisions without any algorithmic
aids. Since its deployment, workers have been presented with an
AFST risk score to assist with their call screening decisions for all
referrals which were not automatically screened in or out (hence-
forth referrals or discretionary referrals). Call screen workers still
make the final decisions—they have the option to either agree with
the algorithm recommendation, or to disagree and go with their
own decisions.

We adopted a mixed-methods approach to investigate how CYF
call screen workers work with the AFST, and how the resulting
human-AI decisions affect disparities in decision outcomes. We
analyzed historical data on call screening decisions prior to and
after the deployment of the AFST algorithm. We also conducted

2This was true for the first deployed version of the tool. The second version (in use
from November 2018 until the time of publication) stopped using public assistance
as a predictive feature and started using birth records [93]. For a full list of variables
used by the AFST Version 1, see pages 37 to 44 of the documentation [92].

3We provide more detail about which referrals are discretionary or not in Section 3.2.1.
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contextual interviews with caseworkers and supervisors to support
interpretation of findings from these quantitative analyses.

3.1.1  Use of the AFST in call screening. The AFST Version 1 (used
from August 2016 to November 2018) was made up of two models—
the re-referral model was trained to predict whether a child would
be reported again within two years of being screened out; the
placement model was trained to predict whether a child would be
removed from their home and placed in foster care within two years
of being screened in. Each model produces a risk score ranging from
1 (lowest risk) to 20 (highest risk) associated with the likelihood
of the corresponding predicted outcome (re-referral or placement)
for each child in the referral. The score is categorized visually into
3 bins: Low risk (score 1-9), Medium risk (score 10-14), and High
risk (score 15-20). The caseworker and supervisor sees a single risk
score (see Figure 2) associated with the referral. The presented score
is the higher of the scores across the two models. If the referral
involves multiple children, the score of the child with the highest
score in the referral would be shown.*

Workers used the AFST as follows: each caseworker first gath-
ered information about the referral, made assessments of risk and
safety,” made a screening recommendation for the referral, then
ran the AFST to generate a risk score and passed the report to a
supervisor. The supervisor then reviewed the report on the referral,
which included its AFST score, then made the final decision to
screen in and investigate the family or not. For all discretionary
referrals, the AFST score served as a recommendation; workers had
the authority to either agree or disagree with that recommenda-
tion when making the final screening decision. In Appendix D, we
suggest that CYF workers consider High risk referrals (15-20) to be
recommended screen-in, Low risk (1-9) recommended screen-out,
and Medium risk (10-14) sans recommendation. However, 29.3% of
children in discretionary referrals from August 2016 to May 2018
had a placement model score of 18 or above and were flagged as
mandatory screen-in [92]. For these referrals, workers were shown
the AFST interface on the right side of Figure 2. These referrals
were “required to be screened in,” but supervisors were able to
“override this requirement at their discretion” provided that they
“documented and reviewed” their reasons for overriding this re-
quirement [92]. Supervisors overrode these decisions and screened
out 21.0% of children labeled mandatory screen-in.

3.2 Data analysis

3.2.1 Data. We acquired data from Allegheny County CYF about
all children who were referred to CYF from January 2015 to July
2018. The data contains referrals from both before the deployment
of the AFST Version 1 (January 2015 - July 2016) and after (August
2016 - July 2018). We excluded all referrals which were automatically
screened in or out, since these non-discretionary referrals would

4For example, if there are two children in the referral: the first child with a re-referral
model score of 1 and a placement model score of 15, the second child with a re-referral
score of 10 and a placement score of 3; a score of 15 (and a “High risk” message along
with Figure 2) would be shown to the call screen workers.

5This is the risk of future child maltreatment and immediate safety. A U.S. government
source defines a safety assessment as gathering information to “determine the degree
to which a child or youth is likely to suffer maltreatment in the immediate future”
and a risk assessment as collecting information “to determine the degree to which
key factors are present in a family situation that increase the likelihood of future
maltreatment to a child or adolescent” [34].
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not have been influenced by the AFST. Thus, we excluded all Child
Protective Services (CPS) referrals,® referrals with active cases, and
referrals with completed cases. We excluded referrals which were
labeled both CPS and General Protective Services (GPS) in the
data. We also excluded all cases which did not include white nor
Black children, according to our definitions in Section 4.2. After
preprocessing, the data used in our quantitative analyses included
GPS referrals without active or completed cases which included
white or Black children from January 1, 2015 to May 13, 2018.

We also used AFST scores which were generated retrospectively
for the entire time period, which—due to a technical glitch that
led the AFST to produce erroneous scores for a subset of referrals
during the first year and a half of deployment—means that in some
cases the scores we use in our analysis were not the scores that
workers were shown from August 2016 until December 2017 [23].
Also, workers were not shown AFST scores from any referral from
January 2015 to July 2016, since the AFST was not deployed until
August 1, 2016. After December 2017, the AFST scores used in
our analysis were the same as those shown to workers. We use
the corrected AFST scores instead of the scores shown to workers
to more accurately portray the screen-in rate of a hypothetical
automated AFST-only policy.

Each entry in the data corresponds to an individual child who was
referred at one time. Each child and each referral were associated
with unique IDs. If a family with only one child was referred to
CYF three times, this would correspond to three different entries in
the data with the same child ID but three different referral IDs. If
a family with two children was referred to CYF once, this would
also correspond to two different entries with two different child IDs
but only one referral ID. Each entry included the AFST risk score
generated for each child in each referral, and the final call screening
decisions made by the call workers for that referral.” Throughout
our analysis, we report statistics and percentages in terms of entries,
where one entry represents a unique child in a unique referral.® For
shorthand throughout the paper, however, we describe numbers and
percentages in terms of children. For example, when we write that
71.0% of Black children were screened-in, this really means that 71.0%
of entries containing Black children in discretionary referrals were
not labeled screen out. After preprocessing, our data contains 31,025
entries before the deployment of the AFST Version 1, which include
information on 23,230 unique children in 15,179 unique referrals; the
preprocessed data from after the deployment of the AFST contained
51,750 entries on 33,613 children and 24,250 referrals.

3.3 Contextual Inquiry and Interviews

To support interpretation of our quantitative findings, we also con-
ducted contextual interviews with call screen caseworkers and
supervisors. A group of researchers visited the Intake Department
of Allegheny County CYF in July 2021. The visit consisted of two
parts: 1) contextual inquiries, where the researchers observed
how call screen workers worked with the AFST when making
screening decisions; and 2) semi-structured interviews where

6 According to a Pennsylvania governmental source, “CPS reports are those that allege
a child might have been a victim of child abuse” [1]. Pennsylvania law dictated that
these referrals were automatically screened in and investigated.

7 All children in the same referral received the same screening decision.

8Within CYF analysis, this is referred to as the individual or child level.
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Figure 2: The interface of the AFST which is used by the
child welfare workers to make screening decisions. The left
figure shows the score the for a normal high risk referral.
The right figure shows a referral with an exceptional high
risk that triggers the mandatory screen-in policy.

researchers were able to ask more in-depth questions. We observed
and interviewed 13 participants in total: 9 call screen caseworkers
and 4 supervisors over 2 separate visits in a span of two weeks. All
participants worked full time as call screen caseworkers or supervi-
sors. We checked with workers before and during our visits to make
sure that we did not burden them too much while they were busy
with work. To prevent workers from being identified in the work-
place, all responses in the paper are anonymous and we report only
minimal demographic information. Participants included, but may
not have been limited to, white workers, Black workers, women,
and men. At the request of the office, we did not provide monetary
compensation to the participants. This study was approved by the
Institutional Review Board of Carnegie Mellon University.

3.3.1 Contextual Inquiry. After obtaining consent from partici-
pants, we observed call screen caseworkers and supervisors in their
normal workflow, and participants were encouraged to think aloud
as they performed their tasks, to make more of their thinking and
reasoning visible. See Figure 1 for a visual diagram of the overall
workflow. For caseworkers, this included taking phone calls from
reporting sources, gathering information for reports, running the
AFST to produce a risk score and recommendation, and making
the call screening recommendation. For supervisors, this included
reviewing the reports made by caseworkers, correcting information
in reports (if need be), requesting field screening to gather missing
information about a referral (if need be), making the final screening
decisions, and overriding the mandatory screen-in referrals that the
algorithm enforces.” Each contextual inquiry session took about
three hours. Researchers took notes on the actions and thought pro-
cesses of the participants, while asking brief follow-up questions as
needed. Due to the sensitive nature of the work, we neither audio
recorded the contextual inquiry nor took notes on any personally
identifiable information.

9The AFST automatically flags referrals with the highest risk as “mandatory screen-in”
Only supervisors have the authority to override the AFST’s decisions for these referrals
[68].
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3.3.2  Semi-structured Interviews. After the contextual inquiry, we
invited each caseworker and supervisor for a semi-structured inter-
view. The goal of the interview was to understand how participants
incorporated the AFST in their decision-making process, and in par-
ticular, to gain further insight into possible mechanisms underlying
our quantitative findings. At the beginning of each interview, we
discussed participants’ background and experience in child welfare.
We also asked any follow-up questions that arose from our observa-
tions during the contextual inquiry, including clarifying questions
about specific referrals or about their day-to-day workflow. We
shared statistics about racial disparities in call screening similar to
those in Figures 3, 4, and 5 which compared the AFST recommen-
dations to actual decisions from 2016 to 2018, and asked workers’
thoughts about these numbers. We then asked participants how
they worked with the AFST to ensure fairness in screening deci-
sions. Lastly, we discussed potential improvements to the design
and use of the AFST.

3.3.3  Qualitative Analysis. We first transcribed all interview record-
ings into text, and used thematic analysis [7] to analyze our data,
a constructivist approach inspired by grounded theory [13]. We
combined the data collected from both the contextual inquiry and
interviews, which contains interview transcripts and field notes.
The authors collaboratively conducted open coding on the data,
which generated over 1500 open codes. The authors then conducted
an iterative affinity mapping process to the open codes, performing
constant comparisons and iteratively clustering related codes. In
the end, the authors refined the themes that emerged from the
affinity mapping.

3.4 DPositionality

We authors acknowledge that our positionality shapes our ap-
proaches to research, as well as how we interpret and present our
findings. Given that the subject of research involves how Black and
white families have been treated by the child welfare system in Al-
legheny County, Pennsylvania, we think it is especially important
to acknowledge our racial/ethnic backgrounds, where we live, and
our relationships to child welfare. The two lead authors are Asian
and white, respectively. The rest of the authors self-described their
racial/ethnic backgrounds as Asian, Asian American, Caucasian,
Chinese, Filipino and White, in alphabetical order. None of us au-
thors are Black. All but two of us live in Allegheny County; the
other two live in Minnesota and California. None of us have been
investigated by a child welfare agency, nor were any of us adopted
nor involved in the foster care system as children. Throughout this
work, we collaborated with Allegheny County CYF in order to gain
access to data and to talk with workers, although the analysis and
writing were conducted independently.

4 DECISION-MAKING PARADIGMS AND
TERMINOLOGY

In this section, we define terminology used throughout the paper.
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4.1 Decision-making paradigms

In this paper, we compare hypothetical screening decisions made by
the AFST alone versus actual decisions made by child welfare work-
ers when using the AFST. We define these two decision-making
paradigms as follows:

(1) AFST-only decisions: The hypothetical screening decisions
that the AFST algorithm would make if it were the only
decision-maker (without workers). For clarity, we suppose
that the AFST would screen in any High risk referrals (with
a score of 15 to 20) and screen out any Medium and Low risk
referrals (scores 1 to 14). We choose a threshold of 15 for
our AFST-only policy because it is the threshold between
Medium and High risk AFST labels presented to the call
screen workers, and because its hypothetical screen-in rate
would be close to the actual screen-in rate from 2016 to
2018. This split between High and Low risk referrals follows
official AFST documentation, which discusses disparities:
“up until the end of 2017, 47% of black children received a
‘high’-range score (15-20), compared to 39% of white chil-
dren. Conversely, 29.6% of white children have received a
‘low’-range score (1-9), compared to 10% of black children”
[68, p.11]. See Appendix D for evidence that call screen work-
ers see High risk labels as screen-in recommendations and
Low risk as screen-out. However, we also conducted sensi-
tivity analyses by replicating our empirical results across
alternative thresholds. For example, Figure 6a shows similar
screen-in rate disparities across thresholds from 10 to 20.

(2) AFST-assisted worker decisions: The actual call screen-
ing decisions made by child welfare workers from 2016 to
2018, assisted by the AFST (see Section 3.1.1 for a detailed de-
scription of the decision-making process). For brevity, we re-
fer to these decisions as worker-AFST decisions through-
out the rest of the paper.

4.2 Definitions of Black and white children

In the data, each child had one or more of the CYF race labels:
“Black,” ““white,” “Hispanic,” “Asian,” “Native American,” “other,” or
“unknown.” For our quantitative analyses in this paper, we consid-
ered a child Black if they were assigned the CYF race label “Black”
alone or “Black” with any other CYF race label. We considered a
child white only if they were labeled “white” only —i.e. if the child
were labeled “white” plus any other CYF race label, they were not
considered white in our quantitative analyses. We considered a
child with the CYF labels “Black” and “white” as Black. This follows
the same racial classification as the official AFST Impact Evaluation
[35].

4.3 Evaluation Metrics

Our primary research questions to evaluate are: 1) how worker-
AFST decisions affected racial disparities in call screening, and 2)
whether changes in disparities affected the decision accuracy. We
adopt the following evaluation metrics:
e Racial disparity

The primary disparity measure used in this paper is the dif-

ference in the screen-in rate between Black children versus

white children. Differences in the screen-in rates between
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different racial groups correspond to one of the simplest and
most popular algorithmic fairness notions—statistical parity,
e.g. [17, 29, 32]. Specifically, a classifier satisfies statistical
parity if the subjects in the protected and unprotected groups
have equal probability of being assigned to the positive pre-
dicted class. While statistical parity serves as a starting place
for our analyses, to assess the robustness of our results we
also evaluate the disparities in other metrics, including accu-
racy, precision, true positive rate and false positive rate.

e Accuracy
We measured accuracy by the percentage of decisions that
aligned with a proxy ground truth: for screen-in decisions,
we measured the percentage of children that were either
removed from their home within 2 years or re-referred again
within 2 months of the referral; for screen-out decisions, we
measured the percentage of children who were neither re-
moved from their home within 2 years nor re-referred again
within 2 months of a referral.’® Our definition of accuracy
differs slightly from prior work on the AFST, in which a
screen-in decision was accurate only if the child was later
placed in foster care within 2 years and a screen-out decision
was accurate only if the child was not re-referred within 2
years [35, 92]. We adopt the former definition of accuracy so
that our hypothetical AFST-only accuracy is a decent esti-
mate of what the accuracy of screening decisions would have
been had they actually been automated by the AFST-only
policy.
Our measurement of AFST-only accuracy is an imperfect es-
timate, due to its counterfactual predictions [18]. For any re-
ferrals where the AFST-only decision differs from the actual
screening decision, ideally we would want want to measure
the AFST-only accuracy in terms of counterfactual outcomes
—e.g. whether a child would have been placed in foster care
or re-referred had they been screened in (when in reality
they were screened out). Since we do not know these coun-
terfactual outcomes, we evaluate AFST-only accuracy based
on the actual predictive outcomes instead. However, because
the screening decisions affect the predictive outcomes, the
actual outcomes may have different probabilities than the
counterfactual ones. For example, if the AFST-only decision
is screen in, its accuracy will be judged based on whether
the child is re-referred or placed; but, if they are actually
screened out, we assume (but do not know) that the child
is less likely to be placed and more likely to be re-referred
than if they were actually screened in. This assumption may
distort our measurement of accuracy for the hypothetical
AFST-only decisions. As Coston et al. [18] note, this is a lim-
itation endemic to risk assessments where the predictions
affect the predictive targets.

e Other metrics
We also evaluated disparities and prediction performance
for a few additional metrics. We defer these results and the
necessary terminology to the Appendix.

19%e chose to evaluate re-referral within 2 months for consistency with the official
AFST Impact Evaluation [35]. However, that the AFST Version 1 predicted re-referral
within 2 years [92].
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Figure 3: Black-white screen-in rate disparities for AFST-
only and worker-AFST decision

AFST-only Worker-AFST
Black | white | Black | white
Screen-in 18536 | 11013 | 16133 | 11420
Screen-out | 7587 10610 | 9990 10203
Total 26123 | 21623 | 26123 | 21623
Table 1: Total number of children that the AFST-only would
have hypothetically screened in and out, compared to the
actual decisions made by workers aided by the AFST.

5 HOW AFST-ASSISTED WORKER DECISIONS
AFFECTED SCREEN-IN RATE DISPARITIES

5.1 Black-white disparities between AFST-only
decisions and workers’ final screening
decisions

In this section, we look at the disparity in screen-in rates among
Black and white children who were referred to CYF for AFST-only
and worker-AFST screening policies. In Figure 3, we see the dif-
ference in screen-in rates between white and Black children under
these two screening policies for all children reported to CYF from
August 2016 to July 2018 who were not immediately screened in
or out.!! The screen-in rates in Figure 3 are calculated over the
number of discretionary referrals within the race listed, e.g. the 71%
AFST-only screen-in rate for reports with Black children means
that 71% of reports with Black children would have been screened
in from 2016 to 2018 following the AFST-only screening policy.
The Black-white screen-in rate disparity refers to the difference
between the screen-in rate for Black children and the screen-in
rate for white children under a given policy for this time period.
For example, the AFST-only Black-white screen-in rate disparity
from 2016 to 2018 was 20%, because 71% of all referrals with Black

1By Pennsylvania law, all CPS referrals are automatically screened in. Some other
referrals were marked as automatically screened in or out. All of these referrals were
excluded from our analysis. All numbers in this section reflect only discretionary
referrals for which the AFST could have had some influence on.
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children would have been screened in and 51% of all white chil-
dren would have been screened under the AFST-only screening
policy.’? We calculate that the worker-AFST screen-in rate dispar-
ity for the same time period was 9%, since 61.8% of Black children
and 52.8% of white children were screened-in. These results sug-
gest that the Black-white screen-in rate disparity under the
worker-AFST screening policy was less than half than that
of the AFST-only policy from August 2016 to May 2018, 11%
lower to be exact. Table 1 shows the total number of referrals with
Black and white children which would have been screened in and
out under the AFST-only policy. An AFST-only policy would have
screened in over 7500 more Black children than white children. In
actuality, workers only screened in only 4713 more Black children
than white. For reference, we calculate that from January 2015 to
July 2016, before the AFST was implemented, workers screened in
52.5% of Black children and 41.2% of white children in discretionary
referrals. This was a Black-white screen-in rate disparity of 11.3%.

We also examined Black-white screen-in rate disparities using
other decision thresholds for the hypothetical AFST-only policy, as
well as additional disparity metrics. We found that worker-AFST
decisions were less disparate than AFST-only decisions, regard-
less of which threshold was chosen. It should be noted that the
threshold of 15 that we default to throughout the paper has the
second-to-highest disparity of any threshold from score 10 to 20
(including “mandatory screen-in”). We default to threshold 15 not
to overstate our results, but because we argue that it would be the
most reasonable threshold to choose from, given the design of the
AFST which splits referrals into High and Medium risk referrals
at 15, and given that a score of 15 produces an AFST-only overall
screen-in rate comparable to the actual screen-in rate, whereas
other thresholds do not. With some exceptions, we observe similar
patterns in precision rates, true positive rates, and false positive
rates—worker-AFST decisions exhibit less racial disparity in these
metrics, as compared to AFST-only decisions defined by all thresh-
olds from score 10 and above. See Appendix C for our complete
analysis.

How workers disagreed with the AFST to reduce the Black-
white screen-in rate disparity. Figure 4 shows the percentage of
children which would have been screened in and out under both the
AFST-only and worker-AFST policies, broken down by race. Recall
that the Black-white screen-in rate disparity under the AFST-only
screening policy was 20%. The simplest way that workers could
have reduced this disparity would have been to screen in more
white families and screen out more Black families than the AFST-
only policy would have. Overall, this is what we observed: however,
workers did not disagree with the AFST-only policy exclusively
in ways that would have lessened this disparity. If workers were
heavily guided by the AFST, but intentionally tried to reduce its
screen-in rate disparity, we might expect that workers would not
have screened in Black families that the AFST-only would have
screened out, and that workers would not have screened out white
families that the AFST-only would have screened in. However, we
see in Figure 4 that this is not the case: workers screened out 15.9%
of Black children who would have been screened out under the
AFST-only policy and screened out 17.6% of white children who

12Note that this 20% difference is in percentage points, i.e. 71% minus 51%.
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AFST-only / worker-AFST decisions as percents of total referred children by race

AFSTonly screen out
worker-AFST screen out

W Biack children
BN white children

Percent of total referrals by race

AFSTonly screen in
worker-AFST screen in

AFSTonly screen in
worker-AFST screen out

AFST-only vs. worker-AFST decision

AFSTonly screen out
worker-AFST screen in

Figure 4: Proportions of Black and white children for which
the AFST-only decisions and worker-AFST decisions agreed
and differed. Note that the percentages here are over the to-
tal number of referrals per race, e.g. the 48.6% in the leftmost
bar indicates that 48.6% of all Black children referred to CYF
would have been screened in by AFST-only and was screened
in by workers aided by the AFST (worker-AFST). Notice that
the sum of the two leftmost bars (for a single race) equals the
AFST-only screen-in rate —e.g. 48.6%+22.3%=71% for Black
children,—whereas the sum of the leftmost and the right
middle bars equals the actual worker-AFST screen-in rate—
e.g. 48.6%+15.9%=61.7%.

would have been screened in under the AFST-only policy. Because
we see disagreement across the board, it is likely that workers are
using their best judgment across the board, and they are not simply
following the AFST’s recommendations. It is also likely that work-
ers are not making screening decisions explicitly in order to reduce
racial disparities. These interpretations align with our qualitative
findings in Section 5.2.

What ultimately led to the Black-white screen-in rate dispar-
ity being lower under the worker-AFST policy than under the
AFST-only policy is shown in Figure 4. Among children that
the AFST-only policy would have screened in, call screen
workers screened out more Black children than white chil-
dren (22.3% vs 17.6%). Among children that the AFST-only
policy would have screened out, workers screened in less
Black children than white children (13.1% vs 29.5%).

5.2 Qualitative: How did workers achieve lower
Black-white screen-in rate disparity?

When reviewing a referral, workers can see the races of everyone
involved. In theory, one (naive) way workers could have reduced
the screen-in rate racial disparity is by simply looking at the race
of the children in the referral, screening in more Black children and
screening out more white children, regardless of the other factors
involved in the referral. Based on both our quantitative results (Sec-
tion 5.1) and our qualitative findings, it is clear that this was not the
case: workers were making decisions in a more sophisticated way.
Furthermore, four call screen caseworkers and three supervisors
explicitly said they did not make screening decisions based on the
race of the family.!® Two caseworkers and three supervisors said

3Note, however, that five caseworkers stated that they did consider the race of the
family in order to account for racial biases in reporting. We explain this further below.
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Details

Workers considered AFST scores in the context of all the other information in a referral and made holistic,
contextual assessments of risk and safety to make screening decisions.

Workers adjusted for what they perceived to be limitations of the AFST and disregarded the AFST’s recom-
Adjusting for mendations when they thought it over- or under-scored referrals.

limitations of the AFST | Workers thought the AFST was over- or under-scoring certain referrals because it did not take the allegation
or other current referral information into account properly.

Workers thought that the AFST over- and under-scored referrals specifically based on system involvement, i.e.
welfare, public medical services, criminal history, or CYF history.

Workers compensated for what they thought were the AFST’s racial disparities caused by systemic racial

Mechanisms

Holistic decisions

biases in CYF reporting and county data collection.

Collaborative decisions | Workers regularly made decisions collaboratively, both under standard procedures between caseworkers and
supervisor, and impromptu between caseworkers.

Table 2: Summary of qualitative findings presented in Section 5.2.

they did not look at race at all. For example, one supervisor said, T
have no idea what races people are.” Based on contextual inquiries
and interviews with CYF call screen workers, we hypothesize that
the decrease in Black-white screen-in rate disparity from 2016 to
2018 occurred because of the following reasons (also summarized
in Table 2):

(1) Workers made screening decisions based on holistic, contex-
tual assessments of risk and safety.

(2) Workers adjusted for limitations that they perceived in the
AFST when making decisions on a case-by-case basis. For
some workers, this adjustment was a conscious adjustment
to try to reduce racial disparities. For others, it was uninten-
tional. However, the effect of reducing disparity in aggregate
was the same.

(3) Workers made collaborative screening decisions about some
reports they were uncertain about.

5.2.1 Holistic decision-making. Workers made holistic, contex-
tual assessments of risk and safety in order to determine
whether to screen referrals in or out.

Interview findings: Four caseworkers and one supervisor said
they did not consider the AFST’s recommendation as a baseline to
guide their final screening decision. Rather, workers said the AFST
provided additional information to consider (two supervisors and
three caseworkers). For example, one supervisor said, “[the AFST
is] a good tool to have for some extra information, in terms of risk.”
Another supervisor said workers “take in consideration what the
computer [i.e. the AFST] is saying, but,... we’re not making a decision
based on what the computer says. If the computer says, ‘This score is
a 16, per the computer we have to assign that family, and we’re not
doing that, we’re using real... information to make the decision and
not numbers to make the decision.” This supervisor also said they
screen reports based on “what risk factors are going to impact the
children, because it’s all about child safety.”

For call screen workers, safety refers to present danger or well-
being of the children in a report; risk refers to the chance that the
children will be harmed or neglected in the future. One supervisor
said, “safety is more immediate. And risk is even more long-term.”
For example, one caseworker said living in a dirty home is a risk,
but not an impending danger. Workers conduct holistic, contextual

assessments when they consider any piece of information in a report
to be relevant only when it’s relevant to risk and safety in the
context of all other information in the report (cf. [4]).

Contextual Inquiry Observations: For example, we observed
a caseworker review a referral where a single mother was reported
by a friend for allegedly using drugs and generally neglecting her
four children (ages five to seventeen). The report also included
pressing concerns about some of the children’s dental health. The
family was reported a month prior because one of the children was
truant. The AFST score was 11 (medium, on the side of screening
out), which this caseworker considered to be a low score. However,
the caseworker recommended screening in the referral, because of
the combination of the drug allegation, the presence of some young
children, the past truancy case, and the dental health concerns. The
caseworker said they would have screened out the referral if it had
included only one or two of these risk factors without the others.

Overall: Because workers considered the AFST risk score in
the context of all the other information in a referral, we often
observed that they considered other information to be more rele-
vant to risk and safety than the AFST score, and made screening
decisions despite the score. We suspect that this holistic decision-
making contributed to the baseline level of disagreement across
both race and AFST-only screening decisions in Figure 4. One super-
visor expressed that they thought this kind of holistic, contextual
decision-making led to less racially disparate screening decisions.
However, this supervisor said they did so unintentionally and that
the 11% reduction in screen-in rate Black-white disparity from 2016
to 2018 was “not the intention, just the outcome.”

5.2.2  Adjusting for limitations of the AFST. Next, workers said
they adjusted for what they perceived to be limitations of
the AFST: they disregarded the AFST’s recommendations when
they thought it over- or under-scored referrals because it
was unable to properly take all referral-relevant informa-
tion into account. Instead, workers relied on factors that they
believed were more relevant in a given referral to make a decision,
as discussed below.

(1) Workers thought the AFST was over- or under-scoring
certain referrals because it did not take the allegation or
other current referral information into account properly.
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Interview findings: For example, one caseworker said that the
AFST does not consider the allegation in the report when deter-
mining the risk score, “even if it says, ‘Dad killed Mom in front of
the kids.” You know what I'm saying? Like, something crazy.” One
caseworker gave an example where the AFST over-scored a referral
because it did not properly take into account the results of a recent
investigation: “We just investigated and we found that the parents are
providing fine... and we just closed it. Then some anonymous person
reports the same thing. Then... [the AFST says] it’s a high risk again,
and we already just previously addressed it.”

Contextual Inquiry Observations: For example, we observed
a caseworker review a referral where a mother was reported for al-
legedly not giving prescribed mental health medicine to her daugh-
ter. The caseworker immediately told us that this was a serious
allegation. One prior report had also been for withholding medicine.
The AFST score was a Low risk protocol (i.e. a mandated screen
out).!* The caseworker thought the AFST score was too low. The
caseworker said they would override the AFST Low risk protocol
and screen the current referral in, because of the seriousness of
the current allegation and the one prior referral with a similar
allegation.

(2) Workers thought that the AFST over- and under-scored
referrals specifically based on system involvement, i.e. wel-
fare, public medical services, criminal history, or CYF his-
tory.

Interview findings: Six caseworkers and three supervisors said
that the AFST over-scored families with more system involvement
and under-scored families with less system involvement. For exam-
ple, one caseworker said that families who do not use public welfare
or medical services get scored lower than families who do: “if you
were poor and you’re on welfare, you’re gonna score higher than a
comparable family who has private insurance. Because those people
go to private therapists.”1> A caseworker said people who do not
have a history of county involvement “could totally be away from
Big Brother forever.” Workers’ beliefs align with prior work which
suggest that the AFST is biased towards poor people and people
with system involvement [31, 45]. We observed workers disregard
the AFST score because they thought it was relying too heavily
on system involvement and not taking relevant information into
account.

Contextual Inquiry Observations: For example, we observed
one caseworker review a report where they thought the AFST
score was high because of system involvement, but they wanted to
screen it out. A judge mandated that CYF look into the family after
their child came to a juvenile probationary hearing. The child was
currently incarcerated. The family had a number of prior referrals
and used a lot of public behavioral health services (50+ times).
Based on this history, this caseworker said ‘T know [the AFST score]

14This Low risk protocol label was introduced in the AFST Version 2 [93]. It is analogous
to the mandatory screen-in label, but for screening out: so, the default decision is
screen out, but it can be overridden by a supervisor.

15The official AFST FAQ documentation says that “receiving of public benefits” did
not necessarily increase a family’s AFST score: “[Flor 45% of families, receiving of
public benefits (e.g., SNAP, TANF)... was associated with lower scores than for similar
families that did not receive those services” [68]. As one supervisor pointed out,
however, workers’ perceptions could still be right if there are “other things that are
affecting that score” that are “just more associated” with public welfare records, e.g.
public mental health records or criminal records.
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is gonna be high.” When the caseworker ran it, the AFST score was
a 20. However, the caseworker wanted to screen out the referral,
because the child was already incarcerated, so it would be no use
to investigate the family. The AFST over-scored this referral based
on the family’s history and neglected highly-relevant context: that
the child was in custody of the state and thus would not need to be
investigated.

Overall: Prior work suggests that Black people have higher
rates of poverty and system involvement, and that this accounts
for racial disparities in the child welfare system [27, 45]. Workers
understood that the AFST was over- and under-scoring referrals
based on system involvement and were correcting for that by dis-
agreeing with the AFST’s recommendations for these referrals.!
Because system involvement is also correlated with race (Black
families having more involvement than white families), this would
account for the higher percentage of Black children than white
children that the AFST-only decisions would have screened in but
workers screened out (22.3% vs. 17.6%) and for the lower percentage
of Black children than white children that the AFST-only decisions
would have screened out but workers screened in (15.9% vs. 29.6%)
as seen in Figure 4. As stated in Section 5, this pattern of disagree-
ment contributed to the 11% reduction in Black-white screen-in
rate disparity from the AFST-only to worker-AFST decisions. In
sum, because workers disregarded the AFST score more often when
they perceived it to be over- or under-scoring based on system in-
volvement (and not considering other relevant information), they
were able to reduce racial disparities in call screening.

(3) Workers compensated for what they thought were the
AFST’s racial disparities caused by systemic racial biases in
CYF reporting and county data collection.

Interview findings: Five caseworkers thought AFST-only de-
cisions were racially disparate not only because the AFST over-
and under-scored based on poverty and system involvement, but
because of systemic racial biases in CYF reporting and in county
information collected elsewhere—such as the medical system or the
criminal system. These workers did not make screening decisions
based on the race of the family, but they did consider the race of the
family in order to account for systemic racial biases. These workers
also thought that the AFST was biased because of over-reporting on
Black families and systemic racism. One caseworker said that “white
people are not reported as much as Black kids” and that they “get a lot
of reports on African-Americans and a lot of them are bogus. Another
caseworker also agreed with this: ‘T also think [the AFST is] very
biased, but so is the world.” This caseworker continued, “the whole
system is racially biased. ... It’s the people entering the information
[i.e. reporting families] that’s affecting the [AFST] score.”

Contextual Inquiry Observations: For example, we observed
a caseworker review a report which included a fifteen-year-old boy
who had not been to the dentist in five years and whose teeth were
severely damaged: The caseworker said, “he needs nine root canals,
seven fillings.” This was not reported by the dentist, however. The
caseworker said that “the dentist had all the information of the last
five years of them trying to get [the boy] to come to the dentist... And
[the dentist] didn’t report him, because he’s white.”

16Prior work also suggests that CYF workers can reliably correct for limitations in the
AFST [23].
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Interview findings: Workers said they do not take the race of
the family into account when making screening decisions. However,
they do consider racial biases in CYF reporting and county data
collection. For example, when asked if they take race into account
when making screening decisions, one caseworker said “we don’t
treat any of the cases differently.” However, this caseworker later
gave a hypothetical example of a referral where a Black family
might get reported by someone who doesn’t “deal on a daily basis
with people of different cultures” and who might “automatically
assume, like, ‘oh my God, holy shit, you can’t swear at your kids like
that.”” But, this report would be unjustified: “you and I may think
[swearing at your kids is] tacky, but is that child hurt? Kid’s not hurt”
Another caseworker also said that they consider the race of the
family in order to account for biases which could affect reporting:

“Colorblind assessment also feels like it’s ignoring the
point. So, I feel like [race is] definitely something that
I take into consideration. ... Bias could be affecting the
way that the information is being reported. ... I feel like
I'm definitely more conscious of it now.”

Overall: Some workers understood that there were systemic
racial biases that existed outside of their agency—in reporters and
in professionals (e.g., in the medical and criminal systems) who
create the data that they then make decisions based on. These
workers expressed that they make screening decisions in order to
compensate for these systemic racial biases. When it came to the
race of the family, most of these workers said they did not consider
race qua race, but rather race qua racial biases, which could color
the information that they see in a report.!”

5.2.3 Collaborative decision-making. Screening decisions were not
made by siloed, individual workers. Workers regularly made deci-
sions collaboratively. They did so in two ways: First each report
went through multiple (at least two) layers of workers in order
to make the final screening decision. Second, workers often col-
laborated in ad hoc, impromptu ways, especially when workers
were uncertain about a decision. We suspect that this collaboration
contributed to mitigating workers’ individual biases, and thus a
reduction in the screen-in rate disparity in aggregate. However, this
contribution is likely lessened, because final screening decisions are
still made primarily by a few supervisors, and because the second
kind of collaboration listed above is still informal and not applied
consistently across all referrals.

Interview findings: First, as described in Section 3.1.1, the
workflow on a standard referral necessitates that one caseworker
and one supervisor review a referral. For most referrals, the case-
worker receives a report, fleshes it out by searching the KIDS county
database, makes a risk and safety assessment, makes a screening
recommendation, and runs the AFST to generate a risk score. The
report is then sent to a supervisor, who reads it in its entirety.
One caseworker said the reports are not written by the caseworker
alone—it is often a collaborative effort where the supervisor commu-
nicates with the caseworker about any inconsistencies, ambiguities,
or mistakes in the report: “it isn’t like, T'm doing it. Clickety-click-
click-click.’... [The supervisor] knows right away that I screwed some-
thing up.” If there are any holes in the report or any children in

17 As a note, nondiscrimination laws apply to child welfare investigations [67], which
may motivate workers not to consider race or to say they do not.

CHI ’22, April 29-May 5, 2022, New Orleans, LA, USA

the report are younger than four, the supervisor may also ask for a
field screen to send a field caseworker out to conduct a preliminary
check on the family or gather more information about the report.
Once the report is complete, the supervisor makes the final decision
to screen the report in or out.

Supervisors primarily make the screening decisions. That being
said, the process of both caseworker and supervisor reviewing a
referral, communicating about the referral, making assessments
of risk and safety, and making screening recommendations, is an
important form of multi-layered, collaborative decision-making.
Having the multi-layered process not only adds additional pairs of
eyes to review each referral, it also ensures that the referrals are
more likely to be reviewed by workers with different (demographic)
backgrounds. One caseworker believed that the diversity among
caseworkers was helping to reduce biases in the screening decisions:
“It’s good to have different backgrounds with supervisors and others
who make those decisions after it passes from our hands and it goes
on to the next level of folks. And it’s good to know there’s diversity
within those groups.”

Contextual Inquiry Observations: We also observed workers
collaborating in ad hoc, impromptu ways that were not built into
the standard decision-making process. Workers often discussed
reports with other workers beyond the one caseworker and one
supervisor assigned to the report. This occurred especially if they
were uncertain about it. For example, while observing one case-
worker (call them caseworker A), another caseworker (caseworker
B) asked caseworker A to double-check that all the family members
on a referral were correct, since caseworker B had taken a call about
this family previously. Supervisors often talked with each other (or
sometimes caseworkers) if they felt uncertain about a screening
decision. For example, if they felt uncertain about a report, one
supervisor said, “we’ll sit down and discuss it amongst the supervisors.
‘Well, what do you think we should do with this?’ It’s not like we all
work in a little bubble.” At one point, we observed a caseworker
walk to a supervisor’s desk to discuss what to do about a referral
that the caseworker had reviewed and the supervisor was making
the final decision about.

This process was often informal and ad hoc: Workers worked
in tightly-packed cubicles in a single room. So, they would talk
to one another over the cubicles, often overhear one another talk
about a report and add their two cents, or walk to another worker’s
cubicle to ask them what they think about a certain referral. One
supervisor described the call screening decision-making process as
“very collaborative” and “a group effort”: “Sometimes I'll be reviewing
and I'll be like, ‘Hey, [supervisor], what do you think about this?’ You
know, or we’ll just be talking about it in the room. If the reporting
source calls back, someone else will hear it and be like, ‘Oh, that’s my
reporting source’”

Overall: We suspect that this collaboration may have an effect
of assuaging workers’ biases. Prior work suggests that workers’
biases play into the CYF screening process [45]. Some workers ac-
knowledged that they have their own personal biases. For example,
a caseworker said, ‘T try to be conscious of my biases.” With at least
a caseworker and a supervisor reviewing each referral in detail,
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Figure 5: The differences in prediction accuracy between
AFST-only and worker-AFST decisions.

workers have more of a chance to correct for each others’ biases.!8

For example, one caseworker said the CYF call screening process
has “a lot of checks and balances.” Some workers themselves also
expressed this view that multi-layered decision-making curbed bi-
ases. For example, when asked how workers make fair decisions,
one caseworker said that “it’s good to have... others who make those
decisions after it passes from [caseworkers’] hands and it goes on
to the next level of folks.” By curbing workers’ individual biases,
we hypothesize that such collaborative decision-making may have
contributed to workers’ final screening decisions being less racially
disparate in aggregate from 2016 to 2018. That being said, however,
any bias-curbing effects of multi-layered, collaborative decision-
making may be lessened due to caseworkers having less agency
to influence the final screening decisions. For example, one case-
worker said, ‘T have very limited power... I don’t have the power of
saying something’s not right.” Furthermore, because the second form
of collaborative decision-making described above was primarily
informal, ad hoc, and not built into the standard decision-making
for every referral, it is unclear how many referrals would have been
affected by this form of collaboration.

6 HOW WORKER-AFST COLLABORATION
AFFECTED ACCURACY AND DISPARITY

6.1 AFST-only screening decisions were more
accurate than workers when measured on
outcomes that the AFST was trained to
predict

So far, we have seen how workers made screening decisions which
were less racially disparate than the AFST-only decisions. However,
one of the primary arguments for the use of the AFST has been
that it is more accurate than call screen workers [15, 20, 45, 82].19

18Here, we mean individual biases, such as implicit biases or overt prejudices. For
systemic biases, such as those built into worker training or the bureaucratic process
itself, having more eyes on a report is unlikely to curb them.

190n the other side, one of the primary arguments against its use has been that it is
not accurate enough [31, 65].
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For example, in the official Ethical Analysis of the AFST, Dare
and Gambrill [20] claim that the AFST is “more accurate than any
alternative” and argue that it “is hard to conceive of an ethical
argument against use of the most accurate predictive instrument”
After all, an inaccurate screening decision could mean that a family
is unjustly investigated—a possibly traumatic experience and a
step too far towards child separation. Or it could mean that CYF
does not intervene when a child will be harmed. In our setting,
one concern is that a screening policy which makes less racially
disparate decisions might make less accurate decisions [12, 61, 90].
For example, it may be the case that because workers make less
racially disparate decisions than the AFST, they would also make
less accurate decisions. In Figure 5, we see that this is ostensibly
the case: the AFST-only screening policy would have been more
accurate than the actual screening decisions made by workers from
August 2016 to July 2018 (51.0% vs 46.5%).20 In Figure 5, we also see
that the worker-AFST decisions were less racially disparate in terms
of accuracy than the AFST-only decisions (5.4% vs 13.5%). In sum,
although the worker-AFST decisions achieved lower prediction
accuracy than the AFST-only decisions, worker-AFST decisions
were also less racially disparate than the AFST-only decisions in
terms of accuracy.

However, the definition of prediction accuracy we adopt is par-
ticularly important when interpreting these results. Accuracy is
measured against outcomes that the AFST is trained to predict, i.e.
re-referral and placement. Thus, a more precise interpretation of
the results in Figure 5 is that the AFST-only was 4.5% more accurate
than workers at predicting the outcomes that the AFST was trained
to predict. However, prior work suggests that these outcomes are
biased and contested [18, 23, 50]. Furthermore, as we will discuss in
Section 6.2, our qualitative findings indicate that workers disagree
with the use of these outcomes, and that they are predicting differ-
ent outcomes than the AFST day-to-day. Therefore, although the
AFST-only screening policy was better at predicting the outcomes
that it was trained to predict, it is important to keep in mind that
the decisions made by workers aided by the AFST may actually
be better at predicting the outcomes that workers find useful or
important for preventing child abuse or neglect.?!

6.2 Qualitative: Workers and the AFST do not
agree on prediction outcomes and accuracy
measures

6.2.1  Workers believe re-referral and placement are bad proxies for
risk of child abuse and neglect. In an official CYF survey of Hu-
man Services [68], workers were asked about how confident they
are in “the AFST’s ability to accurately assess the risk of a future
referral or out-of-home placement?” Workers responded with luke-
warm confidence because they thought the AFST was unable “to
take expected improvement or individual circumstances into ac-
count” [68]. Yet, this may be the wrong question to ask entirely:
workers may or may not be confident that the AFST can accurately
predict the proxy outcomes that it was trained to predict. A more

20To reiterate, this AFST-only policy is defined as in Section 4 with a screening thresh-
old of 15, i.e. screen in all High risk referrals and screen out everything else.

%' Here, we hearken back to a question Dare and Gambrill [20] bring up in the Ethical
Analysis of the AFST: “The question is, how can we make the fewest errors in our
efforts to protect children and families?”
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fundamental question is: are caseworkers confident that any assess-
ments of risk of future referral or out-of-home placement will help
them make better decisions to prevent child abuse and neglect?

Interview findings: Based on our observations and interviews
with workers, we believe workers lean towards ‘No.” Although the
AFST was intentionally designed to complement workers judgment
by nudging them to consider longer-term risk, in addition to short-
term safety concerns [93], workers did not view the AFST’s target
outcomes as relevant to their decision-making.

Re-referral. Five caseworkers and two supervisors thought that
re-referral does not necessarily indicate risk of child abuse or ne-
glect. One supervisor said that re-referral may not mean that the
first decision to screen out was incorrect, since the second referral
could be for an entirely different reason than the first: “it could have
been referred because the mom was outside on the porch, smoking a
cigarette with a newborn baby, and then it comes back mom beat the
10-year-old. I mean, it’s just a whole different reason.” Three case-
workers and one supervisor said that some reporters misuse the
system and report families for unnecessary reasons. For example,
one caseworker gave “retaliation reports” as an example: ‘T call on
you. You call on me. I call on you.” In our contextual inquiry, we
observed a caseworker review a referral where a divorced couple
called on each other three different times and each report was un-
substantiated: the caseworker said these were likely false retaliation
reports. The designers of the AFST themselves noted problems with
using re-referral as a target outcome and they removed it from the
AFST model in 2018 [93].

Placement. Since August 2018, the AFST Version 2 only predicts
placement. However, four caseworkers and one supervisor also
found issue with using placement in foster care as a proxy for child
abuse or neglect. A caseworker said, “knowing the risk of removal
within two years is not feeling like it’s super relevant to the decision
that is needed. And it is very little to do with immediate safety or
anything like that.” Two caseworkers said that children were often
placed in foster care without any concerns of child abuse or neglect:
there are often other reasons for placing a child. For example, one
caseworker said:%?

“The majority of these cases [when children are placed
in foster care] are not child abuse in nature, it’s parent-
child conflict, the kid doesn’t want to live with mom or
dad or the grandma, the child is saying, 1don’t feel safe,
I don’t want to go home.’ And if they go to the police
and then saying that information, some police will take
custody of that child and the court has to place that kid.
So it’s just a lot of other variables going on that decide
whether or not this child is going to be placed.”

On the other side, one caseworker and one supervisor said that
placement is not the right option for many families who do have
concerns of child abuse or neglect. One caseworker said families
are often reported for safety concerns, without any possibility of
placing a child in foster care:?* “just because the report is being made
doesn’t mean that a kid is going to go into placement.” In prior work,
De-Arteaga et al. [22] similarly note that “[n]ot all cases where
22We leave it to future work to validate this worker’s statement, i.e. to see what are
the primary causes of removal among discretionary referrals.

ZThis claim reflects this worker’s perceptions, yet may not be entirely accurate. We
leave it to future work to validate this claim.
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there is a risk to the child result in out-of-home placement.” Lastly,
another caseworker said that placement was not a good outcome
to measure because it was a kind of self-fulfilling prophecy: “risk
of removal in two years is inherently going to be increased by our
[CYF] involvement, because we’re the only ones that can remove the
children.” De-Arteaga et al. [22] and Coston et al. [18] also suggest
this point.

6.2.2  Workers did not make decisions based on risk of re-referral or
placement. Not only did workers say that re-referral and placement
were not helpful outcomes to predict, we also observed workers
making screening decisions based on assessments of entirely differ-
ent outcomes.

Contextual Inquiry Observations: We observed that call screen
workers did not try to predict whether or not children in a refer-
ral would be re-referred or placed in foster care within two years.
Workers’ screening decisions were based on different, shorter-term
outcomes related to child safety.

For example, while reviewing referrals, one caseworker said that
call screen workers make decisions by looking for “safety concerns.”
This caseworker looked for the following, for example: signs that
the child felt unsafe, would be hurt, was left home alone a lot, was
in contact with a child molester, that the caregiver was under the
influence of drugs, etc. The caseworker also said that caseworkers
asked reporting sources about the following, for example: Is there
food in the fridge? Do the kids have sheets on their beds? Is there
furniture in the home? Do the parents have drug or alcohol problems?
Mental health concerns? Domestic violence concerns?

Clearly, re-referral or placement were rarely among the factors
that workers assessed for. Furthermore, these factors were not
indicative of risk of child abuse or neglect over the span of two
years: it will not take a child two years to starve if there is currently
no food in the fridge. The factors that workers look for when making
their screening decisions are either shorter-term safety concerns, or
specific details about the referral that could be longer-term sources
of risk, regardless of whether they would lead to removal from
home.

7 DISCUSSION
7.1 Interpretation of the findings

In this section, we discuss two implications of our work as it pertains
to the AFST specifically. First, our work suggests that Allegheny
County CYF’s choice to use the AFST to aid call screen workers,
rather than to replace them yielded less racially disparate screening
decisions from August 2016 to May 2018. Second, our work compli-
cates two of the primary positive arguments that prior work have
identified for introducing the AFST in the first place: 1) that it de-
creases racial disparities; and 2) that it increases accuracy. Although
our results do not run entirely contrary to these claims, we suggest
that future work is necessary in order to better evaluate how the
AFST positively contributes to the decision-making process, if at
all.

7.1.1  Automated AFST screening decisions would have yielded larger
racial disparities. In this paper, we compared two policies for using
the AFST in CYF call screening from August 2016 to May 2018: first,
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the hypothetical policy where the AFST entirely automates screen-
ing decisions; and second, the actual policy where workers use the
AFST to inform their decisions. We evaluated these policies in terms
of racial disparities in both screening rates and predictive accuracy.
Our results in Section 5 suggest that the automated AFST-only pol-
icy would have resulted in larger disparities in call screening: the
AFST-only Black-white screen-in rate disparity would have been
20%. This is larger than both the 11.3% pre-AFST disparity from Jan-
uary 2015 through July 2016 and the 9% disparity for AFST-assisted
worker decisions from August 2016 through May 2018. Had the
AFST automated screening decisions at CYF, our results suggest
that this would have increased the disparity in the rates at which
Black versus white children were screened in for investigation.

Instead, when workers used the AFST, this disparity of 20% de-
creased to 9%. In order to understand why this occurred, we first
looked at how workers disagreed with the AFST. Rather than dis-
agreeing with the AFST in ways that directly reduced disparities,
we found that workers disagreed with the AFST across the board.
Some of workers’ disagreements contributed to greater disparity
and some served to reduce disparity. Yet, overall, worker-AFST
disagreement led to a reduction in screen-in rate disparity. We then
conducted a contextual inquiry and interviews with call screen
workers at Allegheny County CYF to further understand this pat-
tern. As shown in Section 5.2, we found that workers were not
surprised that the AFST gave racially disparate screening recom-
mendations. Workers made holistic screening decisions based on
their knowledge of relevant context beyond just the AFST score,
and they believed that this ultimately led them to make less racially
disparate screening decisions than the AFST alone would have.
Workers made decisions on a case-by-case basis, focused primarily
on the risk and safety of the children involved in each individual
report. Within these bounds, some workers made a conscious effort
to reduce unwarranted racial disparities. Others believed that any
reduction in disparities that occurred due to their disagreements
with the AFST was incidental and unintentional, viewing this as a
side effect of making decisions holistically based on various sources
of information available to them. However, the effect of reducing
disparity in aggregate was the same.

Our results run counter to much prior work on racial disparities
in human-AI systems. As Green [36] writes, the “vast majority of re-
search suggests that people are unable to provide reliable oversight
of algorithms” and that human discretion worsens racial disparities.
For example, judges have disregarded criminal risk assessment rec-
ommendations in ways that worsen racial disparities [3, 19, 47, 83—
85, 96]. In Mechanical Turk experiments, people have been shown
to use their discretion to make racially biased decisions [37, 38].
We present a case study in the opposite direction: worker discre-
tion served to decrease racial disparities in the AFST from August
2016 to May 2018, echoing De-Arteaga et al. [23], who suggest that
CYF workers used their discretion to counteract errors in the AFST.
As discussed below, further research is needed to understand the
impacts of worker-AFST decision-making on predictive accuracy,
and to untangle the extent to which worker discretion served to
decrease unwarranted versus warranted screening disparities.

In the context of this prior literature, our findings suggest that
caution is needed when drawing broad generalizations about the im-
pacts and dynamics of human-AlI decision-making (cf. [23, 42, 86]).
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In practice, the interplay of human and Al judgment may yield very
different results depending on the specific domain under study, the
abilities and expertise of the people involved, and the organiza-
tional contexts in which people and Al are making predictions and
decisions.

7.1.2  Was the AFST responsible for the reduction in disparity from
pre- to post-AFST? A key concern for any policy change in child
welfare is whether it will reduce or amplify existing racial dispar-
ities. In their description of the official AFST Impact Evaluation
[35], Allegheny County Department of Human Services suggests
that the “AFST led to reductions in disparities of case opening rates
between black and white children” [69]. We also observed a reduc-
tion in screen-in rate disparity from before the introduction of the
AFST to after (11.3% disparity from January 2015 through July 2016
to 9% disparity from August 2016 through May 2018). However,
it is not clear that this reduction in disparity was caused by the
introduction of AFST in August 2016. It is difficult to determine
whether and to what extent changes in disparities can be attributed
to the AFST, since the AFST was implemented across all Allegheny
County CYF screening decisions (without A/B testing or random-
ization) and there were a number of other factors which influenced
call screening—including a number of changes in practices and
policy internal or external to CYF around the time of or since the
deployment of the AFST.?* It is also possible that the kinds of re-
ferrals being referred from August 2016 through May 2018 were
different from those in January 2015 through July 2016, regardless
of the AFST’s recommendations.

Our results show that the AFST gave recommendations which
were more racially disparate than workers pre-AFST. So, several
interpretations are possible. For instance, it may be that workers
reduced the overall disparity on their own, by making decisions
largely as they had prior to the introduction of the AFST. It may
be that AFST’s disparate recommendations could have pressured
workers to make more disparate decisions, but workers disregarded
it and did the opposite. On the other hand, if the introduction of
the AFST did contribute to a reduction in screen-in rate disparities
from pre- to post-deployment, our results suggest that workers’
discretion was integral to this reduction. One possible explanation
is that the introduction of the AFST may have led workers to reflect
on their own biases, resulting in decisions that were less racially
disparate than their decisions in the year and a half prior to the
introduction of the AFST. A second possibility is that workers and
the AFST have complementary strengths and biases, and that the
interplay of these led to less biased screening decisions overall.
These possibilities are neither mutually exclusive nor exhaustive:
some combination of these mechanisms may be at play, and addi-
tional mechanisms may be possible beyond those mentioned here.
We leave it to future work to further explore whether and how
the introduction of the AFST may have impacted disparities from
pre- to post-deployment. In any case, our results suggest that the
observed reduction in screen-in rate disparity can be attributed to
human workers, whether or not they used information from the
AFST to do so.

24Here, we note amendments to the Pennsylvania Child Protective Services Law (CPSL)
that went into effect on December 31, 2014 and could have had residual effects on
reporting and screening throughout the Allegheny County and the state.
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7.1.3  Was the AFST more accurate than workers? Prior work sug-
gests that the AFST makes more accurate predictions than workers
[15, 20, 45, 82]. While our results in Section 6.1 show that the accu-
racy disparity for AFST-only decisions would have been higher than
that of worker-AFST decisions, they also show that AFST-only de-
cisions would have been more accurate than worker-only decisions
from January 2015 to July 2016 (55.2% vs 49.7%) and worker-AFST
decisions from August 2016 to May 2018 (51.0% vs 46.5%).2> This
increased accuracy is one of the primary reasons for the use of the
AFST [15, 20, 45, 82]. An official Allegheny County Department of
Human Services [5] statement echoed that “not using [the AFST]
might be unethical because of its accuracy.” Yet, the AFST’s accu-
racy is measured in terms of specific proxies for abuse or neglect
(re-referral and placement, for Version 1) over a long time range
(two years). In Section 6.2, we found that workers did not agree
with these choices of proxies, and that they viewed themselves as
predicting immediate safety concerns—in other words, a different
outcome than the AFST, over a shorter time span. This is consistent
with suggestions from prior work [21, 22]. Thus, while our results
suggest that the AFST is better at predicting the proxy variables it
was trained to predict, it remains an open question how the AFST
compares at the prediction and decision tasks that workers are actu-
ally trying to perform. Vaithianathan et al. [94] suggest that higher
AFST Version 2 risk scores identify children with higher rates of
injury-related hospitalizations, which may be closer to the kinds of
target outcomes that workers actually consider when making deci-
sions.2® However, our results suggest that workers predict different
outcomes depending on the specific referral, many of which may
not involve child hospitalization. Overall, our results in Section 6.2
complicate the argument that the AFST alone is more accurate
than call screen workers, and point to critical directions for future
research. Without first understanding workers’ objectives when
making predictions and decisions, such accuracy comparisons may
essentially be evaluating workers’ performance on a game that they
are not playing.

7.2 Design Implications for Human-AI
Collaboration

Our results suggest that worker-AFST collaboration yielded lower
screen-in rate racial disparity than AFST-only decisions, and lend
insight into how this reduction occurred. Here, we provide posi-
tive design implications for potential ways to improve human-Al
collaborative decision-making in child welfare and related contexts.

e Be cautious about automating decisions in contexts
with existing racial disparities and biases. Our results
suggest that workers reduced racial disparities in the AFST
through their patterns of disagreement with the AFST score.
Based on our findings, we strongly caution against fully au-
tomating decisions in high-stakes, real-world social contexts.
This recommendation aligns with prior work in the child wel-
fare context [23]. For the same reasons, even partial or ‘soft’
automation (like the mandatory screen-in policy in the AFST

%5We measure the AFST’s accuracy differently than most prior work, much of which
uses AUC (area under the receiver operating characteristic curve).

26Note that AFST Version 2 also predicts foster care placement within 2 years, but not
re-referral.
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context) should be approached cautiously to ensure that they
do not incentivize against potentially productive forms of
human disagreement with algorithmic recommendations.
Explainable AI and interfaces to empower workers in
mitigating algorithmic limitations. Our findings suggest
that workers’ ability to identify instances where the AFST
was over- or under-scoring a referral may have contributed
to a reduction in racial disparity (5.2). However, it remains
unclear how accurately and reliably workers are able to do so.
Thus, one possible design implication is to develop interfaces
that assist workers in identifying specific instances where an
algorithm may be more or less reliable. For example, in the
AFST context, providing local explanations for AFST recom-
mendations may help workers in calibrating their reliance
on the tool, case-by-case. However, given recent empirical
findings demonstrating ways such local explanations can
backfire in ways that harm human-AI decision-making (e.g.,
[6, 74]), further research is needed to understand how these
can be designed and presented effectively.

Value sensitive AFST models. Our results suggest that
workers often adjust for what they perceive as limitations of
the algorithm. For example, workers believed that the AFST
was unable to sufficiently account for certain features (e.g.,
details of the actual allegation), and the outcomes predicted
by the AFST did not align with the outcomes that workers
were predicting. Zhu et al. [100] suggest involving stake-
holders into the design process to make sure their values are
incorporated into the design of an algorithmic system from
the beginning. One design implication is for AFST design-
ers to engage with child welfare workers, among other key
stakeholders, and to incorporate their insights and feedback
in future iterations of AFST. Some value misalignments be-
tween workers and the AFST were intentionally designed
into the system, with the goal of nudging workers towards
different practices. However, in practice we observed that
these misalignments meant that workers often needed to
work around the algorithm instead of working with it.
Promoting more collaborative decision-making. Child
welfare workers often made decisions collaboratively, both
formally and informally. We suspect that this may have had
the effect of curbing workers’ individual biases. However, in
formal collaboration, caseworkers felt they had little agency—
even though they made screening recommendations. The
first design implication is to encourage more regular con-
versations between caseworkers and supervisors about case-
workers’ recommendations, so they do not get overlooked.
There may also be opportunities for the AFST interface to
promote more informal collaboration. For example, future
versions of the AFST or similar tools could include a feature
to suggest caseworkers in the office that have dealt with
similar referrals in the past. This could enable workers to
collaborate with the right person on each referral, which may
be particularly helpful when dealing with highly uncertain
referrals.

Diversity and lived experience among workers. Child
welfare workers were generally aware of their own indi-
vidual biases. Another way to curb these biases may be to
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increase diversity among the child welfare workers, espe-
cially supervisors, who make the final decisions. As one
caseworker stated, it is important to ensure that there are
screeners and supervisors who have “lived the experience” of
the families in a report.

7.3 Limitations & Future Work

One limitation of our methods is that the data used in our quan-
titative analysis is from August 2016 through May 2018, whereas
the contextual inquiry and interviews were conducted in July 2021.
Thus, if workers changed how they used the AFST significantly or
they are unable to remember how they used it previously, then our
results from the contextual inquiry and interviews may not reflect
the reasons why workers reduced disparities from 2016 to 2018.
This is likely not entirely the case, since caseworkers” workflow
has remained largely consistent over this time frame (even though
there have been some changes in CYF policy around the use of the
AFST, including the roll-out of a new V2 model).

Another limitation of the current work is that we focus on
the impacts of worker-AFST decision-making on overall dispar-
ities. We do not investigate the extent to which worker discretion
served to decrease unwarranted versus warranted disparities in the
AFST’s screening recommendations. Our results demonstrate that
worker-AFST decision-making served to reduce the disparity in
child maltreatment screening rate between Black and white chil-
dren compared to algorithm-only decisions. As discussed, this is an
interesting finding in itself, in light of prior empirical research sug-
gesting that human discretion often increases rather than decreases
disparities. This finding also has practical implications, as racial dis-
parities in child maltreatment screening have real consequences for
children, families, and communities. For example, higher screen-in
rates indicate higher levels of state intervention into families’ lives,
starting with an investigation. Such disparities may indicate uneven
application of interventions or investigations. Importantly however,
higher disparities in screening, on their own, do not necessarily
imply unfairness. Disparities may be warranted if they reflect gen-
uine differences in underlying distributions: a higher screen-in rate
for one group may be justified if there is higher need or higher risk
of maltreatment among children in that group [24, 28, 32, 53]. For
this reason, naively attempting to equalize screening rates across
demographic groups without regard for actual children’s needs and
safety could be harmful and counterproductive. However, it is clear
from our interviews and contextual inquiries that this is not how
workers reduced disparities in algorithmic decisions. Rather, work-
ers appeared to reduce disparities by making holistic assessments
of child risk and safety based on all of the information available
to them, and by working to mitigate limitations that they perceive
in the algorithm. An important direction for future research is to
untangle the extent to which worker discretion serves to decrease
unwarranted versus warranted screening disparities. To support
such investigations, it will be critical to overcome limitations of
current approaches for measuring accuracy, discussed in Sections
4.3 and 6.1.

We present two additional avenues for future work, informed
by limitations of our current work. First, we leave it to future work
to conduct a more comprehensive evaluation of racial disparities
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between worker-only and worker-AFST screening decisions. We
did not focus on these results in the current paper, due to several
confounding factors that complicate the analysis. These included
changes in external factors—such as a 2015 state-wide policy change
in mandated reporting laws and the COVID-19 pandemic since at
least March 2020—for affecting the County reporting rates and the
CYF screening process.?’ Second, as discussed, measuring predic-
tion accuracy is limited by the use of proxy outcomes (re-referral
or placement) that do not align with the outcomes that humans
are predicting [8, 23]. It is possible that people are better than algo-
rithms at the prediction task they are actually performing. While
beyond the scope of the current paper, this remains a critical direc-
tion for future work. For example, future research could involve
better understanding what constructs human workers are predict-
ing, operationalizing these as target measures, and then re-running
some of the accuracy comparisons presented in this paper using
those measures.
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A NUMBERS AND PERCENTAGES OF
CHILDREN BY RACE AND RISK LEVEL

See Table 3 for a breakdown of the numbers and percentages of
children referred to CYF for discretionary referrals from August
2016 to May 2018 by risk level (High, Medium, Low, and mandatory
screen-in). Here, we see a full of the AFST’s disparate risk scores,
as mentioned in Section 5. A higher percentage of Black children
than white children were labeled mandatory screen-in and High
risk; a lower percentage of Black children than white children were
labeled Medium risk or Low risk.

B ADDITIONAL TERMINOLOGY

In addition to screen-in rate disparities and decision accuracy, we
also evaluate the following additional metrics.

o Precision: the percentage of children that are screened-in and
are either removed from home within 2 years, or re-referred
again within 2 months of the referral.

e True Positive Rate (TPR): the likelihood that a child who has
the positive proxy ground truth label (i.e. either removed
from home within 2 years or re-referred again within 2
months of a referral) will be screened-in.

e False Positive Rate (FPR): the likelihood that a child with a
negative proxy ground truth label (i.e. neither removed from
home within 2 years nor re-referred again within 2 months
of a referral) will be screened-in.

C COMPARISONS OF OTHER DISPARITY
METRICS AND THRESHOLDS

Figure 6 shows racial disparities in screen-in, accuracy, true positive,
false positive, and precision rates across possible AFST-only thresh-
olds from pre- to post-AFST deployment. Figure 7 shows screen-in,
accuracy, true positive, false positive, and precision rates by race,
possible AFST-only thresholds, and AFST-only versus worker-AFST
decisions from August 2016 to May 2018.

D WORKERS SEE RISK LABELS AS
SCREENING RECOMMENDATIONS

Neither official AFST documentation nor public comments from
CYF leadership claim that a Low risk label (scores 1 through 9)
means that a referral should should be screened out nor that a High
risk label (scores 15 and up) means screen in. However, this is the
message that is implied through the interface design of the AFST
and is what we heard from workers. For one, the AFST interface
shows scores binned into Low, Medium, and High risk levels with
clear divisions between them. Low risk is green (calm, low stress)
and High risk is red (urgent, severe). Although not explicitly stated
in the AFST documentation, the message that Low risk referrals
should be screened out and High risk referrals screened in is relayed
to workers via these design choices. When we interviewed and
observed workers, many implied or echoed this explicitly. One
caseworker (erroneously) said that “with a High risk [referral], you
know, we absolutely have to screen them in.”?® Another said, “when it
is High risk, I've just been going with open investigation,” i.e. screen in.

ZWorkers are not mandated to screen in High risk referrals. However, this quote
exemplifies workers’ perceived pressure to screen in High risk referrals.
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While observing one caseworker, they got a referral and explained:
“it was a Low risk [referral]... And instead of screening out, I just
recommended accept for investigation.” Here, the caseworker implied
that Low risk referrals should be screened out. Furthermore, five
caseworkers and one supervisor said that they did not know what
Medium risk scores meant or did not find them helpful when making
screening decisions. In all, workers see an AFST Low risk label as
a recommendation or pressure to screen out a referral, High risk
label to screen in, and Medium risk confers no recommendation.

E ACCURACY BREAKDOWN BY SCORE

In this section, we examine the accuracy of AFST-only decisions
(with a threshold of 15) versus worker-AFST decisions for referrals
binned by AFST score or mandatory screen-in label from August
2016 to May 2018. Accuracy is calculated just as in Section 6.1,
except the denominators include referrals with only a single score.
If all 15,182 children labeled as mandatory screen-ins were screened
in (as the AFST-only policy would have), then 32.1% of these de-
cisions would have been accurate. The actual screening decisions
made by workers were accurate for 37.5% of these 15,182 children.
Table 4 shows that worker-AFST decisions were more accurate
than AFST-only decisions would have been for every score from 15
and above. Table 5 compares the accuracy of AFST-only decisions
versus worker-AFST decisions for Low risk referrals (with scores 1
to 9) from August 2016 to May 2018. Worker-AFST decisions were
less accurate than AFST-only decisions for every score from 1 to 9.
Overall, these results suggest that worker discretion increased the
accuracy for children that the AFST-only would have screened in
and decreased it for those the AFST-only would have screened out.
In particular, worker discretion increased the accuracy of decisions
made in mandatory screen-in referrals, which are recommended
to be screened in by default. However, these results are again lim-
ited by problems with evaluating counterfactual predictions, as
discussed in Section 4.
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Figure 6: Common group fairness metrics showing disparities between Black and white children. The x-axis is the various
decision thresholds for the hypothetical AFST-only decisions (for a given threshold, AFST-only would screen in all referrals
with that score or above, and screen out all referrals under). The solid red line represents the worker-AFST final decisions
after AFST deployment (2016-2018), the solid blue line with dots represents AFST-only decisions in the same time period
(2016-2018). The dashed green line represents the worker-only decisions without before the AFST was deployed (2015-2016),
and the dashed line with crosses represents the AFST-only decisions generated retrospectively for all referrals in the
same time period (2015-2016).
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All children

Black children

white children

All risk levels

51750

26123 (50.5%)

21623 (41.8%)

Mandatory screen-in

15182 (29.3%)

9639 (36.9%)

4863 (22.5%)

High risk

31022 (59.9%)

18536 (71.0%)

11013 (50.9%)

Medium risk

11778 (22.8%)

5208 (19.9%)

5653 (26.1%)

Low risk

8950 (17.3%)

2379 (9.1%)

4957 (22.9%)

Table 3: Numbers and proportions of children by race and AFST risk level. Percentages are over total children by race, e.g. 2379
Black children labeled Low risk made up 9.1% of all 26123 Black children referred to CYF (2016-2018).

AFST score | Num. of children by score | AFST-only accuracy | Worker-AFST accuracy
15 3374 16.7% 48.1%
16 3520 19.5% 40.7%
17 4003 22.8% 40.3%
18 4543 25.2% 38.7%
19 5406 27.3% 39.3%
20 10176 35.5% 39.2%
M 15182 32.1% 37.5%

Table 4: Accuracy rates AFST-only and worker-AFST policies binned by AFST score or mandatory screen-in (M) from August
2016 to May 2018 for High risk referrals. The AFST-only policy (with a threshold of 15) would have screened in all referrals
in this table, so the accuracy rates in the third column are equivalent to the percent of children who were either re-referred
within 2 months or placed within 2 years. For example, of the 15,182 children labeled mandatory screen-in (placement model
score 18 or higher), 32.1% were re-referred or placed in foster care. The rightmost column is the accuracy of workers’ actual
screening decisions.

AFST score | Num. of children by score | AFST-only accuracy | Worker-AFST accuracy
1 81 87.7% 84.0%
2 329 94.2% 79.3%
3 621 93.7% 72.0%
4 805 90.8% 64.2%
5 1063 90.1% 60.6%
6 1243 87.5% 61.5%
7 1366 89.7% 61.9%
8 1589 88.3% 57.7%
9 1853 87.1% 60.4%

Table 5: Accuracy rates of AFST-only and worker-AFST policies binned by AFST score and mandatory screen-in (M) from
August 2016 to May 2018 for Low risk referrals. Any AFST-only with threshold 10 or above would have screened out all referrals
in this table, so the accuracy rates in the first column are equivalent to the percent of children who were neither re-referred
within 2 months nor placed within 2 years. For example, of the 81 children with an AFST score of 1, 87.7% were neither re-
referred nor placed in foster care. The rightmost column is the accuracy of workers’ actual screening decisions.
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Figure 7: Comparisons of decision outcomes between worker-AFST and AFST-only decisions for referrals between 2016 to
2018. The x-axis is the various decision thresholds for the hypothetical AFST-only decisions (for a given threshold, AFST-only
would screen in all referrals with that score or above, and screen out all referrals under).
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