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ABSTRACT

Data-driven Al systems are increasingly used to augment human
decision-making in complex, social contexts, such as social work or
legal practice. Yet, most existing design knowledge regarding how
to best support Al-augmented decision-making comes from studies
in comparatively well-defined settings. In this paper, we present
findings from design interviews with 12 social workers who use an
algorithmic decision support tool (ADS) to assist their day-to-day
child maltreatment screening decisions. We generated a range of
design concepts, each envisioning different ways of redesigning
or augmenting the ADS interface. Overall, workers desired ways
to understand the risk score and incorporate contextual knowl-
edge, which move beyond existing notions of Al interpretability.
Conversations around our design concepts also surfaced more fun-
damental concerns around the assumptions underlying statistical
prediction, such as inference based on similar historical cases and
statistical notions of uncertainty. Based on our findings, we discuss
how ADS may be better designed to support the roles of human
decision-makers in social decision-making contexts.
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1 INTRODUCTION

From social work to content moderation to education and legal
practice, data-driven Al systems are increasingly used to augment
human social decision-making: decisions that rely upon inferences
and predictions about the intentions, behaviors, and beliefs of other
people [3, 37]. Al-based tools are commonly introduced into social
decision-making settings with the promise of overcoming human
limitations and biases [34, 58]. However, in such settings, Al judg-
ments are themselves likely to be imperfect and biased, even if in
different ways than humans [1, 17, 24]. Prior work across a range
of social decision-making contexts indicates potential for frontline
decision-makers and ADS tools to complement each other’s capa-
bilities and help to overcome each other’s limitations (e.g., [8, 14, 21,
31]). Yet, achieving such synergy in Al-augmented decision-making
is still far from guaranteed. Recent research demonstrates ways
that AT augmentation can backfire in practice, harming decision
quality compared with either human or Al-based decisions alone
(e.g., [20, 44, 51, 52]).

To date, little is known about how to design ADS interfaces
to support effective Al-augmented social decision-making in real-
world contexts. Such domains tend to invalidate assumptions often
made in less socially-fraught decision settings: that the available
data features are sufficient for optimal decision-making, that the
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desirability of various decision outcomes is well-established and
agreed-upon, and that the outcome of each individual data point is
inherently predictable. By contrast, in social decision-making con-
texts, human decision-makers must regularly operate on nuanced
and unstructured knowledge, incorporate subjective and poten-
tially contested values into decision-making, and make judgments
despite high levels of irreducible uncertainty about people’s future
behavior or life circumstances [14, 32, 40]. Standard approaches
to implementing ADS are often at odds with these complexities.
For example, the quantitative accuracy of an algorithm may not
capture that so-called “ground-truth” labels are socially contested,
as has been observed in toxicity detection [19] and child maltreat-
ment screening [14]. As a result, the growing body of AI design
knowledge obtained from less contentious and value-laden decision
settings [35] provides only a partial understanding of human-AI
complementarity in social decisions.

In this paper, we begin to explore how these complexities mani-
fest through the perspectives of frontline decision-makers them-
selves. To probe the challenges frontline workers face in their day-
to-day interactions with an ADS, we consider potential re-designs
or augmentations to the worker-Al interface for the Allegheny
Family Screening Tool (AFST), an ADS which has been in active
use for nearly half a decade. The AFST is intended to help child
maltreatment hotline workers manage high volumes of referrals, as-
sess their risk, and prioritize cases for further investigation [10, 57].
As we discuss in [32], however, workers face a range of challenges
in using the ADS, including limited insight into the algorithm,
value misalignments between the algorithms’ objective function
and their own, and organizational pressures around reliance on the
tool. Overall, although the ADS has been in use for several years,
many workers continue to perceive its current design as a missed
opportunity to effectively complement their own abilities. In paral-
lel with the inquiries presented in [32], therefore, we sought to elicit
workers’ perspectives on how specific re-designs or augmentations
to the ADS interface could better support their daily work.

Drawing from prior literature as well as workers’ ideas and
feedback, we created a range of design concepts to probe workers’
challenges and concerns around the AFST, and their desires for new
kinds of worker-Al interactions or more fundamental changes to
the underlying ADS and its role in decision making. Through two
rounds of design interviews with a total of twelve call screeners
and supervisors at Allegheny County, we observed strongly favor-
able reactions to concepts that promoted worker understanding,
control, and feedback—though workers’ notions were not always
aligned with those discussed in prior human-AI interaction and
interpretability literature. At the same time, our design concepts
served to open conversations that revealed discomfort around un-
derlying assumptions of statistical prediction, such as case compar-
ison and statistical notions of uncertainty. Based on our findings,
we discuss how ADS may be better designed to support the roles
of human decision-makers in social decision-making contexts.
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2 BACKGROUND AND RELATED WORK

2.1 Designing interfaces to support Al-assisted
decision-making

ADS are increasingly used to support human work in deeply social
contexts, such as social work, education, healthcare, and crimi-
nal justice (e.g., [10, 23, 43, 52]). To ensure that these systems do
more good than harm, it is critical that they are designed to bring
out the best of human ability while also helping to overcome hu-
man limitations. To date, scientific and design knowledge remains
scarce regarding how the strengths of human and AI judgment
can be effectively combined in practice, while mitigating the draw-
backs of each [2, 14, 21]. Empirical results from research studying
Al-augmented decision-making have been mixed. A long line of
literature in human-computer interaction (HCI), human factors,
psychology, and management science demonstrates that humans
are often either too skeptical of useful Al predictions or too de-
pendent upon erroneous predictions and recommendations (e.g.,
[4, 15, 20, 36]).

Recent research provides early evidence that empowering hu-
man workers to evaluate and (as appropriate) second-guess ADS
predictions may support more effective and equitable decision-
making (e.g., [8, 14, 21]). Recently, researchers have proposed new
support tools and interfaces to improve Al-assisted decision mak-
ing, often by providing explanations of AI behaviors. However,
several recent experimental studies have shown that, contrary to
researchers’ intuitions, presenting in-the-moment explanations for
an algorithm’s prediction can backfire, encouraging humans to
over-rely on algorithmic outputs even in the presence of large er-
rors that they may otherwise have noticed (e.g., [2, 44]). By contrast,
some recent work signals potential for relatively simple cognitive
cues or reflection prompts to help foster more effective use of ADS
[5, 23, 44]. It remains an open research question how best to foster
human-algorithm synergy, particularly in real-world Al-assisted
decision-making contexts.

2.2 Challenges in ADS for social
decision-making

Recent research has begun to explore the design of ADS to assist
human decision-makers in complex social decision-making con-
texts. Following [37, 40], we use the term “social decision-making”
to refer to tasks in which a decision-maker must reason or make
predictions about the intentions, beliefs, and behaviors of other
people—for example, choosing candidates for a job or a loan, or
assessing the risk of future crime or child maltreatment. Although
these decisions are often structured and systematized by the public
institutions that enforce them (including through the use of high-
or low-tech algorithms [48]), prediction about the future behavior
of individuals often resists clear-cut decision rules.

The standard approach to developing ADS often assumes the ex-
istence of a “ground truth” by which an optimal prediction function
can be calculated. For example, a physician’s accuracy in detecting
abnormalities in medical images can be measured by comparing
their decisions to an expert consensus [42, 54]. By contrast, the
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ground truth labels in many social decision-making tasks—for ex-
ample, whether an observed behavior is considered socially “harm-
ful”’—may be socially contested [19, 34] or represent an imperfect
proxy for what decision-makers actually predict [18, 28]. More-
over, risk predictions are often highly uncertain due to individual
variability, an abundance of unmeasured causal factors, and long
time-frames over which outcomes are measured [39, 40, 45]. These
features motivate the consideration of Al-assisted social decision-
making as a subcategory of Al-augmented decision-making, requir-
ing greater attention to the sociopolitical and cognitive contexts
within which these algorithms function [32, 48].

In the current study, we focus on the context of Al-augmented
social work, a high-stakes social decision-making setting where the
use of ADS tools is rapidly spreading [10, 46, 47, 60]. Recent work
has begun to investigate how to design interfaces to support more
effective Al-augmented decision-making in social work contexts.
For example, to help workers assess risk of child maltreatment,
Zytek et al. [60] developed and evaluated an Al explanation dash-
board to help social workers understand how an ADS arrives at its
predictions. Our study complements and extends this prior work
by broadening the scope of possible interface designs to capture
other information the ADS may be able to provide, as well as other
possible roles the ADS could play in social workers’ day-to-day
work. In the following section, we provide a brief overview of child
maltreatment screening, the specific decision task that forms the
basis of our study.

3 STUDY CONTEXT

3.1 The Allegheny Family Screening Tool
(AFST) and Workplace Context

In child welfare agencies across the United States, call screeners
and their supervisors make screening decisions on a large volume
of child maltreatment referrals every day, reviewing an extensive
amount of administrative history for each case. Making system-
atic decisions in such complex, high-stakes settings is extremely
challenging, requiring a balancing act between “erring on the side
of child safety” and “erring on the side of family preservation”
[10, 49]. To aid workers in making more systematic and efficient
screening decisions, child welfare agencies have begun to introduce
new ADS tools to support call screeners’ and supervisors’ daily
decision-making.

We focus on the Allegheny Family Screening Tool (AFST),
an ADS introduced to the Allegheny County, Pennsylvania’s Office
of Children, Youth and Families (CYF) Intake/Call Screening
Department in 2016. The AFST assists child protection hotline call
screeners in prioritizing and assessing risk in child maltreatment
cases, by providing a risk score indicating the likelihood that a child
may be placed out of home in two years. In Figure 1, we show a
screenshot of the current interface showing an AFST score: For
every case, it outputs a single risk score between 1 (low risk of
future placement, left-most side of the bar) and 20 (high risk of
future placement, right-most side of the bar) [57]. In Figure 2, we
overview how the AFST is integrated into CYF’s screening and
investigation process: First, a caller (such as a teacher) calls the
CYF hotline center to make a potential child maltreatment report,
ie., a referral. A call screener must then make a recommendation
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Figure 1: A screenshot showing the AFST interface that the
call screeners and supervisors see when using the tool [56].
The AFST risk score outputs a single number between 1 (low
risk of future placement, left-most side of bar) and 20 (high
risk of future placement, right-most side of bar) for every
case. In the image, the tool gave a risk score of 5.

about whether to screen in or screen out the report for investiga-
tion. To make this recommendation, the call screener considers
the following information: Current allegation details based on the
caller’s claims, other information sources from public records, and
the AFST score (which is generated after the call screener gathers
relevant administrative and history information). In their recom-
mendation, the call screener may agree or disagree with a low or
high AFST score. After the call screener gives a recommendation,
the case report, the AFST score, and the screener’s recommenda-
tion are passed to the call screener’s supervisor, who makes a final
screening decision. The supervisor may decide to agree or disagree
with the call screener’s recommendation and/or the AFST score.
However, if the AFST score is 18 or higher (a mandatory screen-
in score) and the supervisor decides to screen out the case, they
must go through an override process. Screened-out cases are not
escalated into the child welfare system but are recorded for future
consideration. Screened-in cases are assigned to caseworkers, who
may further observe, investigate, or intervene with the family. For
cases in which the supervisor believes there is insufficient evidence
towards both decisions, the supervisor may ask the call screener to
gather additional information (e.g., by calling the reporting source)
before making their final decision.

3.2 Prior Studies on the AFST

The AFST is one of the most well-known public sector ADS, exam-
ined extensively by researchers in the HCI and ML communities
[9, 10, 14, 55]. Other public sector agencies are beginning to view
the AFST as an example of what ADS in social work could or should
look like [46]. However, most existing studies on the impact of the
AFST on workers’ screening decisions are based on analyses of
historical, retrospective administrative data [8, 14]. To date, no
prior studies have explored how the AFST might better support
the call screeners and supervisors who interact with the tool every
day. In fact, until recently, there was minimal insight into how call
screeners and supervisors use the AFST even in its current form.
In [32], we conducted field studies at Allegheny County’s CYF
to understand how call screeners and supervisors calibrate their
reliance on the AFST. Overall, we found that workers faced several
challenges with understanding and integrating the AFST risk score
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into their decision processes. Workers felt they were provided lit-
tle training and information on how the model works, and they
grappled with value misalignments and organizational pressures
that impacted their reliance on the score. These findings motivate
the present design research study, in which we further examine
how workers could be better supported in using an ADS, including
(but not limited to) ways to understand and calibrate reliance on
the AFST. We further detail how the findings from [32] inspired
specific design concepts in Section 5.

4 METHODS

To understand call screeners’ and supervisors’ current challenges,
desires, and underlying needs for additional support in using the
AFST, we visited Allegheny County’s Office of Children, Youth
and Families (CYF) and conducted a series of field observations,
semi-structured interviews, and design research activities [32]. This
paper presents findings from the latter design activities, which were
conducted over two site visits across a period of two weeks to allow
time for iteration between visits. We generated ten design concepts,
each envisioning different ways of augmenting or redesigning the
AFST (cf. [12, 24]). Before the first visit we prepared an initial set
of three design concepts, largely focused on notions of uncertainty
and comparison with historical cases. Building on our observations
and design concept-related discussions from the first visit, we then
expanded the set of design concepts to include a broader scope of
possible redesigns or interface augmentations. The ten resulting
design concepts can be organized into four broad categories, as
described in Section 5 and visually summarized in Figure 10.

In each visit, we provided participants with an overview of the
study purpose and methods, and obtained their consent for partic-
ipation and audio recording or note-taking. Twelve participants
consented to audio-recording and one consented to having notes
taken. Given that we conducted these study sessions during partic-
ipants’ working hours, some participants were unable to complete
all study activities. In total, we interviewed 12 call screeners and
supervisors. The first visit included five call screeners and two
supervisors, and the second visit included six call screeners and
four supervisors. Two of the call screeners and two of the supervi-
sors were present during both the first and second visits. During
the second visit, these four participants were only presented with
newly-generated design concepts, which they had not already seen
during the previous visit. Table 1 shows participant demographics,
presented in aggregate form to avoid making individual workers
identifiable within their workplace.

4.1 Design concept generation

During the first visit, we interviewed workers and observed them
as they made Al-assisted decisions to identify their challenges and
needs for additional support [32]. Following the first visit, our
research team conducted Interpretation Sessions [26] to identify
design opportunities to support more effective and responsible Al-
assisted decision-making with the AFST. The study protocol used
in our second visit included prompts around a total of ten design
concepts, including concept sketches to illustrate seven of these
concepts visually.
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During the second visit, we explored each design concept with
participants via multiple prompts, following prior work exploring
the design of ADS tools [16, 23]. For example, we asked workers
to envision how they might use a given design concept, whether
and how they thought it might influence their decision making,
how useful or promising they find the design concept overall, and
what alterations they might wish to make to the presented concept.
With three of these concepts (Q&A with the AL Type of “risk”
predicted by worker vs Al and Measuring quality of worker-
Al decisions), our primary goal was to support design ideation
rather than evaluation. Therefore, for these concepts, we did not ask
questions about usefulness. Beyond the pre-determined prompts
for each concept, we flexibly probed on other interesting topics
that emerged in participants’ responses.

Many of the design concepts in our study were made more
concrete by showing example case data, intended to help par-
ticipants envision themselves using each interface. For the con-
cepts presented in the first session, we adapted examples from real
de-identified historical cases, and applied appropriate algorithmic
techniques to generate uncertainty information and nearest neigh-
bors. For example, the Similar past case outcomes concept was
produced by computing nearest neighbors of each case using a
human-interpretable re-encoding of the AFST’s input features. The
Uncertainty due to unusualness visualization was created by
comparing the number of these nearest neighbors that fell within
a particular distance threshold. For the design concepts generated
between the first and second visits, we wrote hypothetical vignettes
and data features guided by prior analyses of the historical data.
While these details were not the focus of the study, we took note
when participants found these examples unrealistic as opportunities
to improve future designs.

4.2 Analysis

Following [16, 24], we analyzed participants’ feedback on each de-
sign concept separately, while also examining trends in their overall
feedback across concepts and iterations (see Figure 10). We collabo-
ratively worked through 9.5 hours of transcribed audio recordings
and six pages of additional notes. For each design concept, we
focused our analysis on (1) how useful participants expected the
concept would be, (2) underlying reasons why participants expected
that a given concept would be more or less useful, (3) specific ways
participants imagined they could make use of the presented concept
in their day-to-day work, and (4) any suggestions for design modi-
fications. To help in better understanding participants’ feedback,
we triangulated their responses with our observations of how they
currently make Al-assisted decisions with the AFST.

4.3 Ethics and Participation

Throughout the study, we reminded workers that their participation
was completely voluntary and that their responses would be kept
anonymous. To prevent workers who participated in the study from
being identified within their workplace, we only report participant
demographics at an aggregate level.
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Figure 2: Diagram showing a high-level overview of Allegheny County’s child maltreatment screening process, illustrating
when an ADS assists call screeners’ and supervisors’ screening decisions. Taken from [32].

4.4 Positionality

We acknowledge that our experiences and positionality shape our
perspectives, which guide our research. We are all researchers
working in the United States. Our academic backgrounds range
across interdisciplinary fields within Computer Science, including
HCI and Al Some of us have prior experiences studying social
work contexts or other public-sector decision-making contexts
in the United States but not elsewhere in the world. None of us
have been investigated by a child welfare agency nor adopted or
involved in the foster care system. In addition, none of us have
professional experience in child welfare. All authors except two live
in Allegheny County; the other two live in Minnesota and California.
To conduct this research, we collaborated with Allegheny County’s
Child, Youth, and Families Department as external researchers.
The analysis and writing were conducted independently from the
department.

5 DESIGN CONCEPTS

In this section, we briefly introduce our ten design concepts, seven
of which had visual representations (see Figures 3-9). For clarity of
presentation, we group the concepts across four broad design top-
ics: Discrepancies between human and AI decision-making,
Enabling worker-AI dialogue, Communicating uncertainty,
and Measurement and feedback on historical decisions.

5.1 Discrepancies between human and Al
decision-making

In the absence of formal insight into how the AFST works, workers
have improvised strategies to learn about the AFST’s capabilities
and limitations on their own (e.g., by systematically testing out
different outputs to the model and examining the outputs). They
desired opportunities to gain more direct information about the
model, and particularly to better understand how and why the
AFST’s judgments differed from their own [32]. Therefore, we ex-
plored three design concepts that surface discrepancies between
social workers’ and the AT’s decision processes [14, 22].
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In Factors the Al did versus did not consider, we first asked
participants, “If the AFST scored a particular case differently than
you, would you find it useful to get a heads-up explaining why it did
that?” After participants were asked to elaborate on their responses,
they were shown a potential version of the AFST that shows ex-
amples of factors that were influential in determining the AFST
score in a given case, alongside factors the AFST did not use but
which human workers may have taken into account (see Figure 3).
In Factors the worker may not have considered, we showed
participants an interface which highlights factors the algorithm
used that the worker may not have considered, to support reflection
in cases where the worker’s recommendation is at odds with the
AFST score (depicted in Figure 4). Whereas the previous two design
concepts focus on highlighting potential discrepancies in the fac-
tors that the worker versus the AFST may have considered in their
assessments, in Type of “risk” predicted by worker vs Al we in-
vited workers to reflect upon potential discrepancies between their
own prediction targets versus what the AFST is trained to predict
[13]). For example, we asked workers to reflect on whether they
resonated with the idea that, based on their personal experiences,
the AFST may be predicting a different notion of risk than they are
predicting as a worker.

5.2 Enabling worker-Al dialogue

In our first visit, participants frequently expressed challenges in
integrating AFST risk scores into their decision-making processes,
given that they frequently relied on case-specific contextual knowl-
edge that was not accounted for in the AFST risk score [32]. Inspired
by these findings, we explored a set of design concepts aimed at
making the AFST interface and score calculation process more in-
teractive. We generated two design concepts, inspired by challenges
and design ideas that participants had shared during our first visit:
Q&A with the Al enabling workers to directly ask the AFST ques-
tions about its behavior during use, and Worker control in AI
predictions, enabling workers to tinker with the set of features
that the AFST uses or omits, in order to better understand how
certain features are impacting the score.
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Demographic information

Participant counts

Study participation

Design interviews: All participants except S4
Contextual inquiry: All participants except for S3 and S4
Semi-structured interview: All 13 participants

Study participation dates First visit-only: C3, C4, C5

Second visit-only: C6, C7, C8, C9, S3, S4

Both visits: C1, C2, S1, S2

Years in current position
Supervisors: >= 5 years (4)

Have you ever worked in your cur-
rent position without the AFST?  Supervisors: Yes (3), No (1)
How long have you worked with
the AFST?

Call screeners: <1 year (1), 1-3 years (3), 3-5 years (1), >= 5 years (4)

Call screeners: Yes (4), No (4), Unsure (1)

Call screeners: Since the worker’s employment (5), Since the AFST’s deployment (3), Unsure (1)
Supervisors: Since the AFST’s deployment (3), Unsure (1)

Table 1: Participants’ self-reported demographics aggregated for call screeners and supervisors.

Factors the Al did versus did not consider

The AFST predicts a risk score of 16 for this case.

o 10 5 4g 2

/ N /7 N\
[ In case you missed it... these factors played a large \ The AFST did not consider the following factors,
role in determining the AFST score: which you may have taken into account:
{ Child age: The child is less than 13 years old. } [ Private records: The father has private health records. }
-
Number of referrals: The father has 4 past referrals. Past allegations: 3 of 4 past referrals were for Alcohol
Use/Abuse - Caretaker.

Learn more

o /

Learn more

Figure 3: This design concept invited workers to consider
not only factors that contributed to an AFST prediction, but
also factors that the AFST is unable to take into account.

Factors the worker may not have considered

Are you sure? The AFST score is 16. \

Your recommendation: .
Factors to consider:

Screen out ! { This is the mother’s fourth referral. }

The father has missing health records. 1

-
[ The family recently moved to Allegheny. }

See more j

Figure 4: In this design concept, the worker would be
prompted to consider additional factors if their assessment
is significantly different from the algorithm’s.
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While this design topic broadly focuses on revealing what factors
the AFST uses to make assessments on specific cases, the two de-
sign concepts approach this goal from a different lens. The prompt
for the first design concept, Q&A with the AI, was intentionally
broad: we asked participants to imagine how they might interact
with an AFST that was “more human-like,” so it could answer any
question they asked. The second design concept, Worker control
in Al predictions is inspired by findings from the first visit, when
discussing with C3 how they might better understand the AFST’s
behavior. C3 proposed that it would be helpful if they could more
easily explore counterfactuals by “‘[removing] some things out of the
score [... to] kinda play with it and say, ‘if you take this out of there,
what kind of score would this person get?’ ” [32]. Therefore, this con-
cept was intended to support workers in exploring the impacts of
removing or adding particular features. We first asked participants
whether they would be interested in having the ability to control
the information the AFST considered to make its assessment, for
example, by selecting particular features and removing them from
the score calculation, or adding features of importance. Afterwards,
they were shown a concrete sketch illustrating one possible way
the concept could be implemented (see Figure 5), and were asked to
imagine how they might use it to inform their screening decisions.

5.3 Communicating uncertainty

Prior literature on Al-based decision-support in other high-stakes
decision contexts suggests that uncertainty communication (e.g., vi-
sualizing the AT’s uncertainty in a particular case) may help experts
manage their own uncertainty and better calibrate their reliance on
Al recommendations (e.g., [7, 29, 53]. However, much of this litera-
ture has focused on tasks where a single, non-contested “ground
truth” exists, an assumption that may not necessarily hold in child
welfare decision-making [14, 19]. It is thus less clear whether uncer-
tainty communication techniques that have been explored in other
domains will transfer well to this this decision-making context.
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Worker control in Al predictions

e N
Select features that the risk score should account for:

The AFST risk score for this case is

16

(47/49 features enabled)

(osiseon [ cumman ) sommn |

{ Mother age ON } { Mother BH ON } { # referrals ON }

Father age OFF Father BH OFF [ Allegations ON -—‘—I—‘—-
o 0 5 16 »

[ Perp age ON ] [ Perp BHON ] [ Ref. source ON

° Recalculate

*BH = behavioral history

Figure 5: This design concept, inspired by worker feedback
in the first round, would allow workers to dynamically ad-
just the factors or individuals that the AFST uses when com-
puting a risk score.

Uncertainty Interval

The AFST predicts a risk score of
16 (11-20)
Ilikelihood of score
0 10 15 46 20

Figure 6: This design concept draws workers’ attention to
the inherent variability and uncertainty in outcomes pre-
dicted by the AFST, using a conventional probability distri-
bution superimposed on the score.

We presented two design concepts, each exploring a different
way for the AFST to communicate its uncertainty to workers in
particular cases. Uncertainty interval was intended to probe par-
ticipants’ reactions to a traditional uncertainty visualization, the
probability density curve (shown in Figure 6). Although many
more effective uncertainty visualization techniques have been de-
veloped [27, 30], our goal in presenting this design concept was to
convey the general idea that the AFST could express uncertainty
over a wide range of scores, for a given case. We first broadly probed
participants on whether they were interested in having the AFST
tell them “how certain or uncertain it is” Then, we showed them a
concrete sketch of a possible implementation of the concept. Un-
certainty due to unusualness (in Figure 7), on the other hand,
considered the “unusualness” of a case, with respect to the data
on which the AFST was trained, as a dimension of uncertainty,
prompting participants to think about how reliable or unreliable
the AFST is likely to be for that particular case [44].

5.4 Measurement and feedback on historical
decisions

As described in [32], workers described that their existing perfor-
mance measures caused them to feel organizational pressures to
avoid disagreeing with the AFST score “too often,” incentivizing
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Uncertainty due to unusualness

This case is moderately unusual compared to historical data. The
AFST may not be as accurate for unusual cases.

Unusual features about this case:

C No perpetrator listed ) CNo victim behavioral history) C Low poverty rate )

Similar historical cases share these features:

C No substance history ) C No placement history ) C Victim has ACJ/JPO record )

Figure 7: In this design concept, we explore notions of epis-
temic uncertainty related to the unusualness of a case, and
provide feature explanations of why a case could be consid-
ered unusual.

them to rely on the score against their best judgment. While the
previous design topics focused on revealing information about the
AFST algorithm to help social workers better integrate the AFST
into their daily work, this design topic explores ways in which their
past decisions with the AFST could be leveraged to improve their
use of the tool.

All three design concepts under this topic are intended to explore
how participants value receiving feedback about the outcomes of
past cases, and what forms of feedback they value. Similar past
case outcomes shows workers the outcomes of “similar” past cases
to help them think through likely outcomes of the current case they
are working on. First, workers were asked whether they would find
it useful to see similar historical cases when looking at the AFST
score. Then, they were shown one possible visual representation
of the concept, as shown in Figure 8. By contrast, Feedback on
quality of worker-Al decisions encourages workers to reflect
on their own historical decision patterns, by showing them their
recommendations or decisions in actual cases that they themselves
processed, alongside the recorded outcomes of those cases. For
example, we asked workers to imagine “what kinds of performance
or outcome statistics [they] would find meaningful,” if they could
see confidential feedback on the quality of their decisions over
time. Finally, Measuring quality of worker-AlI decisions probed
participants on what underlying performance measurements and
outcomes they would find meaningful, as a foundation for feedback
mechanisms like those shown in the other design concepts. Asking
specifically about overall decision quality, in addition to individual
decision quality, we showed participants one possible measure of
human-AI decision-making that is used in existing literature today
[11, 13, 14] (see Figure 9).

6 RESULTS

In this section, we present findings organized along our four design
topics. Figure 10 overviews participants’ ratings of overall perceived
helpfulness for each design concept. Note that for three design
concepts, helpfulness is not shown because the presented concept
was intended to support design ideation rather than evaluation;
these responses are shown in white. Discrepancies between cell
border color and fill color indicate that the participant’s assessment
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Similar past case outcomes

' + 46% of similar cases are placed within 2 years if screened in.
Vignette: 17% of similar cases are re-referred in 2 months if screened out.

Two victims, a
13-18 y/o female
and a9-13y/o
male...

Top 3 most similar historical cases:

p Same as left but... Same as left but... Same as left but...
| AFST Placement d Yes beh. history Yes beh. history Yes beh. history
b Risk Score: ' No previous ref. 3 children in ref. 1 victim in ref.
' '
b 1 6 H SCREEN OUT SCREEN IN SCREEN OUT
b . PLACED IN 2 YR. NO PLACEMENT NO RE-REF.

.

Figure 8: This design concept portrays AFST scores as
founded on patterns in historical data using observed out-
comes from similar cases, including the top three ‘nearest
neighbors’ of the current case.

Measuring quality of worker-Al decisions

Aligned outcome : Screening decision was ...
e Screen out — no re-referral or placement afterwards
e Screen in — re-referral or placement afterwards

Misaligned outcome : Screening decision was ...
e Screen out — re-referral or placement afterwards
® Screen in — no placement afterwards

Figure 9: This design concept maps out a possible way to
measure whether a worker’s decision is aligned or mis-
aligned with the final outcome, incorporating commonly-
used placement and re-referral metrics.

of the overall concept (border color) did not match their assessment
of the specific design sketch presented (fill color). As described
in Section 4, because we conducted the design interviews during
participants’ working hours, some were unable to complete all
study activities.

6.1 Discrepancies between human and Al
decision-making

Workers found it valuable to reflect upon potential reasons for dis-
crepancies between algorithmic judgments and their own, and they
wanted ADS interfaces to support them in making sense of such
discrepancies. In addition, as discussed below, workers resonated
with the idea that the AFST was performing a fundamentally differ-
ent task than they themselves were performing, which presented a
major point of tension in their use of the tool.

6.1.1 Factors the Al did versus did not consider. Six out of eight
participants found this design concept helpful, expecting that it
could support their understanding of how the score was calculated,
enable trust in the score, or better inform their decision to agree
or disagree with the AFST score. For example, S2 envisioned that
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they could leverage their knowledge of relevant context that the
AFST lacks, in order to assess the relevance of individual factors
that influenced the AFST score. If they had reason to believe that
the displayed top factors were of limited relevance in a particular
case, they would then have better evidence to override the AFST’s
recommendation.

By the time workers run the AFST, they have already assembled
relevant information to form their own initial assessment. Given
this, C7 suggested that the design should focus on highlighting
“any independent factors, atypical to the normal [factors that workers
take into consideration], that have pushed [the score].” Participants
also wanted to supplement their existing mental models of how
the AFST works by understanding how much the factors impacted
the AFST score, not just what factors were used. For example, S1
described a desire to understand how the algorithm weighs factors
that may be sources of socio-economic bias: .. somebody who is
getting public assistance, you know, how much weight is given to
that [...] versus that person who makes over $100,000 [...] How much
weight is based on income?” (S1).

Workers expressed interest in using the design concept to iden-
tify knowledge gaps between the ADS and themselves. For example,
C9 wondered whether the concept could support them in identify-
ing “missing current concerns for safety” by showing a list of safety
and risk factors to inform their recommendation. Similarly, S2 de-
scribed that the factors shown could be useful, even if they did not
believe they should be considered in the model’s risk score. They
described that knowing when such factors were considered in the
score could help them justify their decisions to disagree with the
score.

6.1.2  Factors the worker may not have considered. Overall, partici-
pants were motivated to understand why the AFST might disagree
with their initial screening assessments. All but one of the seven
workers who were shown this design concept found it at least some-
what helpful. Workers appeared open to adjusting their assessments
if the AFST could provide reasonable evidence that it was making
a better-informed risk assessment than they were. Echoing partici-
pants’ responses to the previous design concept, Factors the Al
did versus did not consider to support more informed decisions
about when to agree or to disagree with the AFST, participants
expressed the need to know how the AFST’s algorithmic reason-
ing diverges from their own, so that they could assess possible
shortcomings in both their own and the AFST’s assessment.

It was not enough to see a summary of key factors the AFST used:
To facilitate such comparison, participants desired the ability to see
how the AFST weighed various factors, in addition to seeing the set
of factors that it used. Furthermore, all seven participants expressed
that the usefulness of this kind of interface would depend heavily on
the level and kinds of detail it offers to explain particular worker-
Al disagreements. For example, one participant argued that the
interface would need to allow workers to dive into more concrete
details related to each factor, to support workers in personally
assessing that factor’s relevance to child safety as needed (cf. [6, 23,
38]). After seeing one of the example factors that we presented in
our concept sketch, C2 said,

“This is the mother’s fourth referral. What is in the re-
port? Because that could be mom’s fourth referral on
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Design topic Design concept Round1 Round2 C1 C3 C4 C5 C2 C6 C7 C8 C9 S1 S2 S3
Discrepancies between Factors Al did versus did not consider 4

human and AI Factors worker may not have considered v

decision-making Type of "risk” predicted by worker vs. Al v

Enabling worker-AI Q&A with the Al 4

dialogue ‘Worker control in Al predictions 4

Communicating Uncertainty interval 4 v -
uncertainty Uncertainty due to unusualness v/ v/

Measurement and Similar past case outcomes v v

feedback from Feedback on quality of worker-Al decisions v - -
histosical decisions Measuring quality of worker-Al decisions v

Somewhat helpful

B Not helpful

Helpful I:l Did not prompt for helpfulness

Not shown this concept

D Border = initial response before seeing visual design, if different

Figure 10: Matrix showing overall perceived helpfulness for each participant (columns) and design concept (rows). As shown
by the checkmarks, three design concepts were introduced during the first visit’s design interviews. The remaining seven
design concepts were introduced during the second visit’s design interviews, informed by findings from the field observations

and interviews from the first visit.

the same incident. These people are sick of her. Like tru-
ancy or her kids are playing outside, not doing anything
wrong. [...] We get a lot of [....] retaliation reports. Like, T
call on you. You call on me. I call on you. You calling on
me. Calling on you, calling on me.” All of those reports,
they keep coming in, keep coming in, keep coming in.
And eventually, the [AFST] score is going to be [very
high] regardless of what it is.”

Similarly, S1 stressed the need to see more detail about each factor:
“if it’s not going to tell me, ‘These are the things that we considered
and this is how the score came about,” [...] then it [does not] mean
anything.”

6.1.3 Type of “risk” predicted by worker vs Al. All five workers
who received this prompt resonated with the idea that the AFST
is predicting a fundamentally different notion of “risk” than they
are. For example, C7 and S3 valued assessing immediate safety risks
on timescales of days to months, as opposed to trying to assess
longer-term risk of child maltreatment on timescales of months to
years as the AFST does. C7 raised the point that risk of placement
does not necessarily indicate risk of harm, and vice versa, especially
in the short term:

«

.. we don’t really consider, like, when you’re doing

a referral, will this child be removed. 1t’s, like, more

like will this child be harmed, or, you know, like, in the

immediate... And it’s more safety than risk of removal.”
Similarly, C9 felt that limitations in the AFST’s ability to under-
stand relevant context produced misalignments with their own
decision-making goals, and limited the AFST’s usefulness. For ex-
ample, believing that the AFST predicts risk of system involvement
(i-e., risk that a family will use public services), they discussed the
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algorithm’s inability to distinguish between positive versus negative
engagement with services:

“Cases like for the older teenagers, I mean, there may be
at risk to system involvement but, like, the risk or safety
are not necessarily as high just because they’re not home
as much. [...] It could be the parent also, you know,
is involved with mental health or whatever. But that
shouldn’t necessarily be a negative, because if they’re,
you know, following up with their medical care, that’s
not necessarily a bad thing.”

6.2 Enabling worker-Al dialogue

Overall, participants responded positively to designs aimed at sup-
porting dialogue between workers and the AFST. Below, we summa-
rize findings connected to these three design concepts, highlighting
opportunities to better address workers’ needs.

6.2.1  Q&A with the Al. The four participants who were shown this
design concept generated a variety of questions for a hypothetical
version of the AFST that could have a “human-like” conversation
with them (cf. [38]). Participants envisioned asking the AFST about
important factors that were strongly contributing to its risk score
calculation. Participants were particularly interested in learning
about aspects of a given case that made it atypical or unique among
historical cases, in ways that might impact the AFST’s reliability. A
couple of participants expressed interest in asking the AFST about
trends in its behavior across time and across similar historical
cases. For instance, C6 said it would be helpful to see a timeline
of previously calculated scores for a case that has multiple past
referrals, in order to understand how and why the AFST score
evolved over time in response to unfolding information. C7 wanted
to see the AFST’s predictions for “similar” historical cases, along
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with information about the actual outcomes of each case. They
described how this information could help them better gauge the
validity of the AFST score on similar kinds of cases, by grounding
their understanding of the AFST’s predictions in subsequent real-
world outcomes. C7 also noted that the ability to ask questions
regarding the specific data sources the AFST uses could help inform
their decision-making in particular cases: ‘T would love to know if
we could just have a general idea of where the score comes from, just
knowing what data sources it’s using.”

6.2.2  Worker control in Al predictions. All eight participants who
were presented with this design concept expected that it would be
helpful in their day-to-day decision-making. Although we presented
this concept, in part, as a way to help workers better understand
the impacts particular factors have on the AFST score, workers also
saw opportunities to use such an interface to imbue the AFST with
important contextual knowledge that the AFST might otherwise
overlook.

Workers envisioned a wide range of ways they could use this de-
sign to help mitigate limitations they perceived in the existing AFST.
For example, workers reflected on how the current AFST protocol
requires them to include information about individuals who are not
relevant to the child’s safety, such as collateral relatives or deceased
family members who are no longer active in the child’s life, when
calculating the AFST score. Based on their past experiences using
the AFST, they believed these factors disproportionately impacted
the AFST score. S1 expressed another interesting goal for omitting
certain information from an AFST score calculation: They wanted
to mitigate the AFST’s use of data from the distant past, for indi-
viduals whose present state is no longer well-represented by their
past records. In particular, they explained that some families who
are currently at low risk for child maltreatment may be unfairly
assessed by the AFST based on actions from several years prior:
“[How] can I balance out father went to jail 10 years ago, but now
father is out here being a productive citizen doing what it is that he
needs to do? But based on where [the AFST is] pulling everything from,
it’s pulling that, but it’s not pulling it that father is now a productive
citizen” (S1).

Two participants (C3 and C7) were initially concerned that they
may not be “educated enough” (C7) to make such customizations
or that they may make biased decisions when omitting variables,
especially given their overall skepticism around the current version
of the AFST. However, they ultimately expressed interest in the
design concept after seeing a concrete design sketch. Both call
screeners, along with one supervisor, emphasized that they would
like a way to stay accountable for the decisions they make about
factors to adjust in the AFST calculation. C3 and C7 suggested
that it would be useful to show both the original and the adjusted
AFST score to their supervisor in the case report. S2 suggested
that the design integrate an open text field where workers must
rationalize how they adjusted the AFST score, noting that these
accountability measures can both encourage workers to responsibly
use the new capabilities offered by the design and, in the process of
writing their explanations, give them an additional opportunity to
reflect on the validity of their justifications. These ideas align with
existing accountability structures at CYF, where supervisors assess
call screeners’ recommendations when making their final decision

463

Anna Kawakami and Venkatesh Sivaraman et. al.

and workers regularly have informal, collaborative discussions
about case assessments and the AFST score for particular cases.

6.3 Communicating uncertainty

Participants’ reactions to uncertainty communication was consider-
ably more varied, compared with other design concepts discussed
above. Although workers appreciated the idea of raising aware-
ness that algorithmic risk predictions can be uncertain, they had
difficulty envisioning how the AFST’s uncertainty might impact
their own decision-making, given how they currently calibrate
their reliance on the tool. As we discuss in more detail below, our
findings suggest that in the context of Al-assisted child welfare
decision-making, uncertainty communication may be most useful
when it maps to a notion of uncertainty that is already familiar
and tangible to workers, such as uncertainty due to missing or
unreliable information.

6.3.1 Uncertainty interval. Some participants gravitated towards
the general idea of communicating uncertainty in the AFST score.
For instance, when presented with a sketch of a probability interval
over the AFST score, C1 naturally interpreted this in terms of the
factual reliability of the input data to the tool:

“Maybe if [past] reports were not founded, you’re gonna
end up more [on the lower end], but if there’s more that
were founded or there’s more factual information, I can
see how it could fall into [the upper end]. I think it
gives us more leeway when we’re going to make our
recommendation.”

Some participants expected that visualizations of the AFST’s un-
certainty in particular cases could help them decide how heavily to
weigh the score when it disagreed with their assessment, especially
in “edge cases,” where they themselves felt highly uncertain (C3, C6).
Similarly, C7 and C9 expected that uncertainty visualizations might
encourage them to look more closely at the referral documentation
to understand a wide score range.

In contrast, other participants expected that an interval-based
uncertainty visualization would not affect their decision making,
either because they lack trust in the AFST for reasons that such a
visualization would not address (C2, C4), or because they would
simply ignore the probability representation and use the peak score
(S1, S3). In line with this second reason, C5 expressed concern that
the probability curve would “just make me even more confused, I
think. I really feel like I'm not all that savvy with this stuff.”

6.3.2  Uncertainty due to unusualness. Participants were more re-
ceptive to this formulation of uncertainty than they were to Un-
certainty interval, given that it aligned with intuitive notions
regarding why the AFST might be uncertain, and also because the
list of unusual factors could double as a method to explain the
score to them. C6 noted that “when you have a high score but cannot
figure out what is possibly generating that — which would probably
fit into the unusual referrals — I think for those kinds of things, it
could be helpful” A few participants were particularly interested in
the factor “no perpetrator listed” displayed in the concept sketch,
since it resonated with their conception of uncertainty as missing
information in the referral (C2, C7). C7 recalled a past case in which
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uncertainty due to missing data led to a disagreement with the
AFST score:

“This child had significant behavioral health issues and
substantial behavioral health diagnoses... but the ser-
vices were from another county. So that would’ve been
missing data... It was one that had to ultimately be
screened in even though it was a low risk [AFST score].
So yeah, things that would tell us what’s unusual about
something would be helpful”

By contrast, S3 was skeptical about highlighting missing informa-
tion such as “no perpetrator” because supervisors can already assess
unusualness by reading the referral:

“If I saw no perpetrator was listed and thought it was
unusual, I'd just think it was unusual. I don’t need [the
tool] to tell me.”

Overall, participants were receptive to uncertainty communication
approaches that could alert them to data inconsistencies or out-
liers impacting the score, but only insofar as they believed these
approaches could complement (rather than duplicate) their own
abilities to detect such features.

6.4 Measurement and feedback on historical
decisions

Opverall, participants had mixed responses to the three design con-
cepts on measurement and feedback. For all three design concepts,
some participants expressed discomfort with the ideas presented
in the design concept while suggesting ways in which it may be
improved; others saw potential in the design concepts’ abilities to
surface and enable them to benefit from historical case decisions.

6.4.1 Similar past case outcomes. The goal of this design concept
was to aid workers’ decision-making by allowing them to compare
their current case, at decision-time, against similar past cases with
known outcomes. Out of the nine participants who were asked
about seeing the outcomes of similar past cases at decision-time
(Similar past case outcomes), six believed that this capability
would be at least somewhat useful in informing their decisions, two
believed it would not be helpful, and one was uncertain. Partici-
pants who saw value in this design sketch believed it could help to
standardize decision making across workers (C1, C6), while those
who perceived risks in this sketch noted its potential to further
perpetuate existing biases in child welfare decision-making [C3,
C7, S1, S3]. In the former case, C1 felt that seeing the outcomes of
past cases would empower them to feel more confident in decisions
that they perceive as particularly high-stakes, because “you can see
trends and statistics and factual information to back up and support
what you’re trying to recommend.” This desire to justify decisions
to others, also observed in some call screeners’ and supervisors’ re-
sponses to Factors the Al did versus did not consider, emerged
as an important design consideration, given the collaborative nature
of social workers’ decision-making with the AFST.

At the same time, many participants objected to the underlying
assumption that child maltreatment referrals could be compared
in the first place. S3 presented a particularly strong critique of the
notion of using similar cases to make future decisions:
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“Why do I care what’s similar? It’s not this case. I don’t
care if your neighbor’s case is kind of like yours — it
doesn’t relate to what’s going on at your house... 'm
not dealing with your neighbor.”

Furthermore, C7 warned that decision-makers might fall into the
trap of believing similar cases always lead to similar future out-
comes, causing biases to become even further entrenched in their
decision processes. Other participants were skeptical about whether
the ways similar cases were retrieved would actually reflect aspects
of the cases workers considered meaningful. For example, C2 ex-
pressed disbelief in the example metrics shown in the design (which
were extracted from real historical cases), explaining that “it’s just a
lot of other variables going on that decide whether or not this child is
going to be placed.” For these participants, the utility of this design
would “depend on how much detail you knew about the previous case”
(Co).

6.4.2 Feedback on quality of worker-Al decisions. In our first visit,
we learned that workers currently have little to no opportunities
to receive feedback on their Al-assisted decision-making [32]. We
used this design concept to explore what forms of feedback super-
visors and call screeners would find meaningful, and what impacts
they imagined such feedback could have on their decision pro-
cesses. When asked about the helpfulness of seeing feedback on
the quality of their own historical decisions (Feedback on quality
of worker-AlI decisions, four of the six participants presented
with this concept expected it would be at least somewhat helpful,
and two expected that it would not be helpful. We observed two
prevailing narratives: some participants believed the outcomes of
cases on which they make decisions are not, and should not be their
responsibility; at the same time, other participants saw value in re-
ceiving feedback to learn from their mistakes and identify potential
biases in their decision making.

Two participants (51, C2) were not interested in knowing the
outcomes of cases on which they make screening decisions. S1
expressed that there are already too many things to worry about
in their day-to-day job, so having additional metrics to concern
themselves with might not be productive:

“For me, once it leaves the call center, 'm done with
it. I don’t care what happens with it. I have no vested
interest in those numbers. Once it’s out of here, it’s out
of my hands. Because there’s just too many. There’s too
much stuff that’s going on currently to have to worry
about what’s going on out in another office.”

C2 shared that they occasionally get curious and look up the out-
comes for cases they have previously reviewed: ‘T keep a list of
certain ones that are like, ‘Ooh, what happened?” However, they ex-
plained that viewing outcomes on past cases does not influence how
they make decisions in the future, given the many factors beyond
their control that can influence case outcomes. Furthermore, both
C2 and S1 expressed fears that any mechanisms to provide feedback
to workers on their decision making could readily be appropriated
by management and transformed into tools for expanded oversight
of their work, which would be used to assess them negatively.
Other participants, including both supervisors and call screeners,
expected that receiving aggregate feedback on the quality of their
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decisions might help them learn from their past mistakes, including
by helping them mitigate the impacts of personal biases that may
affect their screening decisions. Furthermore, S2 explained that any
feedback workers currently receive on their performance tends to
be negative, which can decrease workers’ morale over time. As such,
S2 saw opportunities for a feedback interface to support greater
balance, providing more opportunities for positive feedback on
worker decision making.

Call screeners expressed varied goals and desires for feedback
on their decision making. For example, C7 was most interested
in seeing how well their recommendations aligned with their su-
pervisors’ final case decisions, which are ultimately informed by
a call screener’s compiled report and recommendation, as well as
the AFST score: “Usually, I feel like we’re generally on the same page
for stuff, but I would like to see, like, how our recommendations go
versus what, yeah, what is ultimately decided.” C6 said they would
be interested in seeing feedback “just for [their] personal growth,”
while C7 was excited about using the feedback as a way to en-
courage light-hearted competition with their peers: “Oh, I'd love
[seeing feedback]. We would turn it into, like, a challenge area to
see who could be the best worker.” This excitement for gamifying
feedback and promoting comparison across workers contrasts with
other participants’, particularly supervisors’, concerns that such
mechanisms might be appropriated by management to negatively
assess their performance.

6.4.3 Measuring quality of worker-Al decisions. This design con-
cept presented participants with one possible method for measuring
the alignment between their decisions and actual case outcomes:
measuring how often decisions are aligned with re-referral or place-
ment outcomes. Indeed, this measurement approach maps closely
onto the AFST’s objective function: the tool is trained to predict
the risk of removal and previously predicted risk of re-referral.
When presented with this proposed measurement approach, which
might be used to support implementation of feedback mechanisms
such as those discussed above, three participants ideated possible
ways to improve upon this simple performance metric to better
capture important nuances in their decision processes. Workers’
ideas regarding how best to measure decision quality aligned with
the values that they and others described in response to Feedback
on quality of worker-Al decisions. As discussed below, they de-
sired measures that would (1) support positive feedback, not just
negative feedback (C7), (2) capture the notion that they have greater
responsibility for outcomes that occur within a shorter time period,
following their decision on a case (S2), and (3) highlight discrep-
ancies between call screeners’ recommendations and supervisors’
decisions (C6).

Workers voiced concerns about naively using placements or
referrals to track all case outcomes, regardless of the specific context
of a case. For example, C7 characterized placements as usually being
the “harshest thing [they] do,” and yet placements can also be a
positive outcome if the case is severe: ‘[T would feel good about my
past decision] I guess if it’s a severe situation, like, if a child was placed
[...] in a family [...] or if a child got services, or if [the case] was closed
and then they came back, those are all good [outcomes].” C7 also
expressed discomfort with the presented measurement method’s
exclusive focus on outcomes that are usually considered negative:

465

Anna Kawakami and Venkatesh Sivaraman et. al.

“..if we’re screening something in, we hope to address
the issues and avoid re-referral, right? Isn’t that kind
of the idea of screening something in [...] I don’t like
[using placement outcomes] either. I mean, because if
we’re screening it in, we want to avoid placement.”

For these reasons, as C7 emphasized, it may be too simplistic for a
measure of decision quality to encode that if a decision is made to
screen-in a case, and the resulting investigation yields a placement
or re-referral, that this means the choice to screen-in the case was
necessarily a “good” decision. Furthermore, S2 raised the point that,
over longer time periods, outcomes on placement and referral are
increasingly unlikely to be related to their decisions. For example,
children might be placed because of a change in family circum-
stances, such as a single mother passing away, that they have no
way of predicting. Thus, this supervisor suggested that a measure of
decision quality only considers re-referral and placement outcomes
within a 90 day time frame.

7 DISCUSSION

In this study, we probed social workers’ challenges in integrating a
well-established ADS into their day-to-day decision-making. We ex-
plored their desires for new kinds of worker-Al interactions using a
set of ten design concepts, inspired by workers’ prior feedback and
design ideas, as well as ideas from prior research literature. These
concepts highlighted discrepancies between human and algorithmic
decision-making (Section 6.1), potential ways to engage in dialogue
with an ADS (Section 6.2), various notions of uncertainty (Sec-
tion 6.3), and measurement and feedback on historical Al-assisted
worker decisions (Section 6.4). Our findings suggest fundamental
challenges to designing effective ADS in social decision-making
contexts, that existing algorithmic tools do not account for. Below,
we discuss implications drawn from each of the ten design concepts,
followed by a broader reflection on our findings.

7.1 Concept Implications

In this section, we discuss implications of our findings, organized
by design topic. Throughout this section, we highlight a set of 13
key takeaways (see numbered list items).

7.1.1  Discrepancies between human and Al decision-making. Exist-
ing XAI techniques have often focused on communicating model
features and weights to support decision-makers in understanding
how an ADS arrives at its predictions or recommendations [50].
However, little research has explored the design of interfaces that
prompt decision-makers to reflect on factors an ADS did not con-
sider, but which may have informed their own decision-making.
Through the Factors the Al did versus did not consider design
concept, we found that social workers were highly receptive to
the concept of ADS interfaces that explicitly surface knowledge
gaps between the worker and the ADS. An interesting line of fu-
ture work could be to design ADS interfaces that display explicit
prompts about factors that human practitioners commonly take into
account in their decision-making, contrasted against the outputs of
existing XAI approaches focused on feature importance. The con-
tents of such interface prompts could be informed by in-depth field
studies and retrospective data analyses of human decision-making
in specific real-world decision-making contexts.
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(1) Design ADS techniques and interfaces that display an aware-
ness of the factors that a human decision-maker would be
expected to use, in contrast to those used by the AL

Workers not only viewed the Factors the worker may not
have considered design concept as helpful for informing their
own decision-making, but also for supporting them in explaining
and justifying decisions to their supervisors. For instance, if workers
believed that certain factors the model took into account were not
relevant to a case, or that the model overlooked factors that were
critical to a given case, this design concept could support them in
justifying their decision to override an algorithmic recommendation.
While the idea of re-targeting ADS towards bureaucratic processes
has been discussed in the literature [25], the use of Al explanations
to facilitate collaborative decision-making could be a strategy to
improve the usefulness of ADS systems despite retaining imperfect
predictive targets.

(2) Explore ways for explainable ADS interfaces to support work-
ers’ needs in tasks extending beyond decision-making, such as
the need to justify agreement or disagreement with the risk
score to peers.

While the above design concepts largely focused on input fea-
tures, the Type of risk predicted by worker vs. AI concept il-
lustrates the tensions that result from ostensibly unjustified mis-
alignments between workers’ own decision targets and the ADS’s.
Future ADS designers should engage workers in co-designing ADS
predictive targets and objective functions that workers understand
as complementing, rather than clashing with, their existing deci-
sion processes. If taking the stance that predictive targets should
actually alter workers’ existing decision processes, as in the case
of the AFST, ADS designers should collaborate with workers to
jointly identify concrete opportunities to improve existing decision
processes and to co-develop a vision for how an ADS can help them
achieve these improvements.

(3) Engage workers in the co-design of ADS predictive targets that
are intended to complement their decision-making.

7.1.2  Enabling worker-Al dialogue. In line with prior work on
human-centered explainable AI (HCXAI) that has asked practi-
tioners what kinds of questions they might like to ask of predic-
tive models, our Q&A with the AI design concept yielded a wide
range of responses. Many of the questions our participants gener-
ated align with common questions identified in prior work, such
as the contributions of a given feature in determining Al outputs,
the typicality of a given case compared with historical cases repre-
sented in the system’s training data, or the source of the data that
the system learns from and uses [38, 50]. However, workers were
also interested in interactions that have been less explored in the
HCXAI literature. For example, to inform their decision-making,
some workers were interested in contextualizing the AI model’s
current output within the history of a given case by probing how the
Al prediction may have changed across time in response to changes
in the data for that case. Other workers were interested in gaining
a grounded understanding of the AI model’s reliability on cases
similar to one under consideration, a point that is closely related to
our design concepts on measurement and feedback.
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(4) For repeated risk assessments on the same individuals, provide
workers with opportunities to understand how the predicted
risk may have changed over time.

The Worker control in Al predictions design concept was
one of the most favorably-received concepts in our study. While
this design concept was intended to help workers understand the im-
pacts of data inputs on the risk score, workers envisioned ways the
design could go beyond understanding the score and support mean-
ingful worker discretion and control using their case-specific, con-
textual knowledge. Prior literature on algorithm-assisted decision-
making has discussed tradeoffs between increasing model trans-
parency and opening opportunities to ‘game the system. For in-
stance, Saxena et. al. found that caseworkers tweaked inputs to
CANS, a decision support tool, because they felt ‘gaming the system’
was the only way for them to regain agency over their decision-
making process [48]. In our study, however, workers imagined ways
to exercise their agency in informing the algorithmic score calcu-
lation while still maintaining accountability for their actions. For
example, workers proposed expanding their existing call screener-
supervisor accountability structure around this design concept,
by requiring that workers provide an open-text explanation for
changes made, and by ensuring that both the original and worker-
updated risk score are made visible when others in the organization
review screening recommendations. It remains an open question
what combinations of worker control and accountability mecha-
nisms might support acceptable trade-offs between overcoming
algorithmic limitations and neutralizing its potentially complemen-
tary effects. Furthermore, the implementation and validation of
such user-controllable ADS would be a significant technical en-
deavor.

(5) Investigate the technical feasibility of risk prediction tools in
which feature values can be interactively adjusted to account
for contextual factors known to the decision-maker.

(6) Design bureaucratic structures that enable the contextual adap-
tation of ADS predictions while maintaining accountability.

7.1.3  Communicating uncertainty. Although participants under-
stood that the probability curve was a better reflection of the “fluid
nature of the score” [S2] than the current point estimate, most found
this sketch unhelpful. These findings largely align with literature
on uncertainty visualization showing that decision-makers com-
monly ignore probability curves when presented alongside point
estimates (e.g., [30]). Data visualization research has often focused
on this conventional depiction of uncertainty, improving its effi-
cacy through the use of discrete representations and animations
[27, 30, 33]. However, our results suggest that seeing a range over
possible outcomes may not be the right kind of uncertainty to visu-
alize in this context. By contrast, visualizations that are designed
to align with workers’ existing notions of “uncertainty”, such as
Uncertainty due to unusualness discussed below, may be more
actionable.

(7) Communicate uncertainty in terms of concrete sources of vari-
ation that align with existing decision-maker notions of un-
certainty, rather than through generic representations (e.g.,
probability distributions).
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To our knowledge, unusualness has not been investigated as a
form of uncertainty communication in Al-assisted decision making,
although it is similar to notions of epistemic uncertainty proposed
in machine learning [41]. It is therefore notable that Uncertainty
due to unusualness resonated with participants more than con-
ventional depictions of uncertainty, both because it tapped into
decision-makers’ existing conceptions of uncertainty and because
it explained the algorithm’s confidence level using familiar data fea-
tures. In light of recent mixed findings on the effects of local feature
explanations on decision-making performance [2, 59], combining
explanations with uncertainty metrics in this way is a promis-
ing avenue for future work. Additionally, our discussions with
participants around design concepts Uncertainty interval and
Uncertainty due to unusualness highlighted the ways in which
workers account for the state of their own knowledge at the time
of a decision, in accord with prior work on expert decision-making
[7, 29, 53]. Future work should explore strategies to communicate
these alternative forms of algorithmic uncertainty (e.g. unusualness
and data missingness) to complement workers’ awareness of their
own uncertainty.

(8) Explore technical methods for not only quantifying ADS un-
certainty, but explaining uncertainty in terms of data features.
(9) Design ADS interfaces that help workers make sense of their
own uncertainty, and adjust their decision-making accordingly.

7.1.4  Measurement and feedback on historical decisions. Making
inferences based on similarity between cases is a fundamental un-
derlying assumption of statistical risk assessment tools in general,
including the AFST. By rendering this underlying assumption more
salient to workers, the Similar past case outcomes design con-
cept provoked strong reactions of both hope and discomfort-a
reflection of participants’ attitudes towards quantitative compari-
son of families. Building on Cheng et al.s work using interactive
case comparison to elicit fairness notions [9], this design illustrates
how greater transparency into an algorithm’s conceptualization
of “similarity” can lead to greater confidence that a statistical risk
assessment is founded in real data. However, participants’ reactions
also highlighted the limits of case comparison-not only because
decision-makers believe families are ultimately non-comparable,
but also because the axes for comparison are typically limited to
shallow, incomplete administrative data.

(10) Explore ways to allow workers to (partially) inform risk score
calculation by defining contextually appropriate similarity
metrics.

In the concept Feedback on quality of worker-AlI decisions,
we explored workers’ desires for performance feedback on their
Al-assisted decision-making. While some workers were excited
about the idea of receiving feedback, others expressed disinterest
or concern about the prospects of having their decision-making
measured. For example, workers in this study expressed fears that
any performance measures may be repurposed by their organization
for surveillance purposes. This concern surfaced even though we
asked workers to imagine that the feedback would only be used
for their own benefit and that others would not see it. Moreover,
given that workers were already overloaded and overwhelmed, they
worried that receiving performance feedback, and having to sift
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through and interpret it, might simply add an additional burden to
their workday. Given that feedback is critical in order to improve
decision-making over time, future work should examine how to
alleviate these obstacles toward accepting and utilizing feedback.

(11) Explore the design of technologies and organizational struc-
tures that provide workers with time, space, and incentives to
care about and benefit from feedback.

Prior studies on the impact of ADS tools on human decision-
making have often defined performance according to whether the
decision taken (e.g., screening in a child maltreatment call for in-
vestigation) aligns with an observed outcome (e.g., whether a child
is later removed from their home). In our study, when we presented
workers with the Measuring quality of worker-AI decisions
concept, they highlighted shortcomings of this measurement ap-
proach, while both validating and nuancing known limitations
reported in prior literature.

First, Coston et. al. [11] noted that the action taken may influ-
ence the outcome that is observed. For instance, a worker may have
been correct in screening-in a family for investigation, despite the
absence of future re-referrals, precisely because the resulting in-
vestigation connected the family to services that helped to prevent
those re-referrals. Workers in our study also expressed concerns
with making causal claims about their own decisions leading to ob-
served outcomes, noting that there are many other factors, besides
their own decision, that could lead to placement.

Second, in social decision-making contexts, good decision-making
is often not synonymous with high predictive accuracy for an ob-
servable outcome. In our study, workers also expressed discomfort
with associating placement with good decision-making, given the
case-specific factors that nuance how an observed outcome should
be interpreted. For example, workers described that placement may
be interpreted either as the harshest possible outcome, which work-
ers try to avoid, or as a desirable outcome, depending on the child’s
specific circumstances. Given the importance of observable out-
comes in designing effective performance measures, future research
should explore how we might balance the ethical and societal trade-
offs between collecting more data and improving measurement
quality.

(12) Explore improved human-AI decision-making measures that
account for both the decision process and outcomes that are
reflective of human’s decision targets, which may deviate from
that of the ADS’a objective function.

(13) Explore ways to directly involve workers in co-designing appro-
priate ways to evaluate their own Al-assisted decision-making
processes and outcomes.

7.2 Broader Implications

While the above implications follow directly from the design con-
cepts we devised, participants in our study often engaged with the
proposed interfaces at a deeper level, seeing “through” the inter-
faces to critique the underlying assumptions and objectives of the
AFST. In workers’ reactions of surprise and distrust as much as in
their enthusiasm, we begin to see a complex picture of how front-
line decision-makers envision possible partnerships with Al As
we discuss below, these findings address some general challenges
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in algorithmic decision support, but they are more importantly
grounded in the fundamental challenges of social decision-making.

For example, participants repeatedly cited their reliance on con-
textual knowledge obtained through referral histories and conversa-
tions, which they used to judge the relevance of particular features
of a case. As we observed through the Factors the worker may
not have considered and Worker control in AI predictions
concepts, workers were often concerned with the impact of specific
individuals on the score, such as a parent who has a long referral
history or who does not play an active role in the child’s life. In
these cases, even the ability to preview how the risk score changes
in response to different feature values, a feature that has been ex-
plored in prior system-building studies [60], may be insufficient to
render the ADS useful. Rather, workers envision the ADS as a way
to summarize a risk prediction informed both by administrative
data and their contextual knowledge, and to communicate these
assessments succinctly to collaborators. This kind of future may
require ADS algorithms and interfaces that are reconceptualized as
communication tools, rather than static predictions. At the same
time, new methods of validating ADS and strategies to mitigate
‘gaming the system’ behavior [48] may help promote accountability
and consistency in the use of such systems.

Another recurring topic in discussions with participants was that
the metrics used by the ADS to measure decision accuracy do not
align with their own, a common characteristic of social decision-
making domains [18, 52]. While the predictive target in the current
version of the AFST is intentionally designed to nudge workers to-
wards considering longer-term risk (aligned with practices in some
health domains [57]), our findings suggest a need to reconsider
the validity of the model’s targets in the context of workers’ own
decision objectives (see Type of “risk” predicted by worker ver-
sus Al and Measuring quality of worker-Al decisions). Future
work should explore ways to redesign ADS targets and measures
to complement workers’ existing decision processes and objectives.
Until workers’ underlying value misalignments with the model are
addressed, interface improvements to the ADS may fail to fully
capitalize on humans’ and AI's complementary strengths.

Perhaps most fundamentally, workers expressed doubt about
core aspects of statistical risk prediction, including the manage-
ment of uncertainty and comparing families based on administrative
data. Workers certainly acknowledged uncertainty in their own
decision-making, yet their reactions to the Uncertainty interval
and Uncertainty due to unusualness concepts indicated skepti-
cism that knowing the algorithm’s uncertainty would help them.
While visualizing the uncertainty or confidence of a prediction is
often cited as a strategy to calibrate reliance [53, 59], participants
in our study preferred to be alerted to uncertainty (potentially be-
yond the model) that might make the case unusual or uncertain
to them. For example, surfacing possible data incompleteness is-
sues resonated with workers’ notions of uncertainty accumulated
during information-gathering. As we observed in the Similar past
case outcomes concept, workers also questioned the assumption
that families’ structured referral histories can be compared in valid
ways, and maintained that their role was to assess the unique situa-
tion of each family. Compounding this finding with observations of
workers compensating for algorithmic errors and disparities [8, 14],
it may seem that the ADS’s role is superfluous in these experts’
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decision-making process. However, our design concepts offer po-
tential avenues for ADS to provide alternate forms of usefulness,
either in its current predictive framing or in one that emphasizes
the aspects of information-gathering and collaboration.

7.3 Limitations

Our findings reflect the perspectives of workers at a single site,
who all utilize the same ADS. However, we note that many aspects
of workers’ relationship to this ADS may be similar to other Al-
augmented social work contexts, particularly given the AFST is
often held as a model for how ADS in social work can be imple-
mented. Nevertheless, this group of participants may have notable
differences simply because the AFST has been in use for so long.
For instance, workers in this context may not have received as
much recent training as workers in similar settings due to the algo-
rithm being well-established. It is possible that our design concepts
elicited less radical proposals overall, given that workers were quite
experienced with the tool as it exists now. On the other hand, it
could also be the case that these workers provided more critical
feedback and design ideas, given their extensive experience (and
daily frustrations) in interacting with the tool.

Additionally, we did not implement interactive prototypes of
these design concepts, or evaluate improvements to participants’
decision-making if they were to use them. Given workers’ concerns
about evaluation metrics and the technical challenges of many of
our concepts, a quantitative evaluation of decision-making would
have limited our ability to test a broad range of concepts. However,
a future evaluation of some of our designs at higher fidelity would
be crucial to distinguish decision-makers’ stated perspectives from
their actual uses of ADS.

8 CONCLUSION

By eliciting decision-maker reflections on several design concepts,
each reflecting possible ways to augment or redesign an existing
ADS, this work provides a new lens into how workers wish to
engage with Al in a high-stakes social context. Our findings suggest
potential ways that ADS interfaces can better support workers’
needs to identify relevant decision factors, manage multiple sources
of uncertainty, and collaboratively build justifications for decisions.
Overall, our findings demonstrate the continued importance of
frontline workers’ insights in guiding decision about the kinds
of roles new technical systems should or should not take on in
complex social decision-making contexts.
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