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Abstract
Up to the third-order rogue wave solutions of the Sasa—Satsuma (SS) equation
are derived based on the Hirota’s bilinear method and Kadomtsev—Petviashvili
hierarchy reduction method. They are expressed explicitly by rational functions
with both the numerator and denominator being the determinants of even order.
Four types of intrinsic structures are recognized according to the number of
zero-amplitude points. The first- and second-order rogue wave solutions agree
with the solutions obtained so far by the Darboux transformation. In spite of
the very complicated solution form compared with the ones of many other inte-
grable equations, the third-order rogue waves exhibit two configurations: either
atriangle or a distorted pentagon. Both the types and configurations of the third-
order rogue waves are determined by different choices of free parameters. As
the nonlinear Schrddinger equation is a limiting case of the SS equation, it is
shown that the degeneration of the first-order rogue wave of the SS equation
converges to the Peregrine soliton.

Keywords: Sasa—Satsuma equation, rogue wave, Kadomtsev—Petviashvili
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1. Introduction

The study of the nonlinear Schrodinger (NLS) equation lies at the forefront of applied mathe-
matics and mathematical physics since it has been recognized as a generic model for describing
the evolution of slowly varying wave packets in general nonlinear wave system [1, 2]. It arises
in a variety of physical contexts such as nonlinear optics [3—5], Bose—Einstein condensates
[6], water waves [7] and plasma physics [8].

In the context of nonlinear optics, when the width of optical pulses is less than 1 ps, higher-
order nonlinear effects have to be taken into account and the NLS equation should be modified.
As aresult, a generalized NLS (gNLS) equation [4]

ig: + %qﬁ +laP’q + i€(Bigrr- + Balal’ar + Bsa(la)r) = 0. (1)
is derived, where (8, 8, and (; are the parameters related to the third-order dispersion,
self-steepening and stimulated Raman scattering, respectively. Due to the complexity of the
gNLS equation, the study is mainly numerical. However, in some special cases, the gNLS
equation becomes integrable and is available for rigorous analysis. For example, when 3, : 3, :
B3 = 1:6:3,itis anintegrable equation called the Sasa—Satsuma (SS) equation [9, 10]. Under
this case, a gauge transformation

—1 Z
u(x, 1) = q(T’Z)eXP{@E (T B @) } ’
. (2)

Z

=T

brings the SS equation into the form
Uy + &ty + 6Julue + 3u(ul?),) = 0. 3)

It is noted that when /3, : 3, : 3 = 1:6: 0, equation (1) is also an integrable equation called
Hirota equation [11].

Rogue waves, which are initially used for the description of the spontaneous and mon-
strous ocean surface waves, have attracted much attention in the past two decades [12—14].
With the experimental developments, extensive theoretical studies have also been focused on
rogue waves [15—18]. The mathematical study of rogue waves originated from a rational solu-
tion of the NLS equation, which is called the Peregrine soliton [19]. Since the higher-order
rogue waves were discovered by Akhmediev et al [20], significant progress on the study of
higher-order rogue waves has been achieved including the multi-component generalizations
of some integrable equations [21-25]. Based on the Riemann—Hilbert approach [26], rogue
waves of infinite order have been revealed [27]. In addition, rogue waves on the periodic
background [28-31] have been comprehensively investigated. Very recently, Yang and Yang
[32, 33] performed an in-depth study on the universal wave patterns of many integrable
equations by connecting the explicit expressions of rogue waves with the Yablonskii—Vorob’ev
polynomial hierarchy. There are several methods available in constructing rogue wave solu-
tions such as the Darboux transformation [34, 35] and Hirota’s bilinear method [36, 37]. These
methods seem quite different, however, they have the same spirit to take the limit of breather
solutions in which the spectral parameter tends to the branch point of the spectrum [38]. In
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bilinear method [37], the action of differential operators on kernel function is equivalent to
the limiting process in Darboux transformation. The wave number in the kernel function is
basically the spectral parameter in Lax pair.

In addition to the NLS equation, Hirota’s bilinear method has been applied to find general
rogue wave solutions for a variety of integrable equations such as the Ablowitz—Ladik equation
[39], the Davey—Stewartson I and IT equations [40, 41], the Yajima—Oikawa equation [42,43], a
long-wave-short-wave model of Newell type [44], the derivative NLS equation [45], the three-
wave equation [46], the Boussinesq equation [47] and the coupled NLS equation (Manakov
system) [33]. In this method, we start with a scalar function which we call the kernel function.
Then, we construct a determinant called tau function with differential operators acting on the
kernel function. Under some dispersion relations, it can be shown that the tau function satisfies
a set of bilinear equations. Next, through a series of reductions including dimension reduction
and complex conjugate reduction, we reduce the set of bilinear equations to the bilinear form
of the underlying soliton equation. Finally, we can express the general rogue wave solutions in
terms of the tau functions satisfying reduction conditions. We remark here that the dimension
reduction is crucial among all the reductions.

In this paper, we attempt to study the rogue wave solutions of the SS equation

“)

Uy = Upyy — 6c|u\2ux — 3cu(|u\2)x,
by Hirota’s bilinear method, where c is a real constant. Despite extensive efforts on the deriva-
tion of rogue waves, the higher-order rogue wave solutions of the SS equation have not been
reported before. As far as we know, only the first- and second-order rogue wave solutions
[35, 48-50] of the SS equation have been constructed in explicit forms. Intriguingly, as shown
in [48], the first-order rogue waves of the SS equation demonstrate a distinctive feature, which
is the so-called twisted-rogue wave (TRW) pair (see figure 2).

In Sato theory developed by Kyoto school in 1980s, the original Kadomtsev—Petviashvili
hierarchy is named Kadomtsev—Petviashvili hierarchy of A-type or AKP hierarchy according
to the classification of Lie algebra, then its sub-hierarchies of B-type, C-type and D-type are
called BKP, CKP and DKP hierarchies, respectively [51]. It is known that the NLS equation
belongs to the AKP hierarchy while the SS equation belongs to the CKP hierarchy. In order to
construct rogue wave solutions of the SS equation, we have to start with a kernel function of
2 x 2 matrix and a determinant of even order with differential operators acting on the matrix
kernel function. Therefore, as explained in subsequent sections, the reduction procedure and the
rogue wave solutions are much more complicated. To be specific, the tau functions associated
with the first-, second- and third-order rogue wave solutions are determinants of 2 x 2,4 x 4
and 6 x 6, respectively.

The remainder of this paper is organized as follows. In section 2, the procedure in deriving
rogue wave solutions of the SS equation (4) by applying Hirota’s bilinear method and Kadomt-
sev—Petviashvili hierarchy reduction technique is outlined. Then we present the explicit
expression of first-order rogue waves of the SS equation and analyze their dynamics in
section 3. In addition, the degeneration of the first-order rogue wave to the Peregrine soli-
ton is discussed as well. In sections 4 and 5, we provide the explicit expressions of second- and
third-order rogue waves of the SS equation respectively. In particular, the third-order solutions
are expressed in terms of 6 x 6 determinants, where the associated 7-functions are polyno-
mials of degree 24 in x and ¢, and to the best of our knowledge, this is the first time that the
third-order rogue waves are provided in explicit form. Finally, we summarize the main results
of this paper in section 6.
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2. Outline of the derivation for rogue waves

In this section, we use Hirota’s bilinear method to derive the rogue wave solutions of the SS
equation (4) based on the KP reduction technique. The main idea is given briefly below. Similar
to the cases of dark soliton and breather solutions [52, 53], the SS equation (4) is transformed
into a set of three bilinear equations (see proposition 3.1 in [52])

(Di - 4c) [ f=—4cgg"
(D} — D, + 3ikD} — 3 (k> + 4c) Dy — 6ikc) g - f + 6ikegg = 0, (5)
(Dx +2ik) g - " = 2ikqf

under the non-zero boundary condition at 00 by the variable transformation

U= Eei(n(xfﬁct)fﬁt)’ (6)

where & is real, f is a real-valued function, g is a complex-valued function, ¢ is an auxiliary
tau function and D is the Hirota’s bilinear operator [36] defined by

DYDif-g = ( 0 _ 0 ) (8 0 ) [f(x,08(x, 1)]

ox o) \ar ar @)

X =xt' =t

We start with a specially designed tau function of the extended KP hierarchy that has two
discrete indices k and /. We introduce a kernel, which is a 2 x 2 matrix

Kl kl

myyp My

MY = , (3

Kl kl
my; My

with entries

1 —a k _ b 1
o () (B, 0
" patgs\ qpta qs+0b
> 3 1 1
o =DPaX + Doy +pot+ r+ s 4 &a0s (10)
Pa —a Do — b
1

N5 = qsx — @5y + gt + s + 70, (11)

r—+
qs +a qs+0b

for 1 < o, B < 2, where p,,, g3, &0 70- @, b are complex constants. Let A; and B; be differen-
tial operators of order i and j, respectively, defined by

i i—n ! b j—n
A =3Py, B =3 D g,y (12
n=0 ’ n=0 ’

where ax(p) (1 < k < i) and by(g) (1 < I < j)are complex constants. Then, we define a 2N X
2N determinant

Tk = det(Ml]-(V[j“)lgy,//gN’ (13)
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where M}!; is a2 x 2 matrix defined by

Mo_ (Aiy(Pl)Bj,L(m)le Ai,,(Pl)Bju(42)mZ2> (14)
vl Ai,(p2)Bj,(q)my  Ai,(p2)Bj,(g2)my,
and (i1, b2, . - ., in), (j1, J2,- -, jn) are arbitrary sequence of indices. A remarkable property
of the function 7y is that it satisfies eleven bilinear equations (the details are provided in

appendix A).
Next, we perform a type C-reduction by requiring

qj = Dpjs b= —a, &jo = njos (15)

and a dimension reduction by requiring

(5;- + 05 — %@) T = CTu, (16)

where C is a constant. By doing so, one obtains the following bilinear equations

(Dr—4¢) T - T = —2¢ (T 10Tk—14 + Thi41Tki1) 5 (17)
(Di—Dt+3aD]2(+3 (aZ—ZC)Dx—6610)7'](4,_1,1'Tk1+6aCTk+1,l+1Tk,1_1 =0, (18)
(D}—D,—3aD%+3 (a* —2¢) Dy +6ac) T+ 1T —6acTip 14171, = 0, (19)

(Dx+2a)Tht 10 Tha+1 = 2aThp 11417k (20)
Thirdly, we can realize the complex conjugate condition

Tho = Toks Tk = Thks 21
by requiring

L= D5, 10 = &o- (22)
Notice that the C-reduction also implies that

Tkl = T—I,—k- (23)
Thus, if we define

J(x, 1) = Too(x — 6¢t, 1),

q(x,t) = 111(x — 6¢t, 1), 24)

g(x, 1) = 1o(x — 6c¢t, 1) = 19— 1(x — 6¢1, 1),
then according to the complex conjugate condition, we have

g (x, 1) = 7_10(x — 6¢t, 1) = T91(x — 6L, 1). (25)

Consequently, by taking k = [/ = 0 and a = ik, the bilinear equations (17), (18) and (20) are
reduced to exactly (5) while (19) is merely the complex conjugate of (18).

It is commented here the key point in deriving the rogue wave solutions to the SS equation
is to realize the dimension reduction (16).
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3. First-order rogue wave
In this section, we present the first-order rogue wave of the SS equation (4)

_ 8 Li(k(x—6c)—r31)
u==e , (26)
f

where
f(x’ t) = TOO(-X - 6Cta t)& g(x’ t) - TIO(-X - 6Ct3 t)’ (27)

and 7y is defined as

T = [Mii|py=g=¢ » (28)
P=q=£"
with
Ai(p) = a(pd,) + a\”, Bi(g) = by (qd,) + b\, (29)

& and £" being a pair of complex conjugate roots of the quartic equation

1 n 1 n 1
(p—ik)*  (p+ik)? ¢

=0. (30

Here, the parameters pj, q;, £, njo, a, b, (j = 1,2,n = 0, 1) satisfy the constraints

Pi=4q; Pi=pi; Eo=mnp Ep=5&_jo

0 0 0 0 (31)
a? =0, dV(p) =1aP(ps_ T,

where * denotes complex conjugation. Let us provide a brief proof. First, we introduce a notion

~ 1
Dr,s,x - ar + as - Eaxa (32)
then since
- 1 1 ; .
Dy = ( + - ”) e, (33)
pi—a pita ¢
- 1 1 )
Dy e = ( + - @) e, (34)
qgi—a gj+a c
we define
1 1 p m
F(p) = + -, Fu(p) = (pOp)"F(p), (35)

p—a p+a c
and denote a pair of complex conjugate roots for

)4 )4 )4
“p—ar ptar ¢ (36)

Fi(p) =

with a = ix, which is equivalent to (30), by £ and £*. Since
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DrsxAi(p)BigoImis| = IF(pa) + Fg)] Ai(p)Bi(ga)mtls)

1=q1=¢
Pn=p=<" Pn=p=<"
(37)
where «, § = 1,2, it then follows
Dy |Miit|py—gi=¢ = 2[F(€) + F(EN|Mi1]py =g, » (38)

P=gp=¢" ==
which realizes the dimension reduction. Thus, the first-order rogue wave solution is approved.
‘We note that the algebraic equation (30) can be rewritten as

P42 (c+ k) P+ KA(K —20) = 0. (39)

When ¢ (c + 4/@2) < 0, equation (39) has at least one pair of complex conjugate roots with
nonzero real part and nonzero imaginary part. Hence, the rogue wave solution (26) exists if
and only if ¢ and & satisfy the conditions

c <0, c+4k> > 0. (40)

On the other hand, as (39) is a quartic equation in &, it has four roots (counting multiplicity).
Due to the fact that all coefficients of (39) are real, these roots demonstrate a symmetric struc-
ture, that is, if £ is a root of (39), then the other three roots are —¢ and +£*. As a result, they
can be explicitly expressed as

1 1/2 1/2
iﬁ [<|I€(l€2 —20)17 —¢c— /€2) + i(\/ﬂ(/iz —20)'2 4+ /€2) } .

(41)

Specifically, the tau functions related to the first-order rogue wave can be simplified into the
form

et =|An (xi; + An) |2 — AL (x2xa1 + An),

g(x, 1) = BiiBul(xi1 — C)(x11 — D1) + Ayl
X [(x22 — C2)(X22 — D2) + Anp] — B1aBai1 [(X12 — C1)(x21 — D2)
+ Anll(x21 — C)(x12 — D) + Ag],

(42)
where (1 <i,j<2)
Xij = X — 6¢t +3pit + 0, A-<—; A= !
ij i ijs ij (Pi+pj)2’ ij pi+pj’
. 1 1
Bij:Aiju, Ci = , D; = ,
a+ pj a—pi a+ pj
g L a1
t . . 0) .
pi + pj a (pi) pi
(43)
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3
2 i
=)
1 - o
L
9— 05
. 5

Figure 1. The first-order rouge wave solution with parameter values a = v/2i /\4/5,
c=-2/V3, ag)) =1, a(lo) =0.

We note that both of f and g are polynomials of degree 4 in x and #, which are more complicated
than the first-order rogue wave solutions of the NLS equation where the corresponding tau
functions are polynomials of degree 2 in x and #. For simplicity, we set

ay =by’ =1, a’ =" = 0. (44)
In particular, if we take
a=2i/V3, c=—-2/V3, pr=q =1+i, p=gp=1-i 45

then we can obtain a particular solution which is plotted in figure 1

m&0:H<L+G;m>, (46)

where

—i33/4/2 4 /3 — 3 W2(0tvEY)
e

33/

33/4ivV2 + /3 =3 ’
G=2 (144\/§t2 4 14drx + 12V3x2+ 12 (\/5 . 9) [+ (6 _ 18\/5) X+ 7\/5) :

F=vV2V3 (2688\/§t3 — 16— 144 (3f - 3) 2 —4 (\/5 - 9) e
—576t2x—96\/§tx2—8(6—18\/§)tx—8<5 (\/5—3))z
+4(3\f—7)x—7\f3+7),

E=-2 (16x4 T 1128967 + 576082x> + 21 504v/38 x-+ 2561/31x° — 48x°

(47)

— 2688 (6\/§ + 3) £ (768\/§ + 8640) Px — (576\/§ + 96) 12 + 5622
+ (384\/§ + 3552) £+ (448\/§ n 96) - (112\@ n 24) t— 28x + 7) .

It can be seen that, compared with previous studies on first-order rogue wave solutions of the
SS equation [35, 48, 54, 55], the solution obtained here is presented in a more compact form.
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3 6 —1=0.009464
M

M, M 3 M, M, -t=2.158196

Figure 2. The TRW pair with parameter values a = 0.45i,¢ = —0.5, aéo) =1, a(lo) =0.
(b) is the corresponding density plot and (c) corresponds to the time evolution of (a).

If we select another set of parameters

1 9. . .
=3 a= 5 p=q =a+ip, P =q=a—ip, (43)
where
3, 1 119
= V481 = + ——,
“= 20 2 " 18v481

(49)

3 1 119
= V481, — ,
7= 2 18V/481

then we may express the corresponding solution in the same form as (46). As depicted in
figure 2, this solution demonstrates a structure called TRW pair which was first reported in
[48] and is a distinctive characteristic of the SS equation in contrast with many other inte-
grable equations. It bears the name TRW pair due to the feature that it comprises two extended
rogue-wave components bending toward each other and displaying an identical but antisym-
metric structure. Further analysis indicates that this TRW pair possesses four zero-amplitude
points Py, P>, Oy, Q,, which are located at (—0.540049, 0.026462), (—5.033412,2.141300),
(—0.230825,0.363748) and (—5.342638,1.804014) respectively, and has the maximum
amplitude 2.758536, which is attained at the points M; and M, that are located at
(0.471911,0.009464) and (—6.044867,2.158 196) respectively.

Interestingly, by tuning the values of the free parameter a = ik, the first-order rogue wave
solutions display four types of intrinsic structures. To illustrate this, we set c = —1/2. The wave
profiles are shown in figure 3 at three values of a = 0.51, 1.04i and 1.84i respectively. Specif-
ically, starting from the TRW pair depicted in figure 2 (a = 0.451), the two zero-amplitude
points Q,, O, first move toward each other and then merge into the same point Q as « increases,
whereas the other two zero-amplitude points Py, P, remain, thereby giving rise to a rogue wave
solution with three zero-amplitude points (see figures 3(a) and (d)). Furthermore, increasing
x will cause the zero-amplitude point Q disappears but remains to be a local minimum before
becoming a saddle point (see figures 3(b) and (e)). Afterward, the rogue wave solution exhibits
a relatively simpler structure, which consists of two different types. Both types contain two
zero-amplitude points while as the increase of «, the two maximum points move toward each
other and eventually merge into a single point, generating a rogue wave resembling the Pere-
grine soliton (see figures 3(c) and (f)). In addition, figure 3 also indicates that the value of k¥
influences the duration of rogue wave, which decreases as x (> 0) increases.

9
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(b) ()
08 . 0.4 —
# 0. l “ OI
8 -3 0o 5 4 0
X X

(d) (e) ()

Figure 3. First-order rouge waves under parameter values ¢ = —0.5, ag)) =1, a(lo) =0
(@) a=0.51, (c) a = 1.04i and (e) a = 1.84i. (d), (e) and (f) are the corresponding
density plots of (a), (b) and (c) respectively.

Finally, we discuss the reduction of first-order rogue wave solutions of the SS equation. Let
¢ = —1 and apply the transformation

u(x, f) = q(1,2) exp {—615 (T - —) } , (50)

where x = 7 — z/(12¢), t = —ez, then the SS equation (equation (1) with 8, =1, 8, =6,
B3 = 3) reduces to the NLS equation

2
im" 4+ =2 +lql’)g =0, (51)
Z T

by taking the limit ¢ — 0. Furthermore, we take x = —1/(6¢). As € — 0, the solution (26)
reduces to the following solution of the NLS equation

2 +4diz >

(52)

, _ iz —1
9(7.3) e( M e

which is the so-called Peregrine soliton [19] with maximum amplitude 3 that is attained at
(1,2) = (1/2,0) and two zero-amplitude points located at (7,z) = ((1 + V3) /2,0). Clearly
this indicates that the Peregrine soliton is the limiting case of rogue wave solutions of the SS
equation.

4. Second-order rogue wave and its dynamics

The tau function for second-order rogue wave is a 4 x 4 determinant
Il I
My, My,

= (53)
Mz M3

b
P1=611=§*
P2=q2=E

10
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x
—_

(2) (h)

Figure 4. Second-order rouge waves under parameter values ag)) =6,d”=0,d =0
and (2) a=045i, c=—-05, a) =500, (c) a=0.6i, c=-0.5, a) = 1200,
(e)a = 1.5i, c = —0.75, a = 10000i and (g) a = 2i, ¢ = —0.5, ai’ = 12000. (b),
(d), (f) and (h) are the corresponding density plots of (a), (c), (e) and (h) respectively.
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' 4

() (d)

Figure 5. Second-order rouge waves under parameter values ago) =6, a(lo) =0, a(20) =0
and (a) a = 1.04i, ¢ = —0.5, @) = 31.569 4 10.197i and (c) a = 1.84i, ¢ = —0.5,
af = 37.429 4 50.852i. (b) and (d) are the corresponding density plots of (a) and (c)
respectively.

with
0 (Agfff)(pl)B%{’(ql)m’f’l Aé?”(pong{)(qam’f’z) -
T \AY (B P qomby AL (p)BY (goymh
where
AP (p) = ay’'po, + ai”, B{"(q) = by’ q0, + b}",
3 ©) 3 ©)
a, _n b n
AP (p) = Z (pdp)’ ™", Bé‘”(q)—z (g0 ",
3 —n)! 3 —n)!
(1) Z F3_u(p) a® (1) Z F3-n(q) »© )
G—n! (3—n)'"’
F n(p) F2 n(q)
(1) 2- a© (1) »©
N
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36

0
-140 0 80 -100 0 80
X X
(a) (b)
Figure 6. Th1rd-order rou%e waves with parameter values a = 0.451, ¢ = —0.5,
= 120, ad =0 and (a) & =50000, < =0, (b) a =0,

= 1000 000

-49 0 55
X X
(a) (b)
Figure 7. Thlrd-order rou%e waves with parameter values a =0.6i, c = —0.5,
=120, a —0 and (@ o =50000, a” =0, () ¥ =0,
b 1000000,

and p;, ¢, &0, 170, a, b are constants that satisfy the same constraints as the first-order rogue
waves. It is easily shown that the following relations hold

DA (B gy = F(pa) + Fla)lA (o) (gomtly|

n=p=¢" n=p=¢"

DoAY 0B @mtls| = [F(pa) + Fg)lA} (pa)BS (g
n=qp=£

+ A (pa)B(g)mt

b
P1=q1=§*
P2=q2=¢

D, A (p)B M (g5)m!, = [F(p) + F(gs)AY (pa)B" (g5)m’,

n=p=<"

+ AV (po)BY (qaniyy

b
P1=q1 =§*
P2=q2=¢
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() (d)
Figure 8. Third-order rou§e waves with parameter values a = 1.04i,¢ = —0.5,
ag’) =120, a” =a) =4}’ =0 and (a) &’ =50000, af’ =0 and (c) a}’ =0,
0 _

as’ = 1000 000. (b) and (d) are the corresponding density plots of (a) and (c) respec-
tively.

DA (po)B G| = [F(po) + Flgn)AS (po)BY (g

===
+ AV (p)B (go s + AV (B @)
P=qp=E"
(56)
which lead to
Dysxta|  =4[FO+F&)] | . (57)
P1=q1=¢ P1=q1=¢
P=q==E" P=qp=E"

Thus, the second-order rogue waves are approved. Let us show their dynamics. For simplicity,
we may set

a’ =b =a)) = b = 0. (58)
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R LYy

9 5 1.3

Figure 9. Third-order rouge waves with parameter values a(()o) =120, a(10) = a(20) =

a =0 and (a) a=2.03i, c = —0.65, @)’ =50000,a)” =0 and (c) a = 1.84i,
c=-05, a =0, ¥ = 1000000. (b) and (d) are the corresponding density plots
of (a) and (c) respectively.

Recently Yang and Yang [32, 33] have systematically studied the rogue wave patterns of several
integrable equations such as the NLS equation, the Bossinesq equation and the Manakov sys-
tem. To be more precise, they have shown that when one of the internal parameters in the rogue
wave solutions is large enough, by studying the asymptotic behaviors of solutions, the rogue
wave patterns can be described by the root structure of the Yablonskii—Vorob’ev polynomial
hierarchy via certain linear transformation. In particular, they have shown that the second-order
rogue wave may consist of three separating fundamental rogue waves which are far away from
the origin. It turns out that this also occurs in the second-order rogue wave solutions of the
SS equation. As shown in figure 4, the second-order rogue waves contain three fundamental
rogue waves which separate from each other when ago) is large enough. As there are four types
of fundamental rogue waves, we have totally four types of second-order rogue waves that con-
tain three separating fundamental rogue waves. On the other hand, when a(30) is small, the three
fundamental rogue waves may merge together (see figure 5). In addition, the argument of ago)
strongly affects the orientation of these rogue waves while the values of a and ¢ determine the
type and duration of rogue waves.

Similar to the first-order rogue wave solutions, with £ = —1/(6¢), the second-order rogue
wave solutions of the SS equation degenerate to the second-order rogue wave solutions of the

15
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NLS equation as € — 0. It is also noted that the corresponding tau functions of these rogue
wave solutions are polynomials of degree 12 in x and ¢ whereas the second-order rogue wave
solutions of the NLS equation have a much simpler structure as their 7-functions are of degree
61in x and ¢ [37].

5. Third-order rogue wave and its dynamics

The tau function associated to the third-order rogue wave solution of the SS equation (4) is a
6 x 6 determinant

kil kil kil
Mll M12 M13

= |Ms, MY, MEL : (59)
M5, M3, M3 pi=a=¢
P=q=¢"
with
. <A57 P(p0BS ) (qmt, A5 {)(poB;H(qz)mf’z) )
TS B P gomby AL (p)BY- (g2
The corresponding differential operators are defined as follows
AD = apo, +a?,  BY = b0, + b,
3 ) 3 O)

) a, 3-n M _ b, 3on
A3 Z (3 )'(p P) B3 - nZ:;) (3 _ n)|(q6‘]) ’
o _ ~_a po,)°~ ) ~ b 9,y
A —n B — n —n’
5 2(5 P9 § ;(S_n)!@ )

1 1
F3_,(p) F3_,(q)
@ _ 3-n\P) (1) p2 — 3-n8d) )
@ 2(3—;1)!“"’ 1 2(3—;1)!"’
) 0 M
© n @ _
= F —n 5 b —n
W =gt W =) G @ (61)
2.1 |
I DTN SRV
n=2 n=2
1
@) =) —a’ Fp), b= Z b“” (@),
n=2"
Ny |
a) =3 Fap). b =3 b Falg),
n= 2 n=2
21 |
&) =3 d Fp B =3 ).
n=2 n=2
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It can be shown that (i, j = 2,3, u,v =0,1)

Do AP (po)BY gl = [F(po) + Fa@)AY (po)B P @y |

P=q=5" Pz =q=¢"

Dy AP (PBS) @t = [F(pa) + Fla A (pBS) (gt
n=0=¢"

+ AP (pa)BY ) (ga)ml

9
124125*
P=q2=¢

Dy (p)BY @omils| = [F(pa) + FglAY (po)BY (g

1=¢
P=qr=£"
+ AL (p)BY (gmly .
P1=491=
P=q=£"
DAY ((pa)BY) (ga)m!, e = P+ F(g)AY (pa)BS) (qp)mtls
P=qp=¢"
+AY D (pa)BY) (gomls
+1
+ ALY (PBY S @omls| (62)
P=q2=¢*
Based on above relations, we can verify
DysxTu =6[F()+ F(&)] tu , (63)
P1=q1=£ P1=q1=§
P=qr=" Pr=qr=E*

which completes the proof. With the explicit third-order rogue wave solutions, we can explore
their dynamics in detail. For the NLS equation, it has been shown graphically by Ohta and
Yang [37] that its third-order rogue waves may be comprised of six individual first-order rogue
waves. In this case, there are two possible configurations: one is a symmetric triangle while
the other is like a pentagon. The analytic proof of these patterns is given by Yang and Yang
[32] by connecting rogue wave solutions of the NLS equation with the root structure of the
Yablonskii—Vorob’ev polynomial hierarchy and assuming certain parameter is large enough.
Surprisingly, these patterns also appear in the third-order rogue wave solutions of many other
integrable systems [33]. Since the NLS equation is a limiting case of the SS equation, we may
expect that the SS equation shares analogous features. As depicted in figures 6-9, this is indeed
the case.

Our computation indicates that the corresponding tau functions of third-order rogue wave
solutions are polynomials of degree 24 in x and 7, which are much more complicated than the
tau functions (degree 12 in x and 7) of third-order rogue waves of the NLS equation. Therefore,
in addition to the two configurations, four types of intrinsic structures occur in the third-order
rogue waves of the SS equation as shown in figures 6—9. When ago) = 120, a(30) is large enough
and other parameters are zero, the third-order rogue wave consists of six first-order rogue waves
that feature a triangle. In contrast, when ag)) =120, ago) is large enough and other parameters
are zero, the third-order rogue waves are comprised of six first-order rogue waves which con-
stitute a distorted pentagon. It can also be seen from figures 69 that the degree of distortion
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depends on the values of the parameter a which also affects the type and duration of rogue
waves.

6. Conclusions

In the present paper, the rogue wave solutions are shown to exist for the SS equation (4) when
¢ < 0 and are constructed by means of Hirota’s bilinear method. We have presented the first-,
second- and third-order rogue wave solutions of the SS equation in explicit forms. In particu-
lar, we have confirmed that the TRW and four types of intrinsic structures exist in all orders of
rogue wave solutions of the SS equation. While the explicit first- and second-order rogue wave
solutions have been reported previously, to the best of our knowledge, the explicit expressions
of the third-order rogue wave solutions are relatively new. We have shown that the degree of
the tau functions corresponding to the third-order rogue wave solutions is 24, which is much
higher than that of the NLS equation (degree 12). We have also shown that there are totally
four types of third-order rogue waves consisting of six individual first-order rogue waves, and
each type can be classified into two patterns. One pattern is a triangle whereas the other is a
distorted pentagon. The types of rogue waves and the degree of distortion of the pentagons are
determined by the choices of free parameters in the solutions. In addition, the degeneration of
first-order rogue wave solutions of the SS equation to its limiting case, the NLS equation, was
discussed in detail. This indicates that the rogue wave solutions of the SS equation are gener-
alizations of rogue wave solutions of the NLS equation. We expect that the results obtained in
this work could deepen our understanding on rogue waves in the deep ocean or optical fibers.
As a further topic, we will explore the Nth-order rogue wave solutions of the SS equation and
their universal patterns.
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Appendix A

In this appendix, we show that the function 74 defined in (13) satisfies eleven bilinear
equations. To this end, we first introduce a crucial lemma.
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Lemmal. Supposem!! i Ok M which are functions of x, y, t, r, s, satisfy the differential and
difference relations

duni; = 'y, (64)

0" = M+ agl! = of T + byt (65)

xwkl ,L/}k 11 m/}jf’l wkl 1 b¢ (66)

el =0, oy = -0ty (67)

apl = a3, ok = otk (68)

Bk = 1 rwkl wk-s-lz (69)

R ) 70

which imply the relations
8vmf]l k+1[wk1 n gpf_dwk—l,l n za@:_dw/;l

—Qoi(l—‘rl/(/)kl'i_gol ,(/)kl 1+2b kl,l/}kl (71)

H k2l K10kl | kLD k11
Omij = i 4 3ap; W+ o Y

+3q gOkl kl+3a<p wk 11+§01 wk 21’ (72)

kl+2wkl 4 3b¢kl+lwkl kl+lw§,l—l

+ 307l 4 3bflu !+ (73)
) mf]l gp{;—l,lwlfrl,l,a?mg _gO{cl 1wk1+1’ (74)
mk+ll - mtj + SOI 7/’k+l ! m?}l+l - mlj + SOI 7/11( H_l (75)
then the determinant
_ Kl
Tkl = 15}?&]\] (m,'j) s (76)

satisfies the following bilinear equations in the KP hierarchy

(D:Dy —2)Tig » Tt = — 2Tk 1 Th—1,0 (77)

(DD —2)Tig » Tig = —2Thi41Tki-15 (78)
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(D2 — Dy +2aDy) Tiq1y - T = 0, (79)
(D} — Dy +2bDy) 741 - T = 0, (80)
(D} +3D.Dy — 4D, + 3a (D + Dy) + 6a°D,) Ty14 - T = 0, (81)
(D} +3D.Dy — 4D, + 3b (D} + Dy) + 6b°Dy) Tis11 - T = 0, (82)
(D, (D} — Dy +2aDy) — 4Dy) Tiq14 - T = 0, (83)
(Dy (D} — Dy +2bDy) — 4Dy) Tiyq1 - T = 0, (84)

(Dy (D} = Dy +2aD,) — 4Dy + a — b)) Teg1y - T + 4@ — D)Tip1u117-1 =0, (85)

(D, (D} — Dy +2bD;) = 4Dy + b — @) Tess1 - T+ 4(b — DTir11Ti—10 =0, (86)

(Dy+a—Db) Tig10 - g1 = (@ — D) Top1 14170 8&7)

Proof. The proof of this lemma is based on properties of the Gram-type determinant [56].
For convenience, we only prove the 7y defined in (13) satisfies the bilinear equation (87) as
other cases can be treated by using similar techniques.

We first recall two properties of determinants, i.e.,

N
Oc det (ay) = Zl AijOwaij, (88)
iL,j=
and
ij bi
det (Cé]j d) = —Z A,-jbicj + d det (aij) s (89)
iJ

where A;; is the (i, j)-cofactor of the matrix (a;;). By using these properties, we may rewrite
the derivatives and shifts of the 7 function as below

K K
Thll = | ¢kfil,z 11 , (90)
J
ki kil Kl ki
Thi+1 = _wk',’z+1 f = ‘_,(/)kl,]l—i-l 6 + Tits (28]
J J
K k+1.0 k1 k1
OxTit11 = nﬁ-l,z %0 = ’ mi])(-s-l,z AO ) 92)
—Y; ¥
K 1,1 K K Kl ki
P I L Pi + m; P mi; Pi (93)
xThi+1 = ! 0 oo | T gk g |
J J J
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mk+l,l k+1.,1
Tt 141 = ’_wlyﬂ,zﬂ '0 + Thg - (94)
J

Then it follows from the identities above and equation (66) that

(@ — DY (Thg 141 * Tkt — Thet 10 * Thi41)

mf;rl’l 5_(+1,1 mf;rl’l <pf+1’l
SR 0 STk T ke o |
J J
Kl Kl Kl Kl
m; P m;; Pi
Tk 0 C Tkt 1] — SR * Tht11
J J
ki Ko k1
mi][‘ | Pi Pi k+1,1 k41,1
v < .
= |—v; 0 0 'Tkl+‘ D '0 Tk
R 0 —;
J
Kl ki ki Kl
| My e My Pi | (95)
_wkl 0 Tk+1.1 wk—l,l-i—l 0 Tk+1.1>
J J
and
ax7k+l,l S Thi+1 = Tht10 " aka,H-l
Kl k41,0 Kl ki k41,1 k41,1
= ‘ ey, i : ’1:111-14-1 g ’ mijk 10 i * Tk
= kL : kL
Y 0 Y; 0 (e 0
Kl k+1.1 Kl Kl
—| i ® 'Tk+”_‘ SCTERAR R Y
okl , ok ,
Y; 0 vy 0
Kl Kl
mi; i
- wk—l,jl-&-l 0 * Th+1.1- (96)
J
Thus, by applying the Jacobi formula of determinants
ajj bi ¢
a;i G aij b,‘ aij b,‘ aij G
dj e f|xlayl=]" k= dJA el ™ gJA nl = dJA 1’ ©7
g h k J J J

we may deduce that

(@ = b)Y (Tks 1441 * Tt — Thk1d * Thd+1) — (OxThg10 * Thg1 — Tkt 1.0 - OxThi1)

kl Kl k41,1
mijl' 1 Pi P
_ I+ kl
B _wi 1.1 0 0 ‘mij
kL
wj 1 0
kl k+1. Kl Kl
‘ mi; Pi ’k”[ijl Pi
|kt It
Y5 0[] 0
Kl Kl Kl k41,0
+‘ mkijll i ”2]1 1 i
kL kil
—0. (98)
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This completes the proof. U
Denote by
k 1
My = : (—p‘“ — a) (—— — b) etats, (99)
Patqs\ qs+a qp+b
o = (pa — @) (pa — b)'e™, (100)
Ol = [—(g5 + @) [~ (gs + b)] e, (101)
) 3 1 1
o = DX + Doy + pot+ r+ s+ &0, (102)
Pa —a Do —b
1

N5 = qpx — gy + @it + s + 10, (103)

r+
qsg +a qs+b

where «, 5 = 1,2, and pa,qﬁ,gao,ngo are constants, then direct computations indicate that
mls, Oil, Y satisfy the differential and difference relations (64)—(70).
Next, we define

~ Kl ~ Kl
M — Mmyi_12j-1 Maji—12j
ijf =\ ~u ~ Kl

mMyini1 mMy;s;

_ (Ai(Pl)Bj(Ch)mlfll Ai(pr )Bj(%)mlf[z)
Ai(p)Bi(qmsy  Ajp)Bi(gmss )’

i) (Apoet
& Ailp)es )
(950,04 = (Bianwt!. Bita0%)
where i, j=1,2,...,N and

and

i i—n / b j—n
A =3Py, B =3 D g,y
n=0 : n=0 !

then the functions 72}, 2, 1;’]‘1 would satisfy the differential and difference relations (64)—(70)
as the operators A; and B; commute with the partial differentials with respect to x,y,t,7,s.
Hence, using lemma 1, we conclude that the determinant
= det (M{f’ ‘ ) , (104)
1< <N nlv
satisfies  the bilinear equations (77)—(87) for any sequence of indices
(i17i2a e 7iN;j1aj2a e 7jN)

22



J. Phys. A: Math. Theor. 55 (2022) 235701 B-F Feng et al

ORCID iDs

Bao-Feng Feng © https://orcid.org/0000-0002-2529-897X
Chengfa Wu © https://orcid.org/0000-0003-1697-4654

References

[1] Ablowitz M J and Clarkson P A 1991 Solitons, Nonlinear Evolution Equations and Inverse
Scattering (Cambridge: Cambridge University Press)
[2] Ablowitz M J, Prinari B and Trubatch A D 2004 Discrete and Continuous Nonlinear Schrodinger
Systems (Cambridge: Cambridge University Press)
[3] Agrawal G P 1995 Nonlinear Fiber Optics (New York: Academic)
[4] Hasegawa A and Kodama Y 1995 Solitons in Optical Communications (Oxford: Clarendon)
[5] Kivshar Y S and Agrawal G P 2003 Optical Solitons: From Fibers to Photonic Crystals (New York:
Academic)
[6] Dalfovo F, Giorgini S, Pitaevskii L P and Stringari S 1999 Theory of Bose—Einstein condensation
in trapped gases Rev. Mod. Phys. 71 463
[7] Benney D J and Newell A C 1967 The propagation of nonlinear wave envelopes J. Math. Phys. 46
133-9
[8] Zakharov V E 1972 Collapse of Langmuir waves Sov. Phys. JETP 35 908—14
[9] Sasa N and Satsuma J 1991 New-type of soliton solutions for a higher-order nonlinear Schrédinger
equation J. Phys. Soc. Japan 60 409—-17
[10] Gilson C, Hietarinta J, Nimmo J and Ohta Y 2003 Sasa—Satsuma higher-order nonlinear
Schrodinger equation and its bilinearization and multisoliton solutions Phys. Rev. E 68 016614
[11] Hirota R 1973 Exact envelope-soliton solutions of a nonlinear wave equation J. Math. Phys. 14
805-9
[12] Solli D R, Ropers C, Koonath P and Jalali B 2007 Optical rogue waves Nature 450 1054—7
[13] Dysthe K, Krogstad H E and Miiller P 2008 Oceanic rogue waves Annu. Rev. Fluid Mech. 40
287-310
[14] Chabchoub A, Hoffmann N P and Akhmediev N 2011 Rogue wave observation in a water wave
tank Phys. Rev. Lett. 106 204502
[15] Calini A and Schober C M 2012 Dynamical criteria for rogue waves in nonlinear Schrodinger
models Nonlinearity 25 R99-116
[16] Calini A and Schober C M 2013 Observable and reproducible rogue waves J. Opt. 15 105201
[17] Ablowitz M J and Horikis T P 2017 Rogue waves in birefringent optical fibers: elliptical and
isotropic fibers J. Opt. 19 065501
[18] Ablowitz M J and Cole J T 2021 Transverse instability of rogue waves Phys. Rev. Lett. 127 104101
[19] Peregrine D H 1983 Water waves, nonlinear Schrédinger equations and their solutions J. Aust. Math.
Soc. B 25 16-43
[20] Akhmediev N, Ankiewicz A and Soto-Crespo J M 2009 Rogue waves and rational solutions of the
nonlinear Schrodinger equation Phys. Rev. E 80 026601
[21] HeJ S, Xu S and Porsezian K 2012 N-order bright and dark rogue waves in a resonant erbium-doped
fiber system Phys. Rev. E 86 066603
[22] Wu CF, Grimshaw R H J, Chow K W and Chan H N 2015 A coupled ‘AB’ system: rogue waves
and modulation instabilities Chaos 25 103113
[23] Ankiewicz A, Akhmediev N and Soto-Crespo J 2010 Discrete rogue waves of the Ablowitz—Ladik
and Hirota equations Phys. Rev. E 82 026602
[24] Baronio F, Conforti M, Degasperis A, Lombardo S, Onorato M and Wabnitz S 2014 Vector rogue
waves and baseband modulation instability in the defocusing regime Phys. Rev. Lett. 113 034101
[25] Chen S and Mihalache D 2015 Vector rogue waves in the Manakov system: diversity and compos-
sibility J. Phys. A: Math. Theor. 48 215202
[26] Yang J 2010 Nonlinear Waves in Integrable and Nonintegrable Systems (Philadelphia, PA: SIAM)
[27] Bilman D, Ling L and Miller P D 2020 Extreme superposition: rogue waves of infinite order and
the Painlev-III hierarchy Duke Math. J. 169 671-760
[28] Chen J and Pelinovsky D E 2018 Rogue periodic waves of the focusing nonlinear Schrodinger
equation Proc. R. Soc. A 474 20170814

23


https://orcid.org/0000-0002-2529-897X
https://orcid.org/0000-0002-2529-897X
https://orcid.org/0000-0003-1697-4654
https://orcid.org/0000-0003-1697-4654
https://doi.org/10.1103/revmodphys.71.463
https://doi.org/10.1103/revmodphys.71.463
https://doi.org/10.1002/sapm1967461133
https://doi.org/10.1002/sapm1967461133
https://doi.org/10.1002/sapm1967461133
https://doi.org/10.1002/sapm1967461133
https://doi.org/10.1143/jpsj.60.409
https://doi.org/10.1143/jpsj.60.409
https://doi.org/10.1143/jpsj.60.409
https://doi.org/10.1143/jpsj.60.409
https://doi.org/10.1103/physreve.68.016614
https://doi.org/10.1103/physreve.68.016614
https://doi.org/10.1063/1.1666399
https://doi.org/10.1063/1.1666399
https://doi.org/10.1063/1.1666399
https://doi.org/10.1063/1.1666399
https://doi.org/10.1038/nature06402
https://doi.org/10.1038/nature06402
https://doi.org/10.1038/nature06402
https://doi.org/10.1038/nature06402
https://doi.org/10.1146/annurev.fluid.40.111406.102203
https://doi.org/10.1146/annurev.fluid.40.111406.102203
https://doi.org/10.1146/annurev.fluid.40.111406.102203
https://doi.org/10.1146/annurev.fluid.40.111406.102203
https://doi.org/10.1103/physrevlett.106.204502
https://doi.org/10.1103/physrevlett.106.204502
https://doi.org/10.1088/0951-7715/25/12/r99
https://doi.org/10.1088/0951-7715/25/12/r99
https://doi.org/10.1088/0951-7715/25/12/r99
https://doi.org/10.1088/0951-7715/25/12/r99
https://doi.org/10.1088/2040-8978/15/10/105201
https://doi.org/10.1088/2040-8978/15/10/105201
https://doi.org/10.1088/2040-8986/aa69da
https://doi.org/10.1088/2040-8986/aa69da
https://doi.org/10.1103/physrevlett.127.104101
https://doi.org/10.1103/physrevlett.127.104101
https://doi.org/10.1017/s0334270000003891
https://doi.org/10.1017/s0334270000003891
https://doi.org/10.1017/s0334270000003891
https://doi.org/10.1017/s0334270000003891
https://doi.org/10.1103/physreve.80.026601
https://doi.org/10.1103/physreve.80.026601
https://doi.org/10.1103/physreve.86.066603
https://doi.org/10.1103/physreve.86.066603
https://doi.org/10.1063/1.4931708
https://doi.org/10.1063/1.4931708
https://doi.org/10.1103/physreve.82.026602
https://doi.org/10.1103/physreve.82.026602
https://doi.org/10.1103/physrevlett.113.034101
https://doi.org/10.1103/physrevlett.113.034101
https://doi.org/10.1088/1751-8113/48/21/215202
https://doi.org/10.1088/1751-8113/48/21/215202
https://doi.org/10.1215/00127094-2019-0066
https://doi.org/10.1215/00127094-2019-0066
https://doi.org/10.1215/00127094-2019-0066
https://doi.org/10.1215/00127094-2019-0066
https://doi.org/10.1098/rspa.2017.0814
https://doi.org/10.1098/rspa.2017.0814

J. Phys. A: Math. Theor. 55 (2022) 235701 B-F Feng et al

[29] Chen J, Pelinovsky D E and White R E 2019 Rogue waves on the double-periodic background in
the focusing nonlinear Schrodinger equation Phys. Rev. E 100 052219

[30] Feng B F, Ling L and Takahashi D A 2020 Multi-breather and high-order rogue waves for the
nonlinear Schrodinger equation on the elliptic function background Stud. Appl. Math. 144
46-101

[31] Zhang H-Q and Chen F 2021 Rogue waves for the fourth-order nonlinear Schrodinger equation on
the periodic background Chaos 31 023129

[32] Yang B and Yang J 2021 Rogue wave patterns in the nonlinear Schrodinger equation Physica D 419
132850

[33] Yang B and Yang J 2021 Universal rogue wave patterns associated with the Yablonskii—Vorob’ev
polynomial hierarchy Physica D 425 132958

[34] Degasperis A and Lombardo S 2013 Rational solitons of wave resonant-interaction models Phys.
Rev. E 88 052914

[35] Bandelow U and Akhmediev N 2012 Sasa—Satsuma equation: soliton on a background and its
limiting cases Phys. Rev. E 86 026606

[36] Hirota R 2004 The Direct Method in Soliton Theory (Cambridge: Cambridge University Press)

[37] Ohta Y and Yang J 2012 General high-order rogue waves and their dynamics in the nonlinear
Schrédinger equation Proc. R. Soc. A 468 1716—40

[38] Degasperis A, Lombardo S and Sommacal M 2018 Rogue wave type solutions and spectra of
coupled nonlinear Schrodinger equations Fluids 4 57

[39] Ohta Y and Yang J 2014 General rogue waves in the focusing and defocusing Ablowitz—Ladik
equations J. Phys. A: Math. Theor. 47 255201

[40] Ohta Y and Yang J 2012 Rogue waves in the Davey—Stewartson I equation Phys. Rev. E 86 036604

[41] Ohta Y and Yang J 2013 Dynamics of rogue waves in the Davey—Stewartson II equation J. Phys.
A: Math. Theor. 46 105202

[42] Chen J, Chen Y, Feng B-F, Maruno K-i and Ohta Y 2018 General high-order rogue waves of the
(1 + 1)-dimensional Yajima—Oikawa system J. Phys. Soc. Japan 87 094007

[43] Chen J, Chen Y, Feng B-F and Maruno K-i 2015 Rational solutions to two- and one-dimensional
multicomponent Yajima—Oikawa systems Phys. Lett. A 379 1510

[44] Chen J, Chen L, Feng B-F and Maruno K-i 2019 High-order rogue waves of a long wave-short
model of Newell type Phys. Rev. E 100 052216

[45] Yang B, Chen J and Yang J 2020 Rogue waves in the generalized derivative nonlinear Schrodinger
equations J. Nonlinear Sci. 30 3027-56

[46] Yang B and Yang J 2021 General rogue waves in the three-wave resonant interaction systems /MA
J. Appl. Math. 86 378-425

[47] Yang B and Yang J 2020 General rogue waves in the Boussinesq equation J. Phys. Soc. Japan 89
024003

[48] Chen S 2013 Twisted rogue-wave pairs in the Sasa—Satsuma equation Phys. Rev. E 88 023202

[49] Akhmediev N, Soto-Crespo J M, Devine N and Hoffmann N P 2015 Rogue wave spectra of the
Sasa—Satsuma equation Physica D 294 37-42

[50] Mu G, Qin Z, Grimshaw R and Akhmediev N 2020 Intricate dynamics of rogue waves governed by
the Sasa—Satsuma equation Physica D 402 132252

[51] Jimbo M and Miwa T 1983 Solitons and infinite-dimensional Lie algebras Publ. Res. Inst. Math.
Sci. 19 943-1001

[52] Wu CF, Wei B, Shi CY and Feng B-F 2022 Multi-breather solutions to the Sasa—Satsuma equation
Proc. R. Soc. A 478 20210711

[53] Ohta Y 2010 Dark soliton solution of Sasa—Satsuma equation AIP Conf. Proc. 1212 114-21

[54] Mu G and Qin Z 2016 Dynamic patterns of high-order rogue waves for Sasa—Satsuma equation
Nonlinear Anal.: Real World Appl. 31 179-209

[55] Ling L2016 The algebraic representation for high order solution of Sasa—Satsuma equation Discrete
Contin. Dyn. Syst. S9 1975

[56] Miyake S, Ohta Y and Satsuma J 1990 A representation of solutions for the KP hierarchy and its
algebraic structure J. Phys. Soc. Japan 59 48-55

24


https://doi.org/10.1103/physreve.100.052219
https://doi.org/10.1103/physreve.100.052219
https://doi.org/10.1111/sapm.12287
https://doi.org/10.1111/sapm.12287
https://doi.org/10.1111/sapm.12287
https://doi.org/10.1111/sapm.12287
https://doi.org/10.1063/5.0030072
https://doi.org/10.1063/5.0030072
https://doi.org/10.1016/j.physd.2021.132850
https://doi.org/10.1016/j.physd.2021.132850
https://doi.org/10.1016/j.physd.2021.132958
https://doi.org/10.1016/j.physd.2021.132958
https://doi.org/10.1103/physreve.88.052914
https://doi.org/10.1103/physreve.88.052914
https://doi.org/10.1103/physreve.86.026606
https://doi.org/10.1103/physreve.86.026606
https://doi.org/10.1098/rspa.2011.0640
https://doi.org/10.1098/rspa.2011.0640
https://doi.org/10.1098/rspa.2011.0640
https://doi.org/10.1098/rspa.2011.0640
https://doi.org/10.3390/fluids4010057
https://doi.org/10.3390/fluids4010057
https://doi.org/10.1088/1751-8113/47/25/255201
https://doi.org/10.1088/1751-8113/47/25/255201
https://doi.org/10.1103/physreve.86.036604
https://doi.org/10.1103/physreve.86.036604
https://doi.org/10.1088/1751-8113/46/10/105202
https://doi.org/10.1088/1751-8113/46/10/105202
https://doi.org/10.7566/jpsj.87.094007
https://doi.org/10.7566/jpsj.87.094007
https://doi.org/10.1016/j.physleta.2015.02.040
https://doi.org/10.1016/j.physleta.2015.02.040
https://doi.org/10.1103/physreve.100.052216
https://doi.org/10.1103/physreve.100.052216
https://doi.org/10.1007/s00332-020-09643-8
https://doi.org/10.1007/s00332-020-09643-8
https://doi.org/10.1007/s00332-020-09643-8
https://doi.org/10.1007/s00332-020-09643-8
https://doi.org/10.1093/imamat/hxab005
https://doi.org/10.1093/imamat/hxab005
https://doi.org/10.1093/imamat/hxab005
https://doi.org/10.1093/imamat/hxab005
https://doi.org/10.7566/jpsj.89.024003
https://doi.org/10.7566/jpsj.89.024003
https://doi.org/10.1103/physreve.88.023202
https://doi.org/10.1103/physreve.88.023202
https://doi.org/10.1016/j.physd.2014.11.006
https://doi.org/10.1016/j.physd.2014.11.006
https://doi.org/10.1016/j.physd.2014.11.006
https://doi.org/10.1016/j.physd.2014.11.006
https://doi.org/10.1016/j.physd.2019.132252
https://doi.org/10.1016/j.physd.2019.132252
https://doi.org/10.2977/prims/1195182017
https://doi.org/10.2977/prims/1195182017
https://doi.org/10.2977/prims/1195182017
https://doi.org/10.2977/prims/1195182017
https://doi.org/10.1098/rspa.2021.0711
https://doi.org/10.1098/rspa.2021.0711
https://doi.org/10.1063/1.3367022
https://doi.org/10.1063/1.3367022
https://doi.org/10.1063/1.3367022
https://doi.org/10.1063/1.3367022
https://doi.org/10.1016/j.nonrwa.2016.01.001
https://doi.org/10.1016/j.nonrwa.2016.01.001
https://doi.org/10.1016/j.nonrwa.2016.01.001
https://doi.org/10.1016/j.nonrwa.2016.01.001
https://doi.org/10.3934/dcdss.2016081
https://doi.org/10.3934/dcdss.2016081
https://doi.org/10.1143/jpsj.59.48
https://doi.org/10.1143/jpsj.59.48
https://doi.org/10.1143/jpsj.59.48
https://doi.org/10.1143/jpsj.59.48

	Higher-order rogue wave solutions of the Sasa–Satsuma equation
	1.  Introduction
	2.  Outline of the derivation for rogue waves
	3.  First-order rogue wave
	4.  Second-order rogue wave and its dynamics
	5.  Third-order rogue wave and its dynamics
	6.  Conclusions
	Acknowledgments
	Data availability statement
	Appendix A
	Appendix A
	ORCID iDs
	References


