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Square-Root Robocentric Visual-Inertial Odometry
With Online Spatiotemporal Calibration
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Abstract—Robocentric visual-inertial odometry (R-VIO) in our
recent work [1] models the probabilistic state estimation problem
with respect to a moving local (body) frame, which is contrary
to a fixed global (world) frame as in the world-centric formula-
tion, thus avoiding the observability mismatch issue and achieving
better estimation consistency. To further improve efficiency and
robustness in order to be amenable for the resource-constrained
applications, in this paper, we propose a novel information-based
estimator, termed R-VIO2. In particular, the numerical stability
and computational efficiency are significantly boosted by using i)
the square-root expression and ii) incremental QR-based update
combined with back substitution. Moreover, the spatial transfor-
mation and time offset between visual and inertial sensors are
jointly calibrated online to robustify the estimator performance in
the presence of unknown parameter errors. The proposed R-VIO2
has been extensively tested on public benchmark dataset as well
as in a large-scale real-world experiment, and shown to achieve
very competitive accuracy and superior time efficiency against the
state-of-the-art visual-inertial navigation methods.

Index Terms—Localization, vision-based navigation.

I. INTRODUCTION AND RELATED WORK

V ISUAL-INERTIAL odometry (VIO) that typically com-
bines the inertial data from inertial measurement unit

(IMU) and the visual observations from camera to compute the
orientation and position of the sensing platform has been be-
coming popular for GPS-denied navigation applications, rang-
ing from the augmented/virtual reality (AR/VR), autonomous
driving to even the unmanned planet exploration. Especially,
in order for computational efficiency, a VIO is usually realized
by either extended Kalman filter (EKF) or fixed-lag smoothing
(FLS) which optimizes over a bounded-size sliding window of
recent states by marginalizing the past states periodically, for
which a complete review of the recent efforts can be found in [2].

Regarding the primary function of VIO, that is, to output the
poses of the sensing platform in the (unknown) environments,
most proposed approaches solved this problem from a global
perspective where fixed, global (world) frame, which is usually
aligned with the gravity, is chosen as the navigation reference
such that the absolute pose can be estimated with respect to it
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directly. Therefore, we can term them the world-centric VIO.
A well known issue for such approaches is the observability
mismatch between original and linearized systems which has
been identified by different works using linear and nonlinear
analyses (e.g., [3], [4]). As a result, many remedies have also
been proposed for fixing it (e.g., [5]–[8]), however, most by
trading off the accuracy or efficiency of the systems. From
another perspective, inspired by the human behaviors in reality,
we reformulated the VIO problem in local [1], where the body
frame of robot was used as instantaneous navigation frame of
reference. Instead, the relative pose between every two locations
of robot is estimated, and the current pose with respect to the start
(body) frame can always be recovered by incrementally merging
new relative pose estimates. Regarding those properties, our
approach is termed the robocentric VIO. We proved in [1]
that the observability mismatch issue does not exist for our
proposed robocentric model, thus improving the consistency of
VIO estimator fundamentally. Therefore, in this paper, we are
going to take such advantage into our new estimator design and
further extend its application.

As we summarized in [2], most VIO algorithms are based
on EKF or FLS which correspond to the covariance-based or
the information-based estimation. Unfortunately, in the sense
of sliding-window estimation, either covariance or information
matrix of the estimator may become dense inevitably because
of the marginalization operation. As a result, neither approach
has distinguishable computational advantage. To improve this
aspect, a practical idea should be to reduce the number of entries
involved in the matrix computations. To this end, the square-root
expression is employed in our design. We should note that the
square-root formulation had been adopted early in [9] to solve a
batch estimator. Moreover, based on that the square root informa-
tion matrix was proposed in [10] with QR factorization-based
incremental update scheme that made the proposed approach
feasible for real-time application. As only a half-size information
matrix is used in the computation, the memory cost is reduced.
The condition number for estimator is also square rooted by
using the square-root expression, thus improving the numerical
stability. Most importantly, QR factorization makes the update
incremental as the measurements come in, which bounds the
amount of computation needed at every timestep. Therefore,
such approach is also very suitable for the resource-constrained
applications [11], [12].

It should be noted that, as a multi-sensor system, the VIO
performance highly relies on the accuracy of the values of the
following parameters including: a) The rotation and translation
between camera and IMU, which is known as the camera-IMU
extrinsic parameters, and b) A remaining time offset between
the respective timestamps of camera and IMU measurements
caused by the sensor latency. Although we can calibrate these
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parameters offline (e.g., [13]), their estimated values may still
contain unknown errors, which are relevant to the calibration
setups or methods. Beside, the true values of those parameters
may be varying in the environment because of the temperature
change or platform vibration. Therefore, the ability of refining
or calibrating those parameters online becomes crucial in real
applications (e.g., [14], [15]). Specifically, in this paper, we
will incorporate the information from both IMU and camera
measurements for doing online spatiotemporal calibration.

The main contributions of the paper include:! We derive a novel square-root robocentric formulation
for the sliding-window visual-inertial estimation, where
online calibration is used to deal with unknown errors in
both spatial and temporal sensor calibration parameters.
Especially, our proposed estimator is formulated based on a
least-squares minimization problem, for which we present
in details the cost function formed by the terms derived
with our robocentric IMU and camera models.! We perform extensive evaluations using both challenging
benchmark dataset and field sensor data from our large-
scale real-world experiment, showing that our developed
R-VIO2 achieves very competitive accuracy and superior
time efficiency when comparing with the state-of-the-art
visual-inertial navigation methods. Especially, to further
benefit the research community, we open source our code
at https://github.com/rpng/R-VIO2.

II. SQUARE-ROOT MAP STATE ESTIMATOR

In this section, we briefly introduce the square-root estimator
for a maximum-a-posteriori (MAP) estimation problem. Espe-
cially, we have a vector of the states to be estimated, x, with
the measurements, Z .1 The prior knowledge about x is usually
modeled by a Gaussian distribution p(x). Then, based on those,
the posterior distribution of x can be expressed as

p(x|Z) ∝ p(x)p(Z|x) = p(x)
∏

zi∈Z
p(zi|x) (1)

where the priori of x follows N (x̂,Ω), and zi = hi(x) + ni

with hi(·) the measurement model and ni a zero-mean white
Gaussian noise following N (0,Σi). To find MAP estimate of
x which corresponds to the maximum of p(x|Z), here we can
equivalently minimize the negative logarithm of (1):

x∗ = argmin
x

− log p(x|Z)

= argmin
x

‖x− x̂‖2Ω +
∑

zi∈Z
‖zi − hi(x)‖2Σi

(2)

where we have employed the notation ‖e‖2Λ = e%Λ−1e, that is
the squared Mahalanobis norm of e with its covariance Λ. To
solve this problem which is usually nonlinear because of h(·),
we linearize its cost function at x̂ so as to have

C(x̂+ x̃) & ‖x̃‖2Ω +
∑

zi∈Z
‖zi − hi(x̂)−Hix̃‖2Σi

= ‖x̃‖2Ω + ‖Hx̃− e‖2Σ (3)

1In what follows, x̂ is used to denote the estimate of x, with x̃ " x− x̂ the
corresponding error (or correction) to this estimate. In and 0n are the n× n
identity and zero matrices, respectively. The left superscript if shown denotes
the frame of reference with respect to which a vector is expressed.

where we have stacked all of the Jacobians Hi and residuals
ei = zi − hi(x̂) to have H and e, with Σ a (block) diagonal
matrix of Σi. As a result, instead of an optimal estimate of x,
we find an optimal update to its current estimate x̂, as

x̃⊕ = argmin
x̃

C(x̂+ x̃) (4)

where the superscript ⊕ means this solution is optimal up to
the linearization errors. It should be noted that, using (upper
triangular) Cholesky factors of Ω and Σ, we can convert (3)
into linear least-squares form for better numerical stability:

C = CPrior + CMeasurements = ‖Rx̃‖2 + ‖Jx̃− r‖2 (5)

where R = Ω−1/2 (i.e., the square root information matrix),
while for J and r we have Ji = Σ−1/2

i Hi and ri = Σ−1/2
i ei

with respect to each measurement, zi. More importantly, by
noticing that R is upper-triangular, this cost function is able
to be updated using QR factorization [16]:

C =

∥∥∥∥

[
R
J

]
x̃−

[
0
r

]∥∥∥∥
2

=

∥∥∥∥Q
[
R⊕

0

]
x̃−

[
0
r

]∥∥∥∥
2

=

∥∥∥∥

[
R⊕

0

]
x̃−Q%

[
0
r

]∥∥∥∥
2

=

∥∥∥∥

[
R⊕

0

]
x̃−

[
r⊕

ε

]∥∥∥∥
2

=
∥∥R⊕x̃− r⊕

∥∥2 + ‖ − ε‖2 = C⊕ + ‖ε‖2 (6)

After discarding ‖ε‖2 as it is irrelevant to x̃, we have

x̃⊕ = argmin
x̃

C⊕ = R⊕−1
r⊕ (7)

which can be efficiently found via back substitution, and the
state estimate can be updated as: x̂⊕ = x̂+ x̃⊕. Especially,
the iterations over (3)–(7) can also be used to further reduce
the linearization errors. For real applications, usually the sensor
measurements are received by the estimator in the order of
their timestamps. Therefore, Givens rotations can be used for
in-place update in (6) to improve real-time performance of the
estimator [10], [11]. In this paper, we are going to take those
above advantages in our robocentric estimator design.

III. SQUARE-ROOT ROBOCENTRIC VIO

In this section, we present our new square-root robocentric
VIO algorithm (R-VIO2). Specifically, we explain in details the
inertial and visual cost terms derived from the IMU and camera
models, respectively, as well as the a priori cost term that evolves
with the change of navigation frame of reference.

A. State Vector

To model the system more precisely than [1], we use the
following vector to describe the state at (image) timestep k:

xk =
[
x%
Gk

x%
Pk

x%
Wk

]%
(8)

where xGk = [kGq̄
% Rkp%

G
Rkg%]% is the global state with k

Gq̄
(4× 1 unit quaternion [17]) and RkpG (3× 1 Euclidean co-
ordinate) the orientation and position of global frame {G}
with respect to the robocentric frame of reference {Rk} (i.e.,
coincident with IMU frame {I} at timestamp tk) and Rkg a
unit vector of local gravity in {Rk}; xPk = [CI q̄

% Cp%
I td]%

comprises of online calibration parameters with C
I q̄ and CpI
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the rotation and translation between camera frame {C} and
IMU frame {I}, and td the difference between the receiving
timestamps of camera and IMU measurements at timestep k
(e.g., the IMU measurement paired with image k should be the
one at timestamp tk + td); and both xGk and xPk are of zero
kinematics. Specifically, xWk is a sliding window of the relative
IMU poses between recent N timesteps including k:

xWk =
[
x%
w1

· · · x%
wN−2

x%
wN−1

]%
(9)

xw1:N−2 =
[
i
i−1q̄

% Ri−1p%
Ri

]%
for i = k −N + 2 : k − 1,

xwN−1 =
[
k
k−1q̄

% Rk−1p%
Rk

Ikv% b%
gk b%

ak

]%
(10)

where xwn saves the orientation and position of {Rn} with
respect to {Rn−1}, while xwN−1 additionally keeps the IMU
velocity Ikv expressed in {Ik}, and biases, bgk and bak .

B. IMU Term

We propose a preintegrated IMU cost term, for which our
robocentric motion model proposed in [1] is used to process
IMU measurements between image k and k + 1. Especially,
the relative motion estimate from {Rk} to {Rk+1}, x̂wN =
[k+1
k

ˆ̄q% Rk p̂%
Rk+1

Ik+1 v̂% b̂%
gk+1

b̂%
ak+1

]%, is computed and
appended to the sliding window in x̂k, so that we have the
estimate of intermediate state: χ̂k+1 = [x̂%

Gk
x̂%
Pk

x̂%
Wk+1

]%. To
incorporate the corresponding measurement information, we
construct a minimal state vector yk = [x%

Gk
x%
Ik ]

% with xIk =

[kk q̄
% Rkp%

Ik
Ikv% b%

gk b%
ak
]%, which includes all the states that

are used in the IMU propagation. Referring to [18], the error-
state transition matrix Φk+1,k can be computed by using the
IMU measurements in [tk + td, tk+1 + td], aligned with the
corresponding image time interval, such that

Φk+1,k =
∏

τ∈[tk+td, tk+1+td]

Φτ+1,τ (11)

Based on that, we have ỹk+1 = Φk+1,kỹk + nk+1,k, where
yk+1 = [x%

Gk
x%
wN

]% and nk+1,k is the preintegrated noise vec-
tor, which can further be expressed in details as:2

[
x̃Gk

x̃wN

]
=

[
I9 09×15

ΦG ΦI

] [
x̃Gk

x̃Ik

]
+

[
09×1

nI

]
(12)

ΦG =
[
015×3 015×3 Φg

]
,

ΦI =
[
Φθ Φp Φv Φbg Φba

]
(13)

We should note thatxIk does not exist in the actual state vector
χk+1, thus (12) has not been a valid relationship yet. However,
by further examining the entries in x̃Ik we should immediately
find that δkkθ ≡ 03×1 and Rk p̃Ik ≡ 03×1. This allows us to
replace x̃Ik with x̃wN−1 that exists in the error state χ̃k+1.
Therefore, a valid relationship can be derived as

x̃wN = HG x̃Gk +HwN−1 x̃wN−1 + nI (14)

HG = ΦG ,

HwN−1 =
[
015×3 015×3 Φv Φbg Φba

]
(15)

2For the error quaternion we quantify it using its associated 3-dimension error
angle δθ (i.e., δq̄ & [ 12 δθ

% 1]%), therefore, we use Φθ not Φq̄ [19].

Accordingly, the residual of our IMU cost term is given by

eI = HIχ̃k+1 + nI (16)

HI =
[
HG 015×7 [015×6(N−2) HwN−1 − I15]

]
(17)

Next, to get the associated covariance of the preintegrated
noise nk+1,k, we perform covariance propagation along with
(11), however, starting from the initial value Σk,k = 024:

Στ+1,k = Φτ+1,τΣτ,kΦ
%
τ+1,τ +GQG% (18)

where G and Q are the IMU noise Jacobian and covariance
matrices, respectively [1]. It is easy to verify that Σk+1,k is in
the following form with ΣI the covariance matrix of nI :

Σk+1,k =

[
09 09×15

015×9 ΣI

]
. (19)

Now, with (16) and ΣI , we can give out the square-root
expression of our preintegrated IMU cost term as

CIMU = ‖JIχ̃k+1 − rI‖2 (20)

JI = Σ−1/2
I HI , rI = Σ−1/2

I eI = 015×1 (21)

C. Camera Term

To build a relationship between the camera measurements
and the current state (e.g., χk+1), let us investigate the case
where a landmark L is observed from a series of images S (e.g.,
{1, . . . , N + 1}). Following the perspective projection model,
the i-th (i ∈ S) measurement of L can be given by

zi =
1

zi(t+ td)

[
xi(t+ td)
yi(t+ td)

]
+ ni (22)

CipL =
[
xi(t+ td) yi(t+ td) zi(t+ td)

]%
(23)

whereni ∼ N (02×1,σ2
imI2) is the image noise, and CipL is the

position of landmark in the corresponding camera frame {Ci},
while here we explicitly align it with the actual pose of camera
at image timestamp t by taking into account td.

Note that, if we know the position of L in its first camera
frame, C1pL, and the rotation and translation between {C1}
and {Ci}, i

1C and CipC1 , then CipL can be given by
CipL = i

1C
C1pL + CipC1 (24)

for which we can use relative poses in xW to compute3

i
1C = C

I Cq̄
i
1Cq̄

C
I C

%
q̄ (25)

CipC1 = C
I Cq̄

RipR1 + (I3 − i
1C)CpI (26)

In particular, we express C1pL in an inverse-depth form [20]:

C1pL =
1

ρ(t+ td)
u(φ(t+ td),ψ(t+ td)) (27)

u =




cosφ(t+ td) sinψ(t+ td)

sinφ(t+ td)
cosφ(t+ td) cosψ(t+ td)



 (28)

where u is the directional vector of C1pL with φ and ψ the
elevation and azimuth angles in {C1}, respectively, while ρ

3b
aCq̄ " C(baq̄) is the 3× 3 rotation matrix derived from quaternion b

aq̄.
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is the inverse of depth along u. We denote λ := [φ,ψ, ρ]%.
C1pL is correlated with td because it is anchored on {C1}. By
substituting (27) into (24) and normalize it by ρ, we have

ρCipL = i
1Cu+ ρCipC1 =: hi(xP ,xW ,λ) (29)

and our inverse-depth measurement model is given by

zi =
1

hi,3

[
hi,1

hi,2

]
+ ni, i ∈ S (30)

The initial value recovery for λ is as in [1], and after that we
linearize (30) at χ̂ and λ̂ for the measurement residual:

ei = zi − ẑi & Hi,P x̃P +Hi,W x̃W +Hi,λλ̃ + ni (31)

(see Appendix for the derivations of Hi,P , Hi,W and Hi,λ). By
assuming all the measurements are independent, we have the
corresponding cost function of L:

CL = ‖Hχχ̃+Hλλ̃ − eL‖2ΣL
(32)

Hχ =
[
02M×9 HP [Hw1:N−1 02M×9 HwN 02M×9]

]
,

eL = z− ẑ (33)

where we have stacked Hi,P , Hi,W , Hi,λ, and ei of L for i =
1, . . . ,M (M = |S|) to get Hχ, Hλ and eL, with the stacked
covariance matrix ΣL = σ2

imI2M .
Note that λ does not exist in the state vector. Therefore, to

derive a valid cost term of L, we must eliminate λ̃ from (32).
Note also that, in the general case M ≥ 2, and hence Hλ is a
tall matrix whose QR decomposition can be given by

Hλ =
[
Q1 Q2

] [ Rλ

0(2M−3)×3

]
(34)

where Q1 and Q2 correspond to the range and nullspace of Hλ,
respectively, which we can use to refactor (32), so that

CL =

∥∥∥∥

[
Q%

1

Q%
2

]
Hχχ̃+

[
Rλ

0

]
λ̃ −

[
Q%

1

Q%
2

]
eL

∥∥∥∥
2

ΣL

= ‖Q%
1Hχχ̃+Rλλ̃ −Q%

1 eL‖2ΣL,1

+ ‖Q%
2Hχχ̃−Q%

2 eL‖2ΣL,2
(35)

where ΣL,1 = σ2
imI3 and ΣL,2 = σ2

imI2M−3. As a result, we
extract the second component of CL as camera cost term for L,
and convert it into the square-root form:

CCamera = ‖JCχ̃− rC‖2 (36)

JC = σ−1
imQ%

2Hχ, rC = σ−1
imQ%

2 eL (37)

In practice, if more than one landmark are observed, we will
stack their CCamera’s together into one single cost term.

Interestingly, we can also readily figure out the degenerate
cases of online calibration by investigating the expression of
Jacobian Hi,P . Especially, the zero column(s) in the Jacobian
matrix suggests that the sensor measurement(s) do not convey
any information about the corresponding state(s) [21]. Bearing
this in mind and noting that the primary factors in the Jacobian
expression are all related to the sensor motion, we find these
cases that can cause zero column(s) in HP :

C1) No rotation (i.e., I1:iω̂ = 03i×1 ⇒ i
1Ĉ = I3)

C2) No translation (i.e., I1:i v̂ = 03i×1 ⇒ C1 p̂Ci = 03×1)4

C3) Camera single-axis rotation (i.e., one of the columns in
I3 − i

1Ĉ becomes 03×1)
where I1:iω̂ and I1:i v̂ are the estimates of angular and linear
velocities of IMU, respectively. Thus, to calibrate both spatial
parameters, C

I θ and CpI , online, this, in general, requires at
least 4 degree-of-freedom (DOF) sensor motion where 3DOF
rotation is used to avoid C1 and C3, while 1DOF translation
is used to avoid C2 and recover the value of ρ. However, td is
calibratable as long as the sensor platform is in motion, that is,
Iω̂ -= 0 or I v̂ -= 0, as we will show in Section IV.

D. A Priori Term

In the MAP estimation, this term conveys the information of
state up to the current time. Especially, at timestep k + 1 the
prior information is given by

CPrior,k+1 = ‖Rkx̃k‖2 = ‖Rk+1χ̃k+1‖2 (38)

where Rk+1 = [Rk 0γ×15] with γ the dimension of Rk. An
optimal update of χ̂k+1 can be solved by following (6)–(7):

Ck+1 = CPrior,k+1 + CIMU,k+1 + CCamera,k+1 (39)

χ̃⊕
k+1 = arg min

χ̃k+1

Ck+1 (40)

Thus, χ̂k+1 is updated as:5

χ̂⊕
k+1 = χ̂k+1 # χ̃⊕

k+1 (41)

1) Composition: The changing of the navigation frame of
reference is the most distinguishing feature of our robocentric
VIO [1]. Here, once finishing the update, we shift the frame of
reference of χk+1 from {Rk} to {Rk+1} (i.e., {Ik+1}).

The state vector with respect to {Rk+1} is xk+1. To have
x̂k+1, we need to convert x̂⊕

Gk
of χ̂⊕

k+1 to x̂Gk+1 , which can be
done by the following state composition with x̂⊕

wN
:

k+1
G

ˆ̄q = k+1
k

ˆ̄q⊕ ⊗ k
G
ˆ̄q⊕ (42)

Rk+1 p̂G = k+1
k C⊕

ˆ̄q
(Rk p̂⊕

G − Rk p̂⊕
Rk+1

) (43)

Rk+1 ĝ = k+1
k C⊕

ˆ̄q
Rk ĝ⊕ (44)

Note that, such change of frame of reference does not affect xP
and xW , that is, x̂Pk+1 = x̂⊕

Pk
and x̂Wk+1 = x̂⊕

Wk+1
. In another

hand, we should note that after updating χ̂k+1:

C⊕
k+1 = ‖R⊕

k+1χ̃k+1‖2 (45)

where the dimension of R⊕
k+1 is γ + 15. However, the square

root information matrix corresponding to x̂k+1 is Rk+1, for
which we transform R⊕

k+1 according to the following lemma:
Lemma 1: Given the Jacobian matrix V = ∂x̃

∂χ̃ , the (block
upper-triangular) square root information matrices of x and
χ, R and R (of the same size), satisfy R = RV−1.

Proof: See Appendix. $

4Note that this condition suggests zero parallax between the images such that
the estimate of ρ may not be able to converge (i.e., ρ̂ → 0) with single camera,
and therefore will also have zero column(s) shown in HP .

5As the updating on quaternion is non-Euclidean (with the multiplication
operator ⊗ [19]), we use # to represent a comprehensive state update.
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Using Lemma 1, with the Jacobian matrix V = ∂x̃k+1

∂χ̃k+1
:

V =




VG 09×7+6(N−1) VwN

I7+6(N−1) 07+6(N−1)×15

I15



 (46)

VG =
∂x̃Gk+1

∂x̃Gk

=




k+1
k C ˆ̄q 03 03

k+1
k C ˆ̄q 03

k+1
k C ˆ̄q



 (47)

VwN =
∂x̃Gk+1

∂x̃wN

=




I3 03 03×9

0Rk+1 p̂G1 −k+1
k C ˆ̄q 03×9

0Rk+1 ĝ1 03 03×9



 (48)

we have Rk+1 = R⊕
k+1V

−1, that is

Rk+1 =




R⊕

G · · · R⊕
GwN

. . .
...

R⊕
wN








V−1

G · · · −V−1
G VwN

. . .
...
I





=




R⊕

GV
−1
G · · · R⊕

GwN
−R⊕

GV
−1
G VwN

. . .
...

R⊕
wN



 (49)

where V−1
G = V%

G , and only the top-left and top-right blocks in
R corresponding to xG and xwN , respectively, are altered.

2) Marginalization: To keep the length of sliding window
constant, we need to marginalize: a) the oldest relative pose
xw1 , and b) the IMU velocity Ikv and biases bgk and bak in
xwN−1 , from xWk+1 . To this end, we have another lemma:

Lemma 2: Given the state vector x = [x%
m x%

r ]
%, with its

square-root information factor C = ‖Rx̃− r‖2, where

R =

[
Rmm Rmr

Rrr

]
, r =

[
rm
rr

]
(50)

a complete information factor of xr only is ‖Rrrx̃r − rr‖2.
Proof: See Appendix. $
According to Lemma 2, we put the states to be marginal-

ized into xm while grouping the remaining ones in xr, such
that x̂2

k+1 = [x̂%
m x̂%

r ]
% (2 means reordered). Meanwhile, the

columns in Rk+1 are reordered according to the state order
in x̂2

k+1, which gives us R2
k+1. Next, a QR factorization is

performed to make R2
k+1 upper-triangular again. Finally, we

finish marginalization with x̂k+1 = x̂r and Rk+1 = Rrr.

IV. EXPERIMENTAL RESULTS

In this section, we are going to experimentally demonstrate
the performance of R-VIO2 using EuRoC benchmark [22] and
our own sensor platform. On EuRoC dataset, we compare with
VINS-Mono [23], a state-of-the-art visual-inertial navigation
algorithm,6 and our previous work, R-VIO.7 Note that VINS-
Mono enables relinearization by default, while R-VIO2 does
not do that in order to reveal its base performance. In the
real-world tests, we use large-scale trajectories to demonstrate
the effectiveness of online calibration for dealing with unknown

6https://github.com/HKUST-Aerial-Robotics/VINS-Mono
7https://github.com/rpng/R-VIO

errors in spatial-temporal parameters. It is worth to point out
that thanks to the square-root formulation the single-precision
(float32) arithmetic is used by our C++ implementation of
R-VIO2, that is of resource-efficiency over the double-precision
(float64) ones used by the counterparts. All the tests run on a
laptop with Core i7-4710MQ 2.5 GHz×8 CPU in real time.

A. EuRoC Dataset

This dataset contains 11 sequences which were collected by
a flying quadrotor equipped with a VI-sensor (200 Hz IMU, and
20 Hz dual cameras of 752×480 pixels). Especially, only the
left-camera images are used as visual inputs. For VINS-Mono,
we tested its odometry pipeline, and used its default settings
provided with the code for best performance. While, R-VIO
and R-VIO2 used the same settings, where a sliding window of
15 relative poses was kept, with 200 Shi-Tomasi features [24]
being tracked across the images. In particular, the feature tracks
longer than the size of window were split into sub-tracks for use,
while the sensor noise parameters directly used their raw values
provided by the dataset.

We first studied the performance of estimators on the global
pose (orientation and position) estimation. R-VIO was treated as
baseline for R-VIO2 as it does not have online calibration (OC)
function, while for VINS-Mono we turned off its online calibra-
tion using configuration file and used that as baseline. Especially,
to test the convergence of online spatiotemporal calibration for
VINS-Mono and R-VIO2, we initialized their corresponding
parameters with the closet orthogonal rotation (for C

I θ), zero
translation (for CpI ) and zero offset (for td). In contrast to
that, their baseline algorithms used the values provided by
the dataset for those parameters. We calculated the root mean
squared error (RMSE [25]) for pose estimates against ground
truth of all 11 sequences using the evaluation toolbox [26],8 and
presented the results in Table I. We should note that, comparing
with the baseline algorithm, both VINS-Mono and R-VIO2
achieved improved accuracy with online spatiotemporal calibra-
tion. Note also that, R-VIO2 achieved very competitive accuracy
to VINS-Mono, even though the relinearization was not used.
For better illustration, we depict the estimated trajectories of
VINS-Mono (w. OC on) and R-VIO2 with ground truth in Fig. 1.
Table I also includes the comparison of the average runtime of
single-step estimation (excluding the image processing), which
reveals the superior computation speed of R-VIO and R-VIO2,
that is tens times faster than VINS-Mono. It is also impressive
to find that R-VIO2 is almost twice faster than EKF-based
R-VIO, for that there are two primary reasons: 1) Although
R-VIO2 has more states than R-VIO, the number of entries for
computation in its square root information matrix is merely half
of that in the covariance matrix of R-VIO, thus the memory
cost of R-VIO2 is lower than that of R-VIO; and 2) In-place
QR-based update combined with back substitution makes the
computational time complexity of R-VIO2 linear to the num-
ber of measurements and quadratic to the number of states.
Note that, R-VIO can achieve the same linear complexity with
the aid of extra QR-based model compression [1], however, the
complexity of EKF update is still cubic to the number of states.
Thanks to that, R-VIO2 is allowed to perform relinearization
while keeping the possibility of running at full (or even higher)
image rate (e.g., 10 iterations may cost ∼30 milliseconds which

8https://github.com/uzh-rpg/rpg_trajectory_evaluation (posyaw alignment)
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TABLE I
COMPARISON OF ABSOLUTE POSE ACCURACY (RMSE) AND AVERAGE TIME COST ON EUROC DATASET

Fig. 1. Estimated trajectories on EuRoC dataset: R-VIO2 (blue), VINS-Mono (red), and ground truth (black).

TABLE II
COMPARISON OF ONLINE CAMERA-IMU SPATIOTEMPORAL CALIBRATION PRECISION ON EUROC DATASET

is less than the interval between two images), and will be one
direction of our future research. Such advantage is important
to the resource-constrained applications, such as the navigation
on drones and the AR/VR on smartphones, where the saved
time can be used for image processing, path planning, or scene
rendering.

Moreover, we compared the results of online calibration of
VINS-Mono and R-VIO2 with the fiducial value provided by
the dataset that came from an offline batch optimization [22].
As the camera and IMU were synchronized by hardware, the
expected value of td was assumed close to zero. The estimation
differences were summarized in Table II where we used small-
scale units to fit their magnitudes. For ∆C

I θ, we first computed
error rotation matrix, ∆C

I R, and then converted it into Euler

angles. Note that, the spatial calibrations of VINS-Mono and
R-VIO2 reached the same precision, however, the differences
between the temporal calibration results here, in our opinion,
stem from the different measures used for td. For R-VIO2, we
relate td to the changes of the IMU (or camera) poses in 3D
space. While, for VINS-Mono, td was related to the changes
of the feature locations in 2D image plane [23]. Nevertheless,
comparing with the IMU sampling interval (∼5 milliseconds)
our results of td (∆td) are fairly consistent with the reality.

B. Real-World Experiment

We further performed tests using our own sensor platform
that included a Microstrain 3DM-GX3-35 IMU (500 Hz) and
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Fig. 2. Our sensor platform (w/ the images of environments).

Fig. 3. Estimated trajectories over the map of UD campus.

one Point Grey Chameleon camera of 644×482 pixels (20 Hz)
(see Fig. 2). We collected data by holding this sensor rig and
walking in the main campus of University of Delaware (UD) in
three different days, where our trajectories covered most daily
routes across the campus. Over 45-minute visual-inertial data
of three trajectories, each of which was about 1.5 kilometers,
was collected in real time, and the walking speed was about 1.5
meters per second. Especially, as most parts of trajectories were
very close to or crossed the buildings, GPS track became not
reliable. Instead, the Google map of campus was used as the
ground truth regarding its high precision.

As a common practice, we calibrated our sensor platform
using Kalibr9 toolbox before collecting the data. Note that, in
the tests we used the corresponding result as the initial guess
for spatial and temporal parameters, because in such walking
scenario the sensors did not perform 6DOF motion very often
which may easily prevent convergence of online calibration, and
hence cause performance degradation. However, as there may
still be unknown errors in the offline calibration result, online
calibration can be used to refine those parameters. As before,
we let R-VIO2 track 200 features across the images, while the
sliding window was enlarged to include 20 relative poses. In
particular, we reran all the tests with R-VIO which used the
calibration result of Kalibr as true for comparison.

Fig. 3 shows the estimated trajectories that are overlaid on
the map of UD campus. All the results have been aligned
with their true trajectories (e.g., lanes and sidewalks) where
we collected the data, from the start point. We can find that
R-VIO2 outperforms R-VIO in the localization accuracy by

9https://github.com/ethz-asl/kalibr

TABLE III
COMPARISON OF FINAL POSITION ERRORS (W/O AND W/ ONLINE

CALIBRATION) OF THE ESTIMATED TRAJECTORIES

performing online calibration, especially when we check the
coincidence of estimates with their true paths. Also, as we started
and ended collecting data at the same point, the final position
error (i.e., close-loop drift) equals to the estimate of the last
IMU position, as summarized in Table III. A zoomed subplot is
thus shown in Fig. 3, where the end points of R-VIO2 are much
closer to the start point of the trajectories. We also found that
there existed a 4-millisecond difference in td before and after
the online calibration. Considering the IMU sampling interval
(∼2 milliseconds), here R-VIO might have misused two IMU
measurements for motion prediction at every timestep, which
should be its main source of errors. However, this may be hard
to be noticed in practice when the duration of test was not long
enough. As a summary, the final position errors of R-VIO2 are
only 0.02%, 0.35% and 0.42% of the traveling distance for three
respective trajectories, and its single-step estimation only costs
4 milliseconds in average.

V. CONCLUSION AND FUTURE WORK

In this paper, we have developed a new efficient approach
for realizing robocentric visual-inertial odometry which offers
consistent observability properties for probabilistic state esti-
mator. Our robocentric models, including IMU motion model
and camera measurement model, are applied for square-root
information-based state estimation. Especially, the visual and
inertial cost terms, as well as the a priori term are derived
for the corresponding MAP minimization problem. We also
take into account the influence of unknown parameter errors
in the relative spatial configuration and timing between sensors,
and compensate for it by performing spatiotemporal calibration
online. Extensive results of public benchmark dataset and our
large-scale real-world experiment demonstrate the competitive
accuracy and superior time efficiency of our novel algorithm,
R-VIO2, against the state-of-the-art counterparts. As a benefit
of computational efficiency, we are going to enable iteration in
R-VIO2 to reduce linearization errors and improve its accuracy.
We will further deploy R-VIO2 on the mobile platforms, such
as drones, smartphones and AR glasses, to investigate its appli-
cation in different resource-constrained scenarios.

APPENDIX

1) Jacobians W.r.t. xW and λ (See (31)): By treating xP as
constant and following the chain rule, we have10

Hi,λ = Hi,proj
∂hi

∂λ̃
, Hi,W = Hi,proj

∂hi

∂x̃W
(51)

Hi,proj = ĥ−1
i,3

[
1 0 −ĥi,1ĥ

−1
i,3

0 1 −ĥi,2ĥ
−1
i,3

]
(52)

100·1 is a 3× 3 skew-symmetric matrix derived from a 3× 1 vector [19].
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∂hi

∂λ̃
=

[
∂hi
∂ũ

∂ũ
∂[φ̃,ψ̃]%

∂hi
∂ρ̃

]

=



i
1Ĉ




− sin φ̂ sin ψ̂ cos φ̂ cos ψ̂

cos φ̂ 0

− sin φ̂ cos ψ̂ − cos φ̂ sin ψ̂



 Ci p̂C1



 (53)

∂hi

∂x̃W
=

[
∂hi

∂δ21θ
∂hi

∂R1 p̃R2
· · · ∂hi

∂δN+1
N θ

∂hi

∂RN p̃RN+1

]

∂hi

∂δnn−1θ
= C

I C ˆ̄q
i
1C ˆ̄q0ICC ˆ̄qû+ ρ̂(I p̂C − R1 p̂Rn)11nC ˆ̄q,

∂hi

∂Rn−1 p̃Rn

= −ρ̂CI C ˆ̄q
i
1C ˆ̄q

1
n−1C ˆ̄q, for n = 2, . . . , i. (54)

2) Jacobians W.r.t. xP (See (31)): As a whole, we have

Hi,P = Hi,proj

[
∂hi

∂δCI θ
∂hi

∂C p̃I

∂hi

∂t̃d

]
(55)

Similarly, we can compute the Jacobians of spatial parameters
by treating λ as constant, so that

∂hi

∂δCI θ
= (0i1Ĉû1 − ρ̂0i1ĈC p̂I1)(I3 − i

1Ĉ) + ρ̂0CI C ˆ̄q
Ri p̂R11,

∂hi

∂C p̃I
= ρ̂(I3 − i

1Ĉ) (56)

Next, by noticing that C1pL and xW are correlated with td, we
compute the Jacobian of td following the chain rule:

∂hi

∂ t̃d
=
∂hi

∂ũ

∂ũ

∂ t̃d
+
∂hi

∂ρ̃

∂ρ̃

∂ t̃d
+

∂hi

∂x̃W

∂x̃W

∂ t̃d
(57)

∂hi

∂ũ
= i

1Ĉ,
∂ũ

∂ t̃d
= C1ω̂ × û (58)

∂hi

∂ρ̃
= Ci p̂C1 ,

∂ρ̃

∂ t̃d
= C1 v̂ · û (59)

∂x̃W

∂ t̃d
=

[
I2ω̂% I1 v̂%

I2
· · · IN+1ω̂% IN v̂%

IN+1

]%
(60)

where C1ω̂ = C
I C ˆ̄q

I1ω̂ and C1 v̂ = C
I C ˆ̄q

I1 v̂ represent the ro-
tational and translational velocities of {C1}, respectively, and
In−1 v̂In = n

n−1C
%
ˆ̄q
In v̂, for n = 2, . . . , N + 1.

3) Proof of Lemma 1: Given the covariance matrices, Ω and
Λ, of x and χ, respectively, Ω = VΛV%. With Ω = (R%R)−1

and Λ = (R%R)−1 = R−1R−%, we have

Ω = VR−1R−%V% = (RV−1)−1(RV−1)−%

= [(RV−1)%(RV−1)]−1 = (R%R)−1 (61)

where V is invertible because it is a full-rank square matrix.
Thus, the conclusion of Lemma 1 is immediate.

4) Proof of Lemma 2: Under the partition for R and r:

C = C1(x̃m, x̃r) + C2(x̃r)

= ‖Rmmx̃m +Rmrx̃r − rm‖2 + ‖Rrrx̃r − rr‖2 (62)

For x̃⊕, in the sense of back substitution, we will first solve
x̃⊕
r by minimizing C2(x̃r), and then solve x̃⊕

m by minimizing

C1(x̃m, x̃⊕
r ). This means C2 = ‖Rrrx̃r − rr‖2 includes all the

information for solving x̃⊕
r , which concludes Lemma 2.
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