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ABSTRACT
Participatory design (PD) for Artificially Intelligent (AI) systems
has gained in popularity in recent years across multiple application
domains, both within the private and public sectors. PD methods
broadly enable stakeholders of diverse backgrounds to inform new
use cases for AI and the design of AI-based technologies that directly
impact people’s lives. Such participation can be vital for mitigating
adverse implications of AI on society that are becoming increas-
ingly apparent and pursuing more positive impact, especially to
vulnerable populations. This panel brings together researchers who
have, or are, conducting participatory design of AI systems across
diverse subject areas. The goal of the panel is to elucidate similar-
ities and differences, as well as successes and challenges, in how
PD methods can be applied to Artificially Intelligent systems in
practical and meaningful ways. The panel serves as an opportunity
for the HCI research community to collectively reflect on opportu-
nities for PD of AI to facilitate collaboration amongst stakeholders,
as well as persistent challenges to participatory AI design.

CCS CONCEPTS
• Human-centered computing → Participatory design.
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1 INTRODUCTION
Participatory Design (PD) has been a crucial method within HCI
research for multiple decades [12]. At its core, participatory de-
sign involves incorporation of stakeholders, such as anticipated
end-users, into the design process to work alongside professional
designers and researchers and share in decision-making. PD has
been valued in the CHI community for its capacity to incorporate
a wide range of stakeholders, particularly those from marginal-
ized and underrepresented communities [7, 8, 11], in setting design
agendas for the future and informing the design of technologies
that will immediately and directly impact people’s lives.

In more recent years researchers have considered the appli-
cation of participatory design to AI-based technologies [2]. The
importance—if not need—for participatory design of emerging tech-
nologies such as artificial intelligence (AI) has become increasingly
apparent due to the widespread recognition of the adverse impacts
that AI can have on society, such as through algorithmic bias, opac-
ity in decision-making, and perpetuation of misinformation. The
adaptation of participatory design methods to AI-based technolo-
gies is relatively new and has been met with questions and concerns
about its feasibility [3, 9]. Nonetheless, the HCI literature has pro-
duced early evidence of its value to various application domains,
such as empowering youth as agents of their own online safety
[1, 15], foregrounding safety of women and LGBTQ people when
using social matching apps for rapid face-to-face encounters [4, 6],
embedding caseworkers’ values in algorithms for the Child-Welfare
System [13], and matching food donations to recipient non-profit
organizations [10].

Researchers must consider several questions when adapting par-
ticipatory design to AI in their respective application domains. The
goal of this panel is to bring together researchers who have, or
are, conducting participatory design of AI across diverse subject
areas to elucidate similarities and differences, and successes in their
challenges, in how the method is applied. We will scaffold panel
discourse around the following questions:

Who conducts participatory AI design research? The disci-
plinary backgrounds of HCI researchers can be quite varied, and
those backgrounds can shape approaches to participatory AI design
in different ways. Researchers may wonder if a technical back-
ground in AI is necessary, or how researchers with technical exper-
tise in AI are incorporated into a research team comprised of other
backgrounds and disciplines. Within the panel we aim to articulate
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who has been, and could be, involved in research teams conducting
participatory AI design, and how their presence shapes adaptation
of the method.

How do researchers determine what aspects of AI can or
should be co-designed? The purview of what can be designed
regarding AI-based technologies is wide-ranging, including user
interfaces, explanations of AI decision-making within those inter-
faces, machine learning models, data that models are trained on,
stakeholder values that should underpin AI development, and so on.
At the same time, there are often practical constraints around which
aspects of AI-based technologies can be subjected to participatory
design. For example, in some instances the data used to train the
model may be fixed, the model itself may be fixed, or the general
use case for the AI (what decisions it is intended to make) may be
predetermined. The panel aims to spark discussion around how
researchers make decisions about what is subjected to participatory
AI design, and what practical constraints researchers have had to
accommodate when applying the method.

How does the act of participation in AI design happen? Par-
ticipation of stakeholders in the design of AI-based technologies
can happen in myriad ways. As evidenced by prior uses of participa-
tory design for AI and other technologies, researchers can consider
design activities that stakeholders partake in individually or as a
group, as well as different tools to scaffold the design process, such
as arts-and-crafts boxes for brainstorming or software to support
ideation. Yet, in many cases, AI researchers invoke participatory
design erroneously to mean almost any light engagement with end-
users, such as one-time design workshops or focus groups to solicit
feedback on researcher designed artifacts. This lightweight engage-
ment dilutes the intention of PD as an approach that leads to active
and sustained engagement that empowers end-users and directly
influences the final system design through a highly interactive and
iterative process. The panel aims to elucidate the different ways in
which participatory AI design happens from the co-designer’s per-
spective, and how those decisions are informed by the application
domain.

What do researchers do with co-designed AI artifacts? Be-
cause of the variety in choices regarding “where” and “what” co-
designers may produce during participatory AI design, there are dif-
ferent approaches to how researchers choose to utilize co-produced
artifacts or synthesize them into a singular design. Further, this
raises ethical questions on who owns the intellectual property of
the design artifacts created by non-researcher stakeholders (i.e.,
end-users). While not a new concern to participatory design in
general, AI may introduce new facets to how researchers choose
to utilize or incorporate co-produced artifacts. The panel seeks to
extrapolate on how researchers utilize co-produced AI artifacts.

How do we facilitate collaboration between co-designers
and researchers with expertise across different applications
domains? Co-designers and researchers involved in participatory
AI design may have experience in many different domains inside
and outside of AI and computing. While these diverse perspectives
can strengthen the participatory design process, they can also pose
barriers to collaboration between co-designers and between co-
designer and researcher. Examples including a stakeholder with
a computing background using technical terminology that some

co-designers do not understand, or a stakeholder with relative unfa-
miliarity with AI opting to withhold ideas so as not to be judged by
other co-designers. Such barriers may become particularly apparent
when designing for a potentially esoteric technology such as AI:
they may pose challenges to stakeholder comprehension of partic-
ular design activities, and they may disempower stakeholders from
fully participating in design and decision-making if their positions
are not fully understood by other co-designers and researchers.
The panel aims to extract approaches to facilitating collaboration
amongst co-designers and between co-designers and researchers
with disparate expertise and experience.

What are persistent challenges to participatory AI design?
Extant publications on the use of participatory AI design may not
always reveal limitations of the method – challenges that the re-
searchers may have encountered, and persistent difficulties with
adapting the method to particular subject areas. The panel seeks
to provide a platform for the community to voice and collectively
reflect on challenges or concerns with participatory AI design as a
method.

2 PANEL FORMAT AND AUDIENCE
ENGAGEMENT

This will be a fully virtual 60-minute panel so as to mitigate dispari-
ties in who can attend the panel and how the audience can interact
with the panelists and each other. The first 30 minutes of the panel
will be used for panelists to highlight their prior or ongoing work
regarding participatory AI design across diverse application areas,
organized as answers to the aforementioned questions. The final 30
minutes will be used for the audience to point out issues that the
panel has not touched on regarding participatory AI design, raise
questions to which the panelists and/or audience can engage with,
or broach their own application areas and collectively reflect with
the panelists and audience on challenges and opportunities for par-
ticipatory AI design in the broached context. The panel ultimately
intends to 1) motivate the audience to consider participatory AI
design across diverse application areas and 2) provide actionable
considerations for applying participatory AI design to those diverse
areas.

Part 1: Participatory AI design introduction. The modera-
tor will begin with a short introduction to participatory AI design
and the goals of the panel. Panelists will then individually introduce
themselves and summarize prior or ongoing work most applicable
to participatory AI design, along with visual aids as needed. Pan-
elist introductions will be organized around the questions listed
in the previous section. The questions may also be used to solicit
input from the audience. Value of these panelist summaries for
audience members include: identification of diverse application
areas for participatory AI design, methodological choices that can
inform the audience of different ways to apply participatory AI
design, successes with the method that could motivate the audience
to consider potential in their own work, and challenges with the
method that could spark audience input.

Part 2: Collective reflection on participatory AI design as
a method of HCI research/practice. Discussion in the second
half of the panel will be driven by audience input and interaction.
They may point out issues or raise questions regarding panelists’
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research summaries or suggest application areas germane to their
own interests as prompts for the panelists and rest of the audience
to reflect on how participatory AI design could be applied. The
moderator will encourage audience questions be submitted as text
online (see below) to ensure equal opportunity for audience partici-
pation, as well as to facilitate audience interaction while panelist
introductions are still ongoing. The audience members will also be
encouraged to “upvote” submitted questions to assist the moderator
in identifying questions of most interest to the audience.

Online platform for audience feedback and interaction.
Audience members will be invited to use an online platform at
the start of the panel for posting questions and maintaining contin-
uous audience/panelist interaction that does not interrupt verbal
dialogue. This will also serve as an artifact for audience members
to refer to later. The moderator will maintain “panel minutes” con-
sisting of notes and ideas from discussion, which will likely be
valuable to audience members who broach discussion topics but are
unable to take notes while simultaneously engaging in verbal dia-
logue. The platform may also be used to maintain audience/panelist
interaction after the panel is over.

3 MODERATORS AND PANELISTS
Moderator: Douglas Zytko is an Assistant Professor in the De-
partment of Computer Science and Engineering at Oakland Univer-
sity. He is also Director of the Oakland HCI Lab, a hub for interdis-
ciplinary research into online-to-offline harm. The lab integrates
researchers in AI, human-computer interaction, psychology, and
nursing to leverage emerging technologies for the prevention of
harms that emerge through the combination of computer-mediated
and face-to-face interaction. Most relevant to this panel, Doug is
using participatory AI design methods for the prevention of sexual
violence facilitated through mobile social matching apps. The work
puts stakeholders at risk of sexual violence victimization in position
to articulate new use cases for AI pursuant to safety and produce
models for prediction of online-to-offline harm. The research also
coalesces experts in AI and sexual violence in clinical and research
contexts to produce theory-informed and AI-based technologies
for altering behavior of potential perpetrators of sexual violence.

Panelist: Pamela Wisniewski is an Associate Professor in
the Department of Computer Science at the University of Cen-
tral Florida. She is the Director of the Socio-Technical Interaction
Research (STIR) Lab, and more recently, of Teenovate, a Participa-
tory Action Research and Design (PAR/PD) program for adolescents
(13-17) to co-design online safety solutions that empower youth.
She is also the founder of MOSafely [5], a human-centered arti-
ficial intelligence (HCAI) open-source community and research
consortium for AI risk detection systems designed to proactively
protect youth online. Thus, Pam, her colleagues, and her students,
are working together and with teens at the intersection of PD and
AI to build teen-centered online safety solutions that move away
from the traditional paradigm of parental control. She has also
worked with Shion Guha on critiquing AI decision-making systems
used within child welfare. As a HCI researcher whose focus is on
predominantly on humans and user-centered design, rather than
AI, she often plays the devil’s advocate when it comes to research
that overly evangelizes the use of AI to automate important social

interactions and/or high-stakes decision making that profoundly
affects people’s lives.

Panelist: Shion Guha is an Assistant Professor in the Faculty
of Information at University of Toronto. His research primarily
focuses on understanding how algorithms are designed, deployed
and implemented in public services such as child welfare or criminal
justice systems. His methodological research focuses on developing
methods that bridge computational and human-based analyses.
He has used Participatory Design methods to inform the design,
deployment, and decision-making processes of AI in Child Welfare
Systems. In addition, through his methodological research he’s
shown how PD can be combined with traditional AI/ML methods
in useful and interesting ways. This has led to the development of
a novel, intersectional research area called Human Centered Data
Science which seeks to combine computational, technical AI/ML
methods with critical, interpretive inquiry. A textbook titled Human
Centered Data Science: An Introduction is being published through
MIT Press in March 2022. It has substantial content on how to
integrate PD and co-design methods with AI/ML techniques.

Panelist: Eric P.S. Baumer is Associate Professor Computer
Science and Engineering at Lehigh University. His research ex-
amines human interactions with AI and machine learning algo-
rithms in the context of social computing systems. Prior and cur-
rent projects have included participatory efforts with computa-
tional journalists, researchers from social sciences and humanities,
and eating disorder patients. Across these and other projects, his
research examines how HCI accounts for and represents varied
human relationships with computing, especially those beyond the
traditional purview of “the user.”

Panelist: Min Kyung Lee is an Assistant Professor in the
School of Information at the University of Texas at Austin and
directs a Human-AI Interaction lab at UT Austin. Her lab aims to
build more just and empowering workplaces and cities by creat-
ing technology that strengthens individual and collective human
decision-making. Dr. Lee has conducted some of the first stud-
ies that empirically examine the social implications of algorithms’
emerging roles in management and governance in society. She
has extensive expertise in developing theories, methods and tools
for human-centered AI and deploying them in practice through
collaboration with real-world stakeholders and organizations.

Her current research focuses on participatory and fair AI-based
systems. In her work, she developed a participatory framework that
empowers community members to design matching algorithms
that govern their own communities [10]. She has also worked with
gig workers to co-design different ways to leverage data and AI
to improve their well-being [14]. Workers’ design ideas included
personalized recommendations that balance financial, physical, and
psychological well-being, incentive designs co-created by workers
and companies, and collective sense-making and auditing platforms.

REFERENCES
[1] Karla Badillo-Urquiola, Diva Smriti, Brenna McNally, Evan Golub, Elizabeth

Bonsignore, and Pamela J. Wisniewski. 2019. Stranger Danger!: Social Media App
Features Co-designed with Children to Keep Them Safe Online. In Proceedings
of the 18th ACM International Conference on Interaction Design and Children,
394–406. DOI:https://doi.org/10.1145/3311927.3323133

[2] Eric PS Baumer. 2017. Toward human-centered algorithm design. Big Data
Soc. 4, 2 (December 2017), 205395171771885. DOI:https://doi.org/10.1177/
2053951717718854

https://doi.org/10.1145/3311927.3323133
https://doi.org/10.1177/2053951717718854
https://doi.org/10.1177/2053951717718854


CHI ’22 Extended Abstracts, April 29–May 05, 2022, New Orleans, LA, USA Douglas Zytko et al.

[3] Tone Bratteteig and Guri Verne. 2018. Does AI make PD obsolete? In Proceedings
of the 15th Participatory Design Conference: Short Papers, Situated Actions,
Workshops and Tutorial - Volume 2, 1–5. DOI:https://doi.org/10.1145/3210604.
3210646

[4] Caroline Bull, Hanan Aljasim, and Douglas Zytko. 2021. Designing Opportunis-
tic Social Matching Systems for Women’s Safety During Face-to-Face Social
Encounters. In Conference Companion Publication of the 2021 Conference on
Computer Supported Cooperative Work and Social Computing (CSCW ’21), 1–4.
DOI: https://doi.org/10.1145/3462204.3481751

[5] Xavier V Caddle, Afsaneh Razi, Seunghyun Kim, Shiza Ali, Temi Popo, Gianluca
Stringhini, Munmun De Choudhury, and Pamela J. Wisniewski. 2021. MOSafely:
Building an Open-Source HCAI Community to Make the Internet a Safer Place for
Youth. In Companion Publication of the 2021 Conference on Computer Supported
Cooperative Work and Social Computing, 315–318. DOI:https://doi.org/10.1145/
3462204.3481731

[6] Nicholas Furlo, Jacob Gleason, Karen Feun, and Douglas Zytko. 2021. Rethinking
Dating Apps as Sexual Consent Apps: A New Use Case for AI-Mediated Com-
munication. In Conference Companion Publication of the 2021 Conference on
Computer Supported Cooperative Work and Social Computing (CSCW ’21), 1–4.
DOI: https://doi.org/10.1145/3462204.3481770

[7] Oliver L. Haimson, Dykee Gorrell, Denny L. Starks, and ZuWeinger. 2020. Design-
ing Trans Technology. In Proceedings of the 2020 CHI Conference on Human Fac-
tors in Computing Systems, 1–13. DOI:https://doi.org/10.1145/3313831.3376669

[8] Alexis Hope, Catherine D’Ignazio, Josephine Hoy, Rebecca Michelson, Jennifer
Roberts, Kate Krontiris, and Ethan Zuckerman. 2019. Hackathons as Participa-
tory Design. In Proceedings of the 2019 CHI Conference on Human Factors in

Computing Systems, 1–14. DOI:https://doi.org/10.1145/3290605.3300291
[9] Bogdan Kulynych, David Madras, Smitha Milli, Inioluwa Deborah Raji, Zhou

Angela, and Richard Zemel. 2020. Participatory Approaches to Machine Learning.
[10] Min Kyung Lee, Daniel Kusbit, Anson Kahng, Ji Tae Kim, Xinran Yuan, Allissa

Chan, Daniel See, Ritesh Noothigattu, Siheon Lee, Alexandros Psomas, and Ariel
D. Procaccia. 2019. WeBuildAI: Participatory Framework for Algorithmic Gover-
nance. Proc. ACM Human-Computer Interact. 3, CSCW (November 2019), 1–35.
DOI:https://doi.org/10.1145/3359283

[11] Stephen Lindsay, Daniel Jackson, Guy Schofield, and Patrick Olivier. 2012. En-
gaging older people using participatory design. In Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems, 1199–1208. DOI:https:
//doi.org/10.1145/2207676.2208570

[12] Michael J Muller and Sarah Kuhn. 1993. Participatory design. Commun. ACM 36,
6 (1993), 24–28.

[13] Devansh Saxena and Shion Guha. 2020. Conducting Participatory Design to
Improve Algorithms in Public Services: Lessons and Challenges. In Conference
Companion Publication of the 2020 on Computer Supported Cooperative Work
and Social Computing, 383–388. DOI:https://doi.org/10.1145/3406865.3418331

[14] A. Zhang, A. Boltz, C. Chung, andM.K. Lee. Algorithmic management reimagined
for workers and by workers: Centering worker well-being in gig work. In To
appear in the Proceedings of ACM CHI 2022.

[15] NSF Award Search: Award#1844881 - CAREER: Safety by Design: Protecting Ado-
lescents from Online Risks. Retrieved March 22, 2019 from https://www.nsf.gov/
awardsearch/showAward?AWD_ID=1844881&HistoricalAwards=false&fbclid=
IwAR0uDa6ZxaTJ6p3uflX-yhjzFDtR7D5LohSJ6QbZuHVUT61Lzq5sa9PwCJQ.

https://doi.org/10.1145/3210604.3210646
https://doi.org/10.1145/3210604.3210646
https://doi.org/10.1145/3462204.3481751
https://doi.org/10.1145/3462204.3481731
https://doi.org/10.1145/3462204.3481731
https://doi.org/10.1145/3462204.3481770
https://doi.org/10.1145/3313831.3376669
https://doi.org/10.1145/3290605.3300291
https://doi.org/10.1145/3359283
https://doi.org/10.1145/2207676.2208570
https://doi.org/10.1145/2207676.2208570
https://doi.org/10.1145/3406865.3418331
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1844881&HistoricalAwards=false&fbclid=IwAR0uDa6ZxaTJ6p3uflX-yhjzFDtR7D5LohSJ6QbZuHVUT61Lzq5sa9PwCJQ
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1844881&HistoricalAwards=false&fbclid=IwAR0uDa6ZxaTJ6p3uflX-yhjzFDtR7D5LohSJ6QbZuHVUT61Lzq5sa9PwCJQ
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1844881&HistoricalAwards=false&fbclid=IwAR0uDa6ZxaTJ6p3uflX-yhjzFDtR7D5LohSJ6QbZuHVUT61Lzq5sa9PwCJQ

	Abstract
	1 INTRODUCTION
	2 PANEL FORMAT AND AUDIENCE ENGAGEMENT
	3 MODERATORS AND PANELISTS
	References

