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Abstract

Accurate modeling of excitonic coupling in molecules is of great importance for in-
ferring the structures and dynamics of coupled systems. Cy3 is a cyanine dye that is
widely used in molecular spectroscopy. Its well-separated excitation bands, high sen-
sitivity to the surroundings, and the high energy transfer efficiency make it a perfect
choice for excitonic coupling experiments. Many methods have been used to model
the excitonic coupling in molecules with varying degrees of accuracy. The atomic tran-
sition charge model offers a high-accuracy and cost-effective way to calculating the
excitonic coupling. The main focus of this work is to generate high-quality atomic
transition charges that can accurately model the Cy3 dye’s transition density. The
transition density of the excitation of the ground to first excited state is calculated us-
ing configuration-interaction singles and time-dependent density functional theory and
benchmarked against the algebraic diagrammatic construction method. Using the tran-
sition density, we derived the atomic transition charges using two approaches: Mulliken
population analysis and charges fitted to the transition electrostatic potential. The
quality of the charges is examined, and their ability to accurately calculate the exci-
tonic coupling is assessed via comparison to experimental data of an artificial biscyanine
construct. Theoretical comparisons to the supermolecule ab initio couplings and the
widely used point-dipole approximation are also made. Results show that using the
transition electrostatic potential is a reliable approach for generating the transition
atomic charges. A high-quality set of charges, that can be used to model the Cy3 dye
dimer excitonic coupling with high-accuracy and a reasonable computational cost, is

obtained.

1 INTRODUCTION

Cyanine dyes are widely used to label proteins and DNA.® Their high environmental sensi-
tivity, unique spectral signatures, and bright spectra make them an ideal choice to monitor

molecular dynamics as complicated as protein and RNA folding and with sensitivity to



capture the effects of changing temperature.®°1° The Cy3 dye (the specific structure, 1,1’
dimethyl-3,3,3",3’-tetramethylindocarbocyanine, studied here is shown in Figure 1) is one of
the most widely used fluorescent probes and has been the chromophore of choice for Protein
Induced Fluorescence Enhancement and Forster Resonance Energy Transfer (FRET) exper-
iments because of its high absorption coefficient, high photostability, and favorable quantum
yield, 18:9:11-17

The ability of Cy3 chromophores as multimers to probe the local conformations of bio-
logical macromolecules can be described by exciton theory. ¥ The main mechanism used to
explain the spectral lineshapes of absorbance and circular dichroism spectra is the excitonic
coupling between chromophores which assumes that the photo-excitation is not localized on
one chromophore but rather delocalized over all the participating monomers.?%?! The exci-

tonic coupling not only explains the spectral lineshapes, but also shows its dependence on

the local dimer conformation. 1819,22-24
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Figure 1: Structure of the Cy3 monomer optimized at B3LYP/6-31G(d)/(PCM=Water)
level. The transition dipole moment, TDP, is represented by the red double headed arrow.
The TDP is lying on the monomer’s long axis. The center-of-mass (COM) is shown in green.

Quantum mechanically, the properties of two or more interacting monomers can be ex-
plained by their electronic interactions which would be preferably studied theoretically using
high-level electronic structure ab initio calculations. Using high-level ab initio theory might

not be feasible or practical to study the electronic structure of molecular aggregates com-



posed of large monomers like Cy3, especially if multiple dimer orientations are dynamically
possible; one would need to balance and choose between cost and accuracy. The Frenkel
exciton model?? enables the description of the spectral properties of the coupled system
using the individual chromophores’ electronic properties and the interaction, or coupling
between their individual vertical excitations. The electronic coupling accounts for the three
main coupling contributors, namely the Coulomb coupling that accounts for the electronic
transitions’ interactions, the exchange coupling that accounts for the indistinguishability
of the electrons in many-electron wave functions, and the orbital overlap of the electronic
wavefunctions of the monomers. 2% In most cases, unless the inter-chromophore distance is
extremely small or the electric transition dipole moment is zero, i.e. the monomer excitation
is forbidden, the Coulomb coupling is the main contribution, so it is a good approximation to
theoretically treat the electronic interaction with just this term and neglect the overlap and
exchange terms. There have been many efforts to accurately model the Coulombic coupling
as a representative of the electronic coupling. A numerically accurate and efficient method
is to use the interaction between electronic transition charge densities of the excited state of
chromophores. ?"?® Despite its high-accuracy, it does not perfectly serve the cost-effectiveness
purpose of easing the excitonic coupling calculations, as it is a computationally intense model
to implement.?® In the transition density cube method,?"?® the transition density of a chro-
mophore is first calculated as a product of the electronic ground and excited state. Other
approaches based on real time TDDF'T have also been developed, and can be very efficiently
applied to large systems. 29:3

Considering the electronic transition density between two states in a similar way as we
consider the electronic density of a single state, one can decompose the electronic transi-
tion density into point charges centered on the atomic centers via a variety of electronic
structure methods.?' Hence, the electronic coupling is simplified to a form that substitutes
the classical partial charges of the classical Coulombic interaction equation with the atomic

transition charges, (tqs). The transition charges can be obtained using several methods,



25,3235 a5 well as fitting charges to the transi-

including the Mulliken population analysis,
tion electrostatic potential (trESP), where the latter uses the transition density matrix to
generate the ESP.313637 Once we have the transition electrostatic potential, we can derive
atomic transition charges using any of the available ESP fitting methods, such as Merz-Singh-
Kollman (MK), Charges from Electrostatic Potential (CHELP), Charges from Electrostatic
Potential-grid method (CHELPG), and restrained electrostatic potential (RESP).38 41

The point-dipole approximation (PDA)4* is the simplest model for the electronic cou-
pling of excited state, and has been widely used. In the point-dipole approximation, or the
dipole-dipole approximation, the chromophores are represented by their transition dipole
moments and the Coulombic coupling can be approximated as the dipole-dipole interaction
between the transition dipoles of the monomers. The PDA is a very simple model to use, is
highly sensitive to the individual chromophores’ relative orientation, is very accurate at large
separation distances where the coupling is considered to be weak, and is very efficient when
multiple orientations are possible and necessary to consider.!?* 47 Experimentalists have
used the PDA model to extract geometrical information from coupled aggregate systems
including those with Cy3 units. 9151748750 The relatively large size of the Cy3 chromophore
makes PDA a convenient model to use for calculating its supermolecule excitonic coupling
in dimeric systems mainly because of the comparatively higher sophistication of the higher
level approximations and due to the high computational cost of the ab initio methods.

The cost-effectiveness of the PDA model for big systems like Cy3 is limited by its accuracy.
The PDA model is known to break down at the medium and strong coupling regimes, and
at center-of-masses separation distances comparable to the chromophore’s dimensions. %2951
These pitfalls arise at these separation distances, mainly, because the transition dipole (TDP)
of the PDA model fails to account for the full dimensionality of the chromophore and its
transition density and, also, because of its inherent inability to account for the electronic

overlap and exchange interactions. Hence, we would expect the PDA model to work well

with the coupled Cy3 aggregates when the units are separated by distances larger than its



dimensions ( Cy3’s long axis is ~14 A) Some PDA-based predictions suggest that the Cy3
units of a homodimer can exist in an interchromophoric separation distance range of 4 to
10 A.394950 Relying on the PDA model for measuring the coupling and/or to predict geo-
metrical information of coupled Cy3 units in such intermediate to small separation distances
might provide incorrect results. Hence, it is advantageous to use a higher level approxi-
mation to model the excitonic coupling of aggregate systems with large subunits like Cy3.
Other models have been proposed to solve the inability of the PDA to account for the phys-
ical dimensions of large chromophores, such as the extended-dipole model (EDM),*? where
the transition dipole moment is represented as two point charges of equal magnitude and
opposite signs separated by the vector length.

The transition charge model offers a unique solution to account for much of the physical
dimensionality of the system. The main objective of this paper is to generate a high-quality
set of transition charges that can more accurately represent the magnitude, topography, and
orientation of the transition density, and consequently the coupling. The ground to first
excited state transition density matrix of Cy3 is obtained using configuration-interaction
singles (CIS) and time-dependent density functional theory (TDDFT) with various func-
tionals, and their basis set dependence is tested. The algebraic diagrammatic construction
scheme through second order (ADC(2)) is used to benchmark the CIS and TDDFT transi-
tion density dipoles. The atomic transition charges are generated using the Mulliken and
trESP treatments, and we determine the set of charges (LC-wPBE/Def2SVP /trESP) that
best reproduce their corresponding ab initio TDP magnitude and orientation as a metric
to gauge approximation accuracy with the ab initio transition density. The performance of
the homodimer couplings obtained electrostatically from atomic transition charges (tqs) are
compared to those obtained from ab initio calculations on the supermolecule, which include
overlap and exchange influences, as well as the PDA model. Finally, to further test the qual-
ity of the charges, the excitonic coupling of an experimentally well-studied biscyanine system

is calculated, and the results show that the charges are able to capture the experimental ex-



citonic coupling magnitude, as well as the influence of the dimer orientation geometries and

solvent effects on the coupling.

2 METHODS

2.1 Theory
2.1.1 Molecular Exciton Model

We consider two weakly interacting identical chromophores, K and L, where each one can
be electronically excited, as shown in Scheme 1. At the limit of weak interactions we can
consider the zeroth-order wavefunctions to be ®# and ®#, with one monomer at a time being
excited while the other remains in the ground state. Considering symmetry the zeroth order

wavefunction (U#) describing this system can then be written as

TR Sy B
V= (@t k) (1)

This description neglects charge transfer contributions between the two monomers and
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Scheme 1: Representation of the electronic configurations describing the dimer. Indices 0
and 1 denote ground and excited state, respectively.

the overlap of their wavefunctions. In addition, the wavefunctions ®4, ®Z are products
of the monomer wavefunctions, so the exchange term between monomers is also neglected.

Finally, only the electronic wavefunctions are considered and vibrations are neglected. The



total Hamiltonian of the system consists of the Hamiltonian for each monomer plus their

interaction, which introduces a coupling between them,
(UH|HX + 0 4 T o). (2)

The interaction between monomers K and L, JX7, is given in atomic units as

nKg nNL

A 1
JKL:ZZM—TH )
i

where ¢ and j are indices of the electrons of chromophore K and L, respectively, and r; and
r; are their positions. nx and n; are the number of electrons for chromophore monomer
K and L, respectively. When monomers K and L are identical in molecular structure and
geometry, nx and ny are equal and states ®4 and ®F are degenerate, and we can use the
degenerate perturbation theory to calculate the magnitude by which the monomers perturb

each other,

(v

o 1 N
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As mentioned above, only the Coulombic term is included here and not the exchange in-
teractions. Assuming the two monomers have perfectly degenerate excitations, the coupling
operator has inverse dependence on the separation distance so that at separation distances
where the monomers are interacting we will see energy splitting of magnitude 2.J, with
one energy above and one below the monomer excitation energy F;. This splitting will die
off rapidly by increasing the separation distance as the coupling term goes to zero. The
exciton coupling in this case is the difference in the monomeric energy splitting divided by
2, J ¥, which in principal will be equal in magnitude to Jg. In reality, molecules are not
two-level systems, and the electronic excited state will interact with other excited states, so

the calculated J% will deviate from the magnitude of Jgy.



2.1.2 Modeling the Excitonic Coupling

Since we are neglecting the Dexter® exchange term arising from the indistinguishability of
the electrons in the many body system wave function,®® the coupling +Jx includes only
the Coulombic term. The electronic coupling can be modeled to a good approximation as

the electrostatic interaction between the two monomers’ electronic transition densities3!%%:56

ETD _ Kt TL)
J drgdry, (5)
|7“K - TL|

where pt and pl! are the transition densities of the chromophores K and L

as

Pl = [ @elar phi(rn) = [ itatar (©

where 7 denotes integration over all electrons except one in each monomer. Equation 5

d?%% where for each chromophore the

is implemented in the transition density cube metho
transition density is calculated as a product of electronic ground and excited state integrated
over a three-dimensional grid of finite-sized volume elements. Despite the approximations,
this method offers a high-level of accuracy, especially for short-range interactions, however
it can be computationally expensive.

In analogy to the classical decomposition of the electronic density into point charges
localized on the atoms’ nuclear centers, we can decompose the electronic transition density

25,36,57—

into atomic transition charges centered on the atomic centers, (tqs). % Hence, Equation

5 becomes
Nk Np

tq QIQJ
=22 Ry 7)
Ny and Np are the number of atoms in each chromophore, and R;, R; are the nuclear
coordinates. Mulliken population analysis has been used extensively to derive the atomic
transition charges from the electronic transition density matrix between ground and excited

singlet state the same way we would use it to derive the classical partial charges from the



electronic density matrix of a single state.?>%%6! ITn the Mulliken-based treatment, we use the
transition density matrix between the ground and an excited state to calculate the atomic
transition charges in a similar way that it is done for the electron density of an individual
electronic state.?>32 In this approach, electrons associated with basis functions centered on
a given atom are used in calculating the partial charge of that atom, while electrons ‘shared’
between basis functions centered on different atoms are divided evenly between the two
atoms.

Another method to derive the atomic transition charges is to determine the transition
electrostatic potential (trESP) from ground to excited state. The trESP method uses the
same approach as the one used to derive charges from a single state, % except that the poten-
tial is obtained from the transition density matrix between ground and excited state instead
of the electronic density matrix of a single state, and it ignores the nuclear contributions to
the ESP.31:3363 So. in this approach the electrostatic potential based on the transition den-
sity is calculated on a grid surrounding the molecule. Charges are obtained as best fits to
reproduce the electrostatic potential. Then, one can decompose the trESP into point charges
centered on the atomic centers using fitting treatments, such as MK, CHELPG, and others.
Fitting the trESP using some of theses treatments is presumed to overcome the pitfalls of
the Mulliken charges which mainly arise from the equal distribution of the terms involving
overlaps between basis functions on different atoms.

Since the total number of electrons does not change upon electronic transitions, the sum
of all atomic transition charges must be zero. The quality of the atomic transition charges
is determined by their ability to reproduce the strength (x) and orientation of the ab initio
transition dipole moment (esTDP) calculated by the corresponding ab initio method from
which the transition density matrix was obtained. Of course, the ab initio TDP should ideally
also reproduce the known experimentally determined TDP, for relevance to experiment.

Similar to the permanent dipole moment, the transition dipole moment (/i) calculated from

10



the atomic transition charges is
i=Y g (8)
i

It is also important to check on the ability of the ab initio methods, and subsequently the

tgs, to reproduce the orientation of the experimental TDP (exTDP). Consistent orientation

of the tqTDP with the corresponding esTDP is crucial for a high-quality tq set. 4%

In the PDA the transition densities are approximated by the point transition dipole. 45-47:54,57,66

The coupling is then treated as a simple dipole-dipole interaction, given in Equation 9, such

that
gppa _ Ar-fin 30k Rir)(i-Rri) _ wpxci (9)
B RS - R}
KL KL KL

where, px and py are the transition dipole moment strengths, esTDP, of monomers K and
L, respectively, corresponding to the magnitude of the vectors jix and ji;, calculated from the
corresponding ab initio methods. Ry is the magnitude of the separation of the monomers

Kand L R k1. K is the orientation factor which is expanded as

Kk = 2cos Ok cos By, + sin Ok sin O ,cosp (10)

Ok and 6 are the angles between the transition dipole moments’ vectors of monomers K
and L, respectively, and the center-of-mass separation vector. ¢ is the twist angle between
the transition dipole vectors of monomers K and L. The parameters Rk, o, 0, 0 and 6,

are illustrated in Figure 2.

2.2 Computational Details

In this section, we will discuss the electronic structure methods used in this work. The
Cy3 structure was optimized using density functional theory (DFT) with the B3LYP hy-
brid functional®” and 6-31G(d) basis set; polarizable continuum model (PCM) was used to
implicitly account for the solvent effect of water or methanol. This optimized monomer is

then used to build the homodimer constructs. Cy3 with N-ethyl and N-propyl groups were
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Figure 2: Definition of geometrical variables used in the systematic study on the Cy3 dimer.
To construct the face-to-face homodimers, two Cy3 monomers are superimposed using their
center-of-masses (COM) at the origin (0, 0, 0). (a) Dimer COM separation distance Rgp;
(b) twist angle (¢), with ¢ equal to 0° at parallel face-to-face conformation and +180° at
anti-parallel conformation; (c¢) tilt angle (#) symmetrically, with 6 equal to 0° at parallel
face-to-face conformation. fx and 0 are the angles between the transition dipole vectors of
monomers K and L, respectively, and the center-of-mass separation vector.

also optimized using B3LYP/6-31G(d), as well as Parametric Method 3 (PM3),% with and
without the inclusion of water or methanol solvent effects via PCM.

All the excited state calculations for the Cy3 cation monomer and the homodimer con-
structs were performed using several single-reference methods. We used CIS,% and TDDFT
with the hybrid B3LYP functional, and long-range-corrected functionals (wB97, LC-wPBE,
and CAM-B3LYP).™ We also tested various basis sets including split valence with polariza-
tion (Def2SVP), polarization and diffuse functions (6-31+G(d)), and Dunning’s correlation-

consistent triple-C basis sets (cc-pVTZ). The excited state energies/properties of the best
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performing method were compared to results from ADC2(2).™

The optimization of the covalently linked homodimer structure was done using B3LYP /6-
31G(d) and PM3 optimization calculations in the presence and absence of counterions (ClOj})
in implicit solvent (methanol) via PCM. The solvent and counterions were chosen to mimic
the experimental conditions in these systems.*%%0 All the dimer structures were built using

72 version 1.14 and some structural modifications such as adding the N-alkyl groups

Chimera
and the bridging were done using Gaussview version 6.0.

DFT, CIS and TDDFT calculations were performed using the Gaussian 16 package.”
ADC(2) calculations on the monomer and homodimer structures were done using Q-Chem
version 5.3.™ and Turbomole version 6.5.,7 respectively. PCM for DFT, CIS and TDDFT
calculations was included using the linear-response non-equilibrium formalism, as imple-
mented in Gaussian. 7" PCM for ADC(2) was done using the state-specific non-equilibrium
formalism, as implemented in Q-Chem. "

Using Multiwfn version 3.7, we extracted the transition density matrices of the different
excited state calculations on the monomers (Section 3.1). Using the same package, we derived

the transition atomic charges using Mulliken and trESP treatments. The CHELPG fitting

scheme was used for the trESP treatment.

3 RESULTS AND DISCUSSION

3.1 Monomer properties

In this section we will discuss the calculations on the electronic structure of the singlet states,
Sy, where n is the n'" excited state, of the Cy3 monomer.

3.1.1 Excitation energies

Table 1 shows the results of energies and properties for the S; state at vertical excitation

in implicit water via PCM. The methods shown are CIS, TDDFT with four different func-
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Table 1: Cy3 monomer electronic properties. Results on vertical excita-
tions for Cy3 monomer in aqueous solvent (structure obtained from B3LYP /6-
31G(d)/(PCM=Water) optimization). Excitation energies E (eV), oscillator
strengths (f), strength of the transition dipole moment derived from the ab
initio methods, esTDP (Debye), and strength of the transition dipole moment
derived from atomic transition charges, tqTDP (Debye). Experimental values
are: EF*P(rr*) = 2.25 €V8 8 and exTDP = 12.8 Debye®?*

Method Basis set E nn* f esTDP tq tqTDP

CIS Def2SVP 34986 1.8401 11.78  Mulliken 12.34
trESP 11.75

6-31+G(d) 3.4704 1.8393 11.82  Mulliken 11.28

trESP 10.87

cc-pVTZ  3.4828 1.8140 11.72  Mulliken 12.21

trESP 11.69

B3LYP Def2SVP  2.6455 1.5163 12.29  Mulliken 12.35
trESP 12.25

6-31+G(d) 2.6230 1.5274 12.39  Mulliken 14.94

trESP 14.77

cc-pVTZ 26181 1.5079 12.32  Mulliken 12.63

trESP 12.27

wB97 Def2SVP  2.8786  1.6415 12.26  Mulliken 12.42
trESP 12.23

6-31+G(d) 2.8529 1.6464 12.34  Mulliken 14.17

trESP 12.25

cc-pVTZ 28498 1.6315 1229  Mulliken 12.60

trESP 12.24

LC-wPBE Def2SVP 2.8534 1.6385 12.31 Mulliken 12.46
trESP 12.27

6-31+G(d) 2.8326 1.6434 12.37  Mulliken 15.05

trESP 12.29

cc-pVTZ 28285 1.6315 12.33  Mulliken 12.83

trESP 12.29

CAM-B3LYP  Def2SVP 2.7997 1.6048 12.29  Mulliken 12.40
trESP 12.26

6-31+G(d) 2.7765 1.6128 12.38  Mulliken 13.77

trESP 12.27

cc-pVTZ 27728 1.5958 12.32  Mulliken 12.70

trESP 12.27

ADC(2) Def2SVP  2.3147 1.3221  12.23
6-31+G(d) 22785 1.3115 12.28
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tionals, and ADC(2) which is used as a benchmark. The CIS and TDDFT methods used
in this study overestimate the Sy — 57 transition energies of the w7* transition responsible
for the experimentally observed maximum absorption around 550 nm (2.25 eV)3%8% CIS
overestimates the m7* transition energy by ~ 1.33 €V, on average, as is expected from this
method.® The TDDFT methods show a significantly better performance compared to CIS,
with B3LYP showing the best performance with average deviation of 0.41 eV for the three
different basis sets. CAM-B3LYP is the best performing long-range-corrected functional
with average deviation of 0.57 eV, followed by LC-wPBE and wB97 which deviate from ex-
periment by 0.62 and 0.67 eV, respectively. These energies are still too high compared to
experiment. It has been shown before that TDDFT fails to accurately predict the excited
state in cyanines.®®® ADC(2), on the other hand, shows very good agreement with experi-
ment. The deviation between ADC(2)/Def2SVP and the experimental absorption maximum
is 0.06 eV, while ADC(2)/6-314+G(d) deviates by 0.02 eV.

The basis sets show small effect on the performance of all methods. We were not able to
perform the ADC(2) calculations with the cc-pVTZ basis set, but based on the small basis
set effect, we expect that the results will not be much different. The overall variation by

basis set never exceeds 0.1 €V, and in most cases is much smaller than that.

3.1.2 Transition Dipole Moment

When deriving transition charges it is crucial to check the ability of the different methods to
reproduce the experimental transition dipole moment (exTDP). In addition to comparisons
with experiment, where it is difficult to make straightforward comparisons, we will also use
the ADC(2) values as a benchmark. The calculated values are given in Table 1, while the
deviations from experiment are shown pictorially in Figure 3. The exTDP? used in the
comparison is obtained from measurements on Cy3 monomer in DNA environment. The
DNA environment does not have any special effect on the spectra compared to water or

1 9,84

methano We demonstrate this by overlaying the experimental spectra in Section SI-7.
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While all methods show some deviation from exTDP, the TDDFT and ADC(2) values are
very similar. This is different from what had been seen for the energies, and indicates that
TDDFT can describe the transition moments better than the energies. All methods underes-
timate exXTDP. In Figure 3, CIS shows larger deviation compared to the TDDFT functionals,
which are showing close performance to each other. Within the same functional, the devia-
tion of the calculated TDP from the exTDP consistently shows that 6-31+G(d) is somewhat
better in performance followed by cc-pVTZ and Def2SVP. This indicates that addition of
diffuse functions is more important than expanding the number of valence functions.

All theoretical values however are still different from exTDP, indicating that other reasons
may affect the accuracy of the theoretical values. Although the environment does not seem
to be significantly important there are other effects, such as vibronic effects, which can
influence the comparisons we make with calculated values at vertical excitation. In order
to check for these effects we calculated the TDP using LC-wPBE/Def2SVP at the excited
state minimum optimized using CAM-B3LYP/6-31G(d). The value of TDP increases from
12.31 D to 12.58 D. This increase indicates that using the value at the vertical excitation is
not sufficient and may contribute to our discrepancy with experiment.

It should be noted that the values of TDP are also sensitive to the formalism used
for their derivation.®® The oscillator strengths (f) calculated in the length, velocity and
mixed gauges can differ by about 7% for the same method. We report values using the
length gauge here. There are also differences if the linear response or expectation value
formalism is used. When using ADC(2) we noticed that the linear response value differed
from the intermediate state representation by 0.8 D. This deviation is in agreement with
previous work. % Overall, the differences in the values based on the formalism are larger than
the differences with experiment, so this is another source of error leading to the observed
deviations from experiment.

While acknowledging that there are limitations to our comparisons with experiment we

will use comparison of the vertical excitations with ADC(2) as our guide to continue. Based
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on the fact that ADC(2) is not performing much better than TDDFT, despite its com-
putational demand, we present transition charges from CIS and TDDFT for the purpose
of determining the best performing method. Obtaining transition charges from ADC(2) is

furthermore currently not implemented.

cIs B3LYP wB97 LC-wPBE | CAM-B3LYP ADC(2)
a T a T a I a T a I )
2 $ E|lz $E|z $E|z3 $E|z € E|ag
g 2 2|9 2 3|98 3@ 3|9 3 2[Q 2 3|3
[} " 10y )] \ 1%} )] \ o) )] \ o) )] \ o) '
o (T} o (a] O o (a] o o (=] o o (=] (C) o [a T

0.0

-1.0

-2.0

$-3.0

= -3.2 )

€.4.0 i} -3.4 _ 33

S 4.0 37 ,, 30 40 39 36 40 38 04,

5-5.0 -4.5

2-6.0

-7.0

-8.0 7.6

-9.0 -8.4

Figure 3: Deviation % of calculated monomer transition dipoles (esTDP) from the experi-
mental transition dipole (exTDP).

3.1.3 Transition Atomic Charges: Mulliken vs trESP

The transition density matrices of the So — S; transitions are used to derive the atomic
transition charges of the Cy3 monomer using the Mulliken and the trESP treatments. To
better ascertain the performance of these sets of tqs, their capability to reproduce their
corresponding esTDP must be determined, as shown in Figure 4 and Table 1.

The overall performance of the methods clearly shows a superiority for the trESP method
over the Mulliken treatment. trESP-based tqTDPs consistently display better performance
compared to the Mulliken-based tqTDPs, except for the tqs derived from CIS/6-31+G(d)

which give the only case where Mulliken tqs perform better than the trESP tqs. Mulliken
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Figure 4: Deviation % of transition dipoles calculated from the atomic transition charges
(tqTDP) from calculated esTDP. Mulliken and trESP charges are calculated for each method

charges also show a dependence on the basis set, with the 6-31+G(d) basis producing the
largest deviations from esTDP. The errors from trESP are in general very small, except for
CIS and B3LYP using the 6-314+G(d) basis set. In general, we see more dependence on
the basis sets, and we find that Def2SVP is the best performing basis set followed by cc-
pVTZ. Even though the diffuse orbitals produce a better esTDP, they are not very helpful in
determining tqs. The superiority of the trESP charges over the Mulliken charges is expected,
because of the inherent errors in the latter approach which have been discussed extensively

for ground state charges. %2
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In order to decide on the best performing method, we need to consider how well the ab
initio methods predict the experimental TDP (Figure 3), and how well the tqs match the
esTDP for a method (Figure 4). For example, in Figure 4, even though two of the CIS
trESP calculations provide the smallest deviation in Figure 4, CIS does not perform well
in predicting the exTDP, as shown in Figure 3, so CIS is not a good choice. DFT-based
calculations have better performance in reproducing the experimental transition dipole, as
shown in Figure 3. Among them, we find the tq set derived from LC-wPBE /Def2SVP /trESP
to be the best choice, since this approach satisfies all the transition atomic charges quality
conditions. The esTDP deviation from the experimental exTDP is -3.9% and the deviation
of the tqTDP from the esTDP is -0.28%. Also, the set’s tqTDP orientation aligns well with
the esTDP. The wB97/Def2SVP /trESP and CAM-B3LYP /Def2SVP /trESP are the second
and third best performing tq sets, respectively. Therefore, in the following sections, we will
be testing the quality of the LC-wPBE/Def2SVP /trESP by monitoring their performance
in calculating the excitonic coupling between artificial and experimental Cy3 homodimer
constructs. The structure of the monomer and the LC-wPBE/Def2SVP /trESP charges can
be found in Table S2. Plots of the tq sets obtained from the Mulliken and trESP treatments

and more performance analysis can be found in the Supporting Information, Section SI-2.

3.1.4 Effect of the N-alkyl groups on the monomer’s electronic properties

When Cy3 is used to label systems like proteins and DNA, it is usually attached to these
systems via saturated aliphatic hydrocarbon linkers (N-alkyl groups). 5891293 If the N-alkyl
groups affect the electronic properties of the monomer, then one must account for them
while deriving the atomic transition charges of the monomer. To investigate the effect of the
N-alkyl groups on the monomer, we extended our electronic structure calculations on the
Cy3 with N-methyl groups to N-ethyl and N-propyl groups, as shown in Figure 5.

The structures were optimized using B3LYP/6-31G(d) and PM3 in gas phase as well

as implicit solvent (water or methanol). The same set of excited state methods and basis
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Figure 5: Representation of the Cy3 monomer with N-methyl groups (a), N-ethyl groups
(b), N-propyl groups (c).

sets were used as before to calculate the monomers’ excitation energies (S7) and their cor-
responding transition dipole moments, esTDP. Results for the method and basis set that
produced the highest quality atomic transition charges set (LC-wPBE/Def2SVP) are shown
in Figure 6.

As shown in Figure 6, there is little to no effect from the different N-alkyl groups on
the S energies and the transition dipole moments of the Cy3 monomer. This suggests that
including N-alkyl groups beyond N-methyl in the ab initio optimizations and the excited state
calculations might not be necessary, especially if expensive methods are used. The effect of
the geometry on these properties is also examined by comparing the results obtained from
B3LYP optimized geometries to those from PM3 geometries. The optimization method has a
significant effect on the monomers’ structures, which can in turn influence the magnitude of
the calculated TDP. The main observation is that the B3LYP/6-31G(d) optimizations result
in structures with longer axis compared to those optimized using PM3, as shown in Figure S6
and Table S6. For example, the RMSD between the N-methyl BSLYP /water structure (long-

axis measuring 14.18 A) and N-methyl PM3/water structure (long-axis measuring 13.71 A) is
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Figure 6: Excited state calculations (LC-wPBE/Def2SVP) done in vacuum and implicit
water and methanol on the monomer with N-methyl (blue), N-ethyl (orange), and N-
propyl (grey) groups. Monomers’ structures obtained from PM3/PCM=water and B3LYP /6-
31G(d)/PCM=water optimizations. (a) Vertical S; excitation energy (b) S transition dipole
moment (esTDP).
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0.548 A. Tt is easy to see a correlation between the length of the long axis and the magnitude
of the ab initio transition dipole (esTDP); for example, the structures obtained from the
B3LYP /water optimizations resulted in esTDPs of ~0.7 Debye larger magnitude compared
to the PM3/water optimized structures. On the other hand, the effect of the geometries on
the S energies is less than 0.1 eV.

When comparing the excitation energies obtained in gas phase and a solvent of water or
methanol, we see that water and methanol give identical results, while the gas phase results
differ by a small amount (about 0.1 V). These results agree with experimental absorption
spectra which are very similar in water and methanol.?*8* The effect of solvent is more
pronounced on the esTDP (about 1 D between gas phase and solution) and subsequently the
quality of the transition charges. The solvents water and methanol give practically identical
results for esTDP, as well. This suggests that solvent effects should be accounted for when
calculating the transition dipoles (esTDP) and their transition charges (tqs), although the
exact nature of a polar solvent is less important.

The behavior of transition energies and the transition dipole magnitudes obtained from
all the different methods included in this part are consistent with what we have seen from the
LC-wPBE/Def2SVP. The results obtained from the rest of the excited state calculations can
be found in SI-6.2 and SI-6.3. Overall, these results suggest that including N-alkyl groups
larger than the N-methyl is not important when obtaining the tgs, but the environment and

geometries are.

3.2 Systematic study on the Cy3 homodimer

In this section, the performance of (LC-wPBE/Def2SVP/PCM=water) tgs is evaluated by
calculating the excitonic coupling as a function of distance, and comparing it to the coupling
obtained from ab initio calculations of the dimer. The PDA coupling is also calculated for

comparison.
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3.2.1 Coupling as a function of the center-of-mass, COM, separation (R )

We will first examine the effect of varying the separation distance (R ), as defined in Figure
2a, on the excitonic coupling of Cy3 homodimer. Choosing the anti-parallel conformation
(p=180°) to study the coupling behavior as a function of R, enables us to sample separation
distances as small as 3 A which are not physically possible in the parallel orientation (¢=0°)
due to the monomers’ atoms overlap. The parallel orientations at larger separation distances
are included in the following part where we study the effect of varying the twist angle
(). The couplings obtained from tqs (LC-wPBE/Def2SVP /trESP), PDA, or supermolecule
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Figure 7: Coupling based on ab initio (J= ), tqs ( J'), and PDA (JPP4) as a function
of the center-of-mass separation COM. ¢ = 180°,0 = 0° (a) logarithmic scale (b).The LC-
wPBE/Def2SVP /PCM=Water) method is used, and the charges are obtained from trESP.

excitation calculations (LC-wPBE/Def2SVP /PCM=Water) are shown in Figure 7. The tqs
overestimate the supermolecule ab initio couplings over all the separation distances. At very
small separation distances ~ 3 — 7.5A, the ratio of the J% to the J % is around 1.6. The

ratio at intermediate ranges and at separations comparable to the monomer’s long axis (14
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A) is around 1.5. At larger separation distance, 17 A, the ratio goes down to 1.2. The drop
in the J% to the J5 ratio at larger separation ratio indicates that the Coulombic coupling
is dominating the electronic interactions. The close ratios at the small and intermediate
separations suggest that the tq performance in these ranges is consistent and reliable.

The JPP4 is much larger than both J % and J ¢ and the discrepancy increases rapidly
as the distance (R ) decreases. As expected, the PDA breaks down at separation distances
comparable to and lower than the dimensions of the monomer’s long axis. By increasing the
separation distances, the PDA couplings show a very fast exponential drop in the couplings’
magnitude and their performance become comparable to the J % and JU at Rpp ~ 12 A.
The PDA at the large separation distance is quite close to the ab initio calculations with
deviation of 110 cm ™ at 15 A and 57 cm~"! at 17 A. At close separation distance of ~ 3A, the
JPDPA £ JU ratio is around 7, and it decreases to 3 at Rgy = TA. At intermediate separation
distances up to ~ 13A, the ratio goes down to around 1.6. In the weak coupling regime the
JFPPA [ Jta is 1.31. This performance shows that using PDA couplings at large separation
distances can reproduce the ab initio supermolecule coupling with reasonable accuracy and
low cost, but it should not be used at smaller distances.

The plots of log(J) against log( Ry ) in Figure 7b display linearity with slopes pointing to
the exponential dependence of the excitonic couplings on the separation distance. The PDA
couplings slope is —3 indicating an inverse cubic dependence on the distance, Ry>, while
the slopes of the transition charges and ab initio couplings are —1.9 and —2.0, respectively.

The results here highlight the importance of avoiding using the PDA model to calculate
the excitonic coupling between large monomers, like Cy3, especially if it is certain that the
aggregate units are in close proximity to each other. Although the coupling from the tqgs
overestimate the ab initio couplings, their response to changes in the separation distance
is consistent with the ab initio calculation’s behavior, which makes it a better choice than

PDA for modeling the excitonic couplings at small and moderate separation distances.
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3.2.2 Coupling as a function of the twist () and tilt () angles

In this part the effect of the relative orientation on the excitonic coupling behavior will
be explored. This is done via testing the dependence of the coupling on the twist ¢ and
tilt @ angles, as defined in Figures 2b and 2c, respectively. Figure 8a shows the variation
of coupling as a function of ¢ for two different values of Rg. As one would expect, the
maximum magnitude of coupling is for parallel and antiparallel orientations, at ¢ = 0°
and +180°, respectively. The coupling at the two orientations has the same magnitude but

opposite sign.
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Figure 8: J%, J' and JPP4 as a function of the twist angle at # = 0° (a) Rgxz = 5.5 A,
(b) Rip, = 17 A. The LC-wPBE/Def2SVP /PCM=Water) method is used, and the charges
are obtained from trESP.

The comparison between the different methods to obtain the coupling is similar here as
when varying Rg. At the short distance the PDA overestimates the couplings calculated
from the tqs and the ab initio couplings. The ratio of the J* to .J 5 is, on average, 1.6, while

the PDA overestimates the J% and J% with an average ratio of 5.8 and 3.7, respectively.
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At this separation distance, it is clear that the PDA is unreliable, especially at twist angles
close to the parallel and antiparallel orientations. There is a small region however around
@ = 90° that PDA is not as different as the other couplings, as they all approach zero.
When we vary ¢ at larger separation distance, as shown in Figure 8b, the three methods
show closer performances. The ratio of the J%s to J s is, on average, 1.7, while the PDA
overestimates the J% s and J'%s with an average ratio of 2.2 and 1.3, respectively. The
consistent performance between the tqs method and the ab initio calculation in the short
and long distance ranges sheds more light on its superiority in describing the coupling. Since
the ¢ angle is showing large contribution to the coupling, the coupling dependence on the
twist angle at other separation distances spanning the small and medium coupling distances
was studied, and the results are shown in Figure S4. It was found that the tq performance
relative to the ab initio is consistent when ¢ at different separation distances is varied.
Varying the tilt angle () symmetrically at Rgy = 5.5 A, as described in Figure 2c, is
limited by the atoms superimposing due to the close proximity of the monomers. 6 was
varied between +25° and -25° starting from the antiparallel conformation which allowed
sampling of more space. Varying # at this separation distance showed small to negligible
effects on the coupling, as shown in Figure 9a. This recommends that the tilt angle does
not have a large contribution at small separation distances. At Ry = 17 A, the larger
separation distances allowed the sampling of the whole space by varying 6 between +90° deg
and -90°. Compared to smaller separation distances, tq and PDA are showing coupling with
closer performance, especially at large tilt angles (Figure 9b). Interestingly, the magnitude
of the coupling increases as 6 moves away from 0°, and all methods are able to predict
qualitatively correct behavior. The dependence of the coupling on 6 is, in general, smaller

on the separation or twist angle parameters.
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Figure 9: J% , J' and J”PA upon varying theta symmetrically at ¢ = 180° (a) Ry —
55 A, (b) Rxr = 17 A. The LC-wPBE/Def2SVP /PCM=Water) method is used, and the
charges are obtained from trESP.

3.3 Comparison with experimental data

After exploring the behavior of the J%, J', and J'P4 as a function of the relative orien-
tation, the ability of the chosen set of charges, LC-wPBE/Def2SVP /trESP, to predict the
excitonic coupling in a simple Cy3 homodimer that has been studied experimentally was
tested. The system is shown in Figure 10.

There are two combined experimental /theoretical studies that used this system,*?°° and
our results can be compared to the coupling obtained from those. Using a joint experimental
and theoretical study, Halpin et al.*® have reported the total electronic and vibrational
coupling of a biscyanine homodimer. Halpin et al. studied the system experimentally in
methanol. They used PM3 and MM+ optimizations to get the homodimer geometry and

to extract the parameters needed for the theoretical calculations. The optimization gave
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Figure 10: (a,b) Construct of artificial Cy3 dimer as reported by Halpin et al..*® and Duan
et al;%° (a) COM separation distance (Rx; = 10A) (b) Side view showing twist angle
(¢ = 15°). (c) Structure of the artificial homodimer construct obtained from B3LYP/6-
31G(d) optimization. Optimization details and results are in Section 3.3 and Table 2.

a homodimer with subunits separation distance and relative angular orientation of 10 A
and 15°, respectively. Their PM3 (ZINDO/S) semi-empirical calculations on the parent
monomer gave transition dipole strength of 13 D. Using these parameters and the point-
dipole approximation, they calculated the electronic coupling J©P4 to be 820 cm™'. They
could reproduce the monomer and dimer linear absorption spectrum using the Holstein
Hamiltonian vibronic exciton model and an excitonic coupling strength of 800 cm ™. Duan
et al.?° studied the same biscyanine construct experimentally in methanol. In their case,
the best fit to the measured absorption spectrum of the homodimer was obtained for a
coupling value of 870 em~!. Further details of the Halpin et al.. and Duan et al.. geometry
optimizations, excited state calculations, and parameters definitions can be found in the
original publications. 49>

The study so far has been done using water as solvent because this is how Cy3 is used in

80-84

several experiments. However, since the Halpin et al.*® and Duan et al.’ experiments

were done in methanol we report results in implicit solvent of methanol in this section.
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Table 2: Couplings and geometries of the artificial Cy3 homodimer system. Cou-
plings (in cm™!) calculated using the point-dipole approximation J"P4, atomic
transition charges J', and ab initio methods J %°. The latter is calculated with
(w/1) and without (wo/1) linkers. The COM separation distance (Rg) is in A.
The angles 6, 0, 0, and ¢ are in degrees. All the geometrical parameters are
as defined in Figure 2. The magnitude of the transition dipole transition dipole,
i, is in Debye. Experimental values are: J”*? — 8004° and 870.5°

Halpin System B3LYP PM3 B3LYP (ClO,) PM3 (ClOy)

Jta 667 877 879 822 845

J% (wo/l)/LC-wPBE 398 537 542 560 504
J% (wo/l)/ADC(2) 448 594 583 603 534
J% (w/1)/LC-wPBE 666 640 674 630
J% (w/1)/ADC(2) 730 670 735 661

JrpA 735 1132 1112 1016 1227

Ry 10 8.56 8.65 8.98 8.13

© 15 21.59  19.36 15.30 29.96

0 0 4.73 2.57 5.25 2.30

05 90 87.64  88.72 87.84 90.59

0; 90 87.62 88.71 86.91 91.71

The results/couplings are not affected by the choice of water or methanol as solvent. The
comparisons are shown in SI-4.1. Initially, we used the geometrical information obtained
by the two previous studies to build the supermolecule dimer system, as shown in Figure
10 (a,b). The system was built using our Cy3 monomer geometry optimized at BSLYP /6-
31G(d)/(PCM=Methanol). J% , J' and JPPA were calculated using this structure, the
results are tabulated in Table 2 in the column with the label Halpin System. Using u= 12.29
D, we calculated J"PA= 735 cm™. It should be noted that this is smaller than the value ob-
tained by Halpin et al.*® and Duan et al.”® because that study used a larger TDP magnitude
of 13 D. The excitation energies of the supermolecule construct (two monomers separated by
10 A and twist of 15°) were calculated using LC-wPBE/Def2SVP /(PCM=Methanol), and

predicted the excitonic coupling J % to be 398 cm™ L.

The calculated ab initio and tran-
sition atomic charges couplings of this structure underestimate the experimental couplings
reported by Halpin et al. by 50% and 16.6 %, and of that reported by Duan et al. by 54%

and 23%, respectively.

29



In addition to using the reported geometry, the system was also optimized at a higher
level of theory to determine how sensitive the coupling is with the geometry. Unless otherwise
specified, all the results of this part are listed in Table 2. All the excited state calculations
are done using LC-wPBE/Def2SVP in methanol via PCM. J's are calculated using LC-
wPBE/Def2SVP /trESP /(PCM=Methanol). Optimizing the system using B3LYP /6-31G(d)
in implicit solvent (PCM=Methanol) produced the structure shown in Figure 10c, with Ry,
— 856 A and ¢— 21.59°. The values obtained are different from the previously reported
ones. Using this structure, we calculated the J i (without linkers)= 537 cm™! and J =
(with linkers) = 666 cm™'. ADC(2) calculations were also performed for the homodimer
structures with and without linkers. The couplings (J %) obtained from ADC(2) compare
better to the experimental values and are higher than those obtained from LC-wPBE by an

average of 45 cm™!.

Despite the improvement, ADC(2) underestimated the experimental
couplings by ~ 67 em~!. For example, J % obtained from the ADC(2) calculation on the
B3LYP optimized structure (with linkers) deviates from the experimental value reported by
Halpin et al. by 9%, while the coupling from LC-wPBE on the same structure deviates by
17%.

Although the ab initio calculations underestimate the experimental excitonic coupling,
these results are a significant improvement compared to the geometry predicted by Halpin
et al. and Duan et al., especially with the inclusion of the linkers. A very important point
here is the large effect of the linkers on the ab initio coupling. This is in contrast with what
we found in Section 3.1 where the linkers do not affect the properties of the monomer. The
effect on the dimer indicates that some additional through-bonding coupling is playing a
role in the overall coupling. This cannot be produced by any of the other methods used
in this study based on monomer properties. On the other hand, the ab initio coupling is
still not in perfect agreement with experiment. The inability of the ab initio methods to

capture the excitonic coupling in high-accuracy suggests the inclusion of the other states in

the overall coupling. In the ab initio calculations all states are incorporated and can mix.
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In the excitonic model, on the other hand, we are only using a two level system. Mixing
with the other states will result in a deviation of this simple model. It is also possible that
higher level quantum mechanical methods and larger basis sets could have an effect. Such
methods however are very expensive for the dimer system, and they do not fit within our
scope of searching for a cost-effective approach to generate the atomic transition charges.

Using tqs, the excitonic coupling for the B3LYP geometry was calculated to be J'=
877 cm~! while the point-dipole model gives J"P4= 1132 em™'. The coupling produced by
tgs is almost identical to the experimental coupling by Duan et al., while it overestimates
the Halpin et al. coupling by 9.6 %.

To check the effect of the optimization method, the system was optimized using PM3 in
methanol via PCM. The optimization using this semi-empirical method showed negligible
effect on the relative orientation of the two Cy3s cations, and as a result the calculated
couplings, as shown in Table 2, are also very similar. To account for the counterions used by
Duan et al.,*® the dimer was also optimized in the presence of two C1O; ions using implicit
solvent (PCM=Methanol) at both B3LYP/6-31G(d) and PM3 levels. The counterions had
a somewhat more important effect, and they showed a different effect at the B3LYP level
compared to PM3. At the B3LYP level, the monomers were comparatively farther apart
and more parallel, while at the PM3 level they were closer and less parallel. These changes
lead to smaller couplings at the PM3 level, while the couplings at the BSLYP geometries
were less consistent. Obviously, the effect of the counterions seems to be important and
very sensitive to the method used for optimizations. Our results indicate that more work is
needed to clearly understand these effects. Further investigation of the effect of the ab initio
methods and basis sets on the J %, Jt and J"P4 of the homodimer is reported in Section
SI-5.

Overall, given the difference between the two experimental values, the coupling predicted
using tqs is very accurate. On the other hand, neither the PDA nor the ab initio couplings

reproduce the experimental values. As expected, PDA overestimates the coupling while the
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.49 and Duan

ab initio splitting underestimates it. The PDA value reported by Halpin et a
et al.?" are different from the results of this study and closer to the experimentally fitted
value. According to this study, this appears to be because of a fortuitous cancellation of

errors. In their work, these two groups had used a very long Ry, which cancelled the effect

of overestimating the coupling by PDA.

3.4 Conclusions

Despite the great advancement in computational capabilities, studying the excitonic coupling
in big systems using a high-level quantum mechanical method is often still computationally
impractical. Modeling the excitonic coupling using atomic transition charges and their elec-
trostatic coupling is a very convenient approach because of its high-accuracy when overlap
and charge transfer are not important. Obtaining high-quality atomic transition charges
needs a careful treatment. Proper investigation of the ability of the quantum mechanical
methods to get the transition dipole moment, its magnitude and orientation, is necessary.
The transition charges should be able to reproduce the corresponding ab initio transition
dipole’s magnitude and orientation.

In this paper, atomic transition charges that can, to a good accuracy, be used to model
the excitonic interactions of the widely-used cyanine dye Cy3 were obtained. Several quan-
tum mechanical methods and basis sets were tested in their ability to reproduce the exTDP.
Within the limits of this study, the TDDFT method with various functionals showed rea-
sonable and comparable ability to calculate the exTDP. The available options to derive the
atomic transition charges from the corresponding TDP were examined, and found a su-
perior performance from the transition density electrostatic potential approach compared
to the Mulliken approach. Our analysis showed that the charges obtained from the LC-
wPBE/Def2SVP /trESP calculations have the highest quality and they should be a reliable
option to model the Cy3 excitonic coupling. This was confirmed by calculating the cou-

pling for an experimentally well-studied bis-indocarbocyanine dimer. The charges predicted
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the coupling with high-accuracy. The atomic transition charges developed in the current
study can, in principle, provide an important approach for the elucidation of bio-molecular
structure in studies that utilize Cy3 labels as exciton-coupled chromophore probes.

This study also compared the excitonic couplings obtained from the atomic transition
charges (J') with those obtained from the ab initio coupling (J %) and the PDA model
(JPPA). The results confirmed that the PDA model should be avoided to model the Cy3
chromophore excitonic coupling. It was also found that the inclusion of the N-ethyl and
N-propyl groups to the Cy3 monomer had negligible effects on its S; excitation energies and
the ab initio transition dipoles. A prominent effect from the optimization method choice on
the monomer’s electronic properties was seen, and a reasonable level of theory was shown to
be advisable. Finally, it was found that the solvent might have a big effect on the magnitude
of the ab initio transition dipoles, and it must be accounted for while deriving the atomic

transition charges.
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Supporting Information Available

Supplementary material for this article is available online. Coordinates of certain monomer
and biscyanine systems are introduced, along with the tq sets that displayed high-quality per-
formance. Comparisons between the performance of the tq sets obtained in implicit solvent
(water or methanol) are made. Coupling as a function of the twist angle at different sepa-
ration distances is discussed. Lastly, the effects of the optimization methods, environment,
N-alkyl groups, excited state methods, and basis sets dependence on monomer’s ground state
structure, S transition energies, and S; esTDP are compared.
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Acronyms

J ™2 excitonic coupling from ab initio calculations.

J' excitonic coupling from transition charges.

JEL excitonic coupling operator.

wB97 Long-ranged corrected hybrid density functional.Becke.
JPDA

excitonic coupling from point-dipole approximation.

6-31+G(d) polarization and diffuse basis set.
ADC(2) algebraic diagrammatic construction through second order.

B3LYP Becke 3-Parameter (Exchange), Lee, Yang and Parr (correlation; density functional

theory).

CAM-B3LYP Coulomb-Attenuating Method-Becke 3-Parameter (Exchange), Lee, Yang

and Parr (correlation; density functional theory).
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cc-pVTZ Dunning’s correlation-consistent polarizable triple-( basis set.
CHELP charges from electrostatic Potential.

CHELPG charges from electrostatic Potential, grid method.

CIS configuration interaction singles.

COM center-of-mass separation.

Def2SVP split valence with double-( polarization.

EDM extended-dipole model.
ESP electrostatic potential.
esTDP ab initio/electronic-structure transition dipole.

exTDP experimental transition dipole.

f oscillator strength.

FRET Forster Resonance Energy Transfer.

LC-wPBE Long-ranged corrected hybrid density functional. Perdew, Burke,and Ernzerhof.

MK merz-singh-kollman.

PCM Polarizable Continuum model.
PDA point-dipole approximation.

PM3 parametric method 3.

RESP restrained electrostatic potential.
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TDDFT time-dependent density functional theory.

TDP transition dipole.

tqTDP transition charges transition dipole.

trESP transition electrostatic potential.
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