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Abstract—Extracting structured metadata from unstructured
text in different domains is gaining strong attention from multiple
research communities. In Political Science, these metadata play a
significant role on studying intra and inter-state interactions be-
tween political entities. The process of extracting such metadata
usually relies on domain specific ontologies and knowledge-based
repositories. In particular, Political Scientists regularly use the
well-defined ontology CAMEO, which is designed for capturing
conflict and mediation relations. Since CAMEO repositories are
currently human maintained, the high cost and extensive human
effort associated with updating them makes it difficult to include
new entries on a regular basis. This paper introduces HANKE:
an innovative framework for automatically extracting knowledge
representations from unstructured sources, in order to extend
CAMEO ontology both in the same domain and towards other
related domains in political science. HANKE combines Hier-
archical Attention Networks as engine for identifying relevant
structures in raw-text and the novel Frequency-Based Ranker
approach to obtain a collection of candidate entries for CAMEO’s
repositories. To show the efficiency of the proposed framework,
we evaluate its performance on capturing existing CAMEO
representations in a soft-labelled dataset. We also empirically
demonstrate the versatility and superiority of HANKE method
by applying it to two case studies related to CAMEO extension
on its actual domain and towards organized crime domain.

Index Terms—hierarchical attention networks, political events,
knowledge extraction, CAMEO

I. INTRODUCTION

The generation of structured metadata and Knowledge Ex-

traction techniques play an important role in several academic

domains and research areas. Specifically, conflict scholars in

Political Science are often interested in studying the inter-

actions between political entities around the world, which

requires putting together considerable amounts of structured
data for analyzing conflict processes [1]. Building these

datasets commonly relies on automated data coder systems,

which identify, extract, and categorize the political interactions

from unstructured text data, converting them into computer

friendly structured representations. Such automated coder sys-

tems generally require a well defined ontology as knowledge

base for capturing critical information from the text, like who
are the entities or actors involved in what type of actions or

interactions are they conducting.

The existing standard ontology for political event data is

CAMEO (Conflict and Mediation Event Observations) [2],

which incorporates a knowledge-base composed by actor

dictionaries comprising names of political entities and action-

pattern dictionaries for classifying political interactions or ac-

tions. CAMEO classifies political interactions in four primary

categories (called QuadClass): Verbal Cooperation, Material

Cooperation, Verbal Conflict and Material Conflict. Each one

of these are further disaggregated, generating 20 more granular

event categories, called root codes (shown in Table I).

Political event automated coder systems like PETRARCH,

PETRARCH2 [3] and Universal PETRARCH [4] rely on

CAMEO dictionaries for coding political events from text.

Fig. 1 illustrates the operation of a generic automated coding

mechanism using the CAMEO ontology.

Fig. 1: Basic Mechanism of Automated Coding

Essentially, the coding mechanism receives a sentence in

raw-text format as input and searches for a matching pattern in

the CAMEO action-patterns dictionary. These patterns resem-

ble verbal phrases and are usually composed of a main verb

and some surrounding keywords. Altogether, each set of terms

(verb plus surrounding words) relate to an event code, which

in turn corresponds to a certain political event. For example,

below there are two entries from CAMEO dictionary.

* DIPLOMATIC OFFENSIVE TO DEFEND [053] # LAUNCH
* AIRSTRIKE [195] # LAUNCH

The verb ”LAUNCH,” in the first entry, followed by the

words ”DIPLOMATIC OFFENSIVE TO DEFEND” form a

pattern that receives the event code 053, which corresponds to
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the political event ”ENGAGE IN DIPLOMATIC COOPERA-

TION.” In contrast, if the verb ”LAUNCH” is found in the text

followed by the token ”AIRSTRIKE”, this will form another

pattern that receives the event code 195 and corresponds to

the political interaction ”FIGHT”.

After detecting an action pattern, the automated event coder

uses the actor dictionaries looking for the political entities

that are involved in this event. After finding all the pieces of

information, the system finally outputs a political event, which

is a structured way of representing interactions between the

political entities expressed in the input sentence. In summary,

this structured output consists of a triplet SAT (Source-

Action-Target), where the Source corresponds to the acting

entity and the Target, to entity being acted upon. Note that,

if there is any missing (non-matched) information, the event

coder will output no political event.

As an illustration of such a processing, suppose we have

the following sentence from a news article:

PM Theresa May has struck a last-minute
deal with the EU in a bid to move Brexit
talks on to the next phase.

Using this sentence as input for the automated coding

process depicted in Fig. 1 will produce the following event:

Source - GBRGOV
Target - IGOEUREEC
Action - 057 (Sign formal agreement)

PM Theresa May and EU are coded in standard format used

for event generation. Another well known jargon used to define

this event coded structure is who-did-what-to-whom.

Although CAMEO is the dominant ontology for the political

science domain, we consider that are still opportunities to

improve it in terms of expanding its action-patterns repre-

sentations. According to a preliminary experiment performed

on a corpora of 1, 000, 000 news articles scrapped from 400
different news agencies spread around the world, running

Universal PETRARCH using CAMEO was able to code events

for less than 15% of all the sentences, which corresponds to

only 55% of those sentences whose both actors (Source and

Target) were matched. These figures not only indicate a low

capturing rate in terms of political events but also suggests

that a considerable share of potentially relevant sentences are

overlooked because there are no matching action-pattern in the

CAMEO dictionary.

Currently, CAMEO repositories are human maintained and,

therefore, practically static. The high cost and extensive human

effort required for manually identifying new representations

and updating the dictionaries make unfeasible the inclusion

of new political actors and action-patterns in CAMEO on

a regular basis. In this way, extending CAMEO repositories

either on its actual domain or towards other political science

related domains turns an impracticable task.

To overcome this issue, we propose an innovative frame-

work called Hierarchical Attention Networks for Knowledge

Extraction (HANKE). Such framework combines two main

components: (i) Hierarchical Attention Networks, which is

used in an inventive manner for identifying relevant structures

from raw-text and (ii) the novel Frequency-Based Ranker
algorithm, which forms new representations based on the

relevance of the terms and employs a frequency based strategy

as pruning method. As result, HANKE extracts from raw-text

the most relevant action-patterns that serve as candidate entries

for CAMEO’s knowledge base extension. We evaluate the

efficiency of HANKE on patterns acquisition task and present

two case studies to demonstrate its applicability.

II. RELATED WORKS

Although ontology-based classification and image annota-

tion works have shown remarkable results [5]–[9], the topic

related to knowledge extraction and ontology extension in the

political science domain still is to be explored.

Extracting semantic relationships among entities from un-

structured data is usually a task recurrently explored in In-

formation Extraction [10]–[13]. Here, we review relevant ap-

proaches that address similar problems as the one concerning

this research. Yangarber et. al [14] combine NLP techniques

with frequent sequential pattern mining algorithm to mine

domain-specific patterns from text documents, that later can

be used for document summarizing. Yangarber et al. [15]

and Riloff et al. [16] implement bootstrap based procedures,

which identify a set of event patterns from non-annotated

text, starting from a small set of seed patterns. Huang et al.

[17] introduce a bootstrapping based technique to learn event

phrases as well as agent terms and purpose phrases associated

with civil unrest events.

Other studies focus on identifying and properly coding

political and protest events as a classification task. Those

approaches largely rely on classical machine learning and

deep learning techniques to approach such tasks. Hanna [18]

propose a framework combining Support Vector Machines

for classification task with Named Entity Recognizer for

identifying and coding protest events. Beieler [19] resorts

to Convolutional Neural Networks to classify pre-selected

sentences into four political event classes. Radford et al. [20]

train a Recurrent Neural Networks to identify indicators of

protest events in English text data.

Works applying unsupervised and weakly-supervised learn-

ing for extracting event patterns present remarkable results.

Krause et al. [21] propose a method based on a neural network

architecture that only relies on the weak supervision signal that

comes from the news published on the same day and mention

the same real-world entities. Ideally, such a network explores

the co-occurrence of event patterns in news with similar

entities to map them into an embedding space. O’Connor et

al. [22] describe an unsupervised model for extracting events

between major political actors from news corpora and analyze

the performance of the model on detecting real-world conflict.

Despite the prevalence of CAMEO in studying conflict

processes, most machine learning-based approaches have paid

little attention to expanding the CAMEO ontology. Solaimani

et al. [23] propose a system to recommend new political

actors for expanding the CAMEO’s actor dictionaries, but
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do not extend the system for new action-patterns extraction

functionality. Parolin et al. [24] introduce a word-embedding

based framework to extract new action-patterns and rec-

ommend labels for them based on the existing interactions

covered in CAMEO. Makarov [25] presents a framework that

first applies dependency parsing task into an input corpora

to extract political event candidate patterns and then label

propagation for inferring labels to them. Radford [26] et al.

design a word2vec based framework to explore the vector-

space representation of a small sample of phrases from a pre-

defined ontology and extract synonymous event patterns from

the existing ones.

HANKE presents valuable advantages over these ap-

proaches [24]–[26]. First, it supports CAMEO extension to-

wards any given domain in political and social science sphere.

Second, it extracts action-patterns more comprehensively by

exploring semantics, not simply syntactic parsing. Finally,

HANKE assigns root-codes to extracted action-patterns inde-

pendently of existing CAMEO patterns.

III. DATA DESCRIPTION AND PROBLEM DEFINITION

Because most of the experiments conducted in this paper

deal with domain-specific data, we dedicate Subsections III-A

and III-B to briefly describe their format and sources. After

discussing the essence of the data in Subsection III-C, we

formally introduce the problem addressed in this paper.

A. Political Events Data
To generate the data used on experiments related to CAMEO

extension on its actual domain (Subsection V-D), we collected

1, 000, 000 news articles using URLs from the RSS Feed of

around 400 different news agencies spread around the world.

After gathering all the data in regular HTML form, we pre-

process the text by cleaning and extracting the main stories.

We then use this pre-processed corpora as input for the auto-

mated coding mechanism Universal Petrarch [4] connected to

the CAMEO ontology.

As discussed in Section I, Universal Petrarch [4] codes

events for those sentences which a triplet (Source-Action-

Target) was entirely matched on CAMEO’s dictionaries. We

collect such coded sentences to form the Coded Events (CE)
dataset. On the other hand, if a SAT triplet is not entirely

matched in a sentence, there is still a chance that the coding

mechanism recognizes Source and Target as political actors on

this sentence (and an event code is not generated just because

no action-pattern is matched). We then form the Not Coded
events with Political Actors (NCPA) dataset by gathering

these sentences such that only Source and Target (but not

Action) were matched on CAMEO dictionaries. The flow

depicted in Fig. 2 illustrates this whole process for obtaining

both CE and NCPA datasets.

Note that each record in CE is composed by the text

containing the captured SAT political event, the CAMEO root-

code corresponding to the Action of this political event (one of

the 20 codes shown in Table I), and the existing action-pattern

matched on CAMEO dictionary. Further, in Subsection V-C,

Fig. 2: Political Science Dataset.

CE data is used to evaluate how well our proposed method

performs on capturing the existing CAMEO action-patterns.

Overall, CE data is composed by 1, 920, 174 sentences and

Table I presents their frequency by CAMEO root-code.

TABLE I: Frequency of Sentences by CAMEO Political

Events.

Root Code Event Category Freq. (#)
01 Make Public Statement 558,109
02 Appeal 55,487
03 Express Intent to Cooperate 90,520
04 Consult 228,225
05 Engage in Diplomatic Cooperation 120,742
06 Engage in Material Cooperation 214,553
07 Provide Aid 46,451
08 Yield 79,917
09 Investigate 27,068
10 Demand 29,797
11 Disapprove 87,714
12 Reject 17,288
13 Threaten 19,035
14 Protest 14,113
15 Exhibit Military Posture 4,328
16 Reduce Relations 11,907
17 Coerce 140,273
18 Assault 29,361
19 Fight 143,278
20 Engage in Unconventional Mass Violence 2,008

In addition, we have NCPA data containing sentences for

which no SAT event was coded because the system could not

match an action-pattern. Overall, the NCPA data is composed

by 1,571,086 records. Since NCPA records already include the

Source and Target matched from the CAMEO dictionaries, the

context of most of their sentences are likely related to political

affairs. Therefore, we make use of this data to focus on mining

and discovering new action-patterns for CAMEO extension of

agent-patterns in Subsection V-D.

B. Organized Crime Data
In this subsection, we detail the data used for the experiment

presented in Subsection V-E, which demonstrates the usage

of HANKE for extending CAMEO towards organized crime

domain. For collecting the corpora in this specific domain, we

scrapped news articles from July 2004 to March 2020 from
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InsightCrime, an online news outlet specialized on reporting

organized crime activity in Latin America and the Caribbean

[27].

An advantage of using InsightCrime as data source is that

some of their stories include tags for specific topics or criminal

groups. Conventionally, these tags are used as a way of repre-

senting the main features, topics or entities mentioned in the

text. Because we are interested in studying the representations

of the relations between concepts and entities in this specific

domain (organized crime), such tags provide a valuable piece

of additional information for our analysis.

Specifically for InsightCrime, the tags express the locality

(city, country or state), public person (politics or even famous

criminals), organizations (gangs, parties, cartels, etc.) and

crime categories discussed along the publications.

After scraping the content available in website, we were

able to capture 3, 134 news articles in English having tags

corresponding to a crime category. The 14 crime related

tags with their corresponding frequency in the news ar-

ticles are: Elites and Organized Crime (23.36%), Homi-

cides (12.76%), Human Trafficking or Smuggling (13.31%),

Micro-trafficking (9.41%), Arms Trafficking (7.37%), Extor-

tion (6.83%), Money Laundering (6.48%), Contraband or

Counterfeit (4.44%), Criminal Migration (4.31%), Kidnapping

(4.18%), Illegal Mining (4.15%), Eco-Trafficking (3.54%), Oil

Theft (1.63%) and Cyber Crime (1.24%). For the purpose of

our experiments, we consider these crime tags as document

labels, assuming they represent the crime category reported in

each news article.

C. Problem Definition
As aforementioned, our goal is to provide a new method for

automatically identifying and extracting new action-patterns

from unstructured data so we can extend CAMEO repository

both in the actual domain and towards other political science

domains.

Generalizing, this work focuses on Knowledge Extraction,

by creating knowledge from unstructured sources and rep-

resenting it in such a way that facilitates coding previously

unidentified political event data. In particular, we seek to

identify and extract action-patterns from a domain specific

corpus (Political Science and Organized Crime), so the derived

knowledge representation can be further reused to capture

political interactions in other input documents.

IV. PROPOSED FRAMEWORK

The flow in Fig. 3 depicts the steps involved in the

proposed framework called Hierarchical Attention Networks

for Knowledge Extraction (HANKE). As further detailed in

this section, HANKE was designed for knowledge extraction

process, more precisely, for action-patterns acquisition task on

political science domain.

As shown in the flow, the Training step basically consists

of training a Hierarchical Attention Network (HAN) model,

taking a Domain Specific Training Dataset, which consists of

a labeled corpora in the domain we want to explore (or to

Fig. 3: HANKE for Action-Patterns Extraction.

obtain new action-patterns). In the Knowledge Extraction step,

the previously trained HAN model serves as basis mechanism

for extracting knowledge representations from raw-text, by

providing both the predictions and the relevance weights for

the contents in the documents given as input in Exploring
Dataset. Finally, the Frequency-Based Ranker algorithm is

designed to properly generate action-patterns based on the

provided weights and prune out those low-frequent formed

representations. Note that Exploring Dataset input in Knowl-
edge Extraction step must be composed by corpus in the

same domain as the HAN was trained in Training step. In

other words, Domain Specific Training Dataset and Exploring
Dataset must be composed by corpus belonging to the same

domain (the domain to be explored).

Subsections IV-A and IV-B will provide enough background

for the reader to understand the Training step and how the

relevance weights are generated in Knowledge Extraction step.

Subsection IV-C details the Frequency-Based Ranker algo-

rithm that finally allows HANKE to extract action-patterns.

A. The Hierarchical Attention Network Component
Since the Hierarchical Attention Network (HAN) [28] is an

essential component on our framework, we dedicate this sub-

section to present some important aspects of this architecture,

which inspired us on adopting it.

Originally, HAN was designed for document classification

task and according to Yang et al. [28], it outperforms previous

deep learning based methods by a substantial margin on this

task. Its original architecture is composed by the follow-

ing components connected in bottom-up fashion respectively:

word encoder, word attention, sentence encoder and sentence
attention.

Technically, given an input text, HAN first embeds the

words into vectors, through an embedding layer composed by

a word2vec model [29]. Following, a bidirectional GRU [30]

will provide the annotations of words by summarizing infor-

mation in both forward and backward directions on sentences.
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Therefore, for obtaining the annotation of a specific word t, it

concatenates the forward and backward GRU hidden states to

obtain the information of the whole sentence centered around

t. Both the embedding layer and the bi-GRU together work

as the word encoder component in HAN, which outputs the

annotations of the words.

Next, there is an one-layer FFN to output the hidden

representations of the annotations of words, which will then

feed the word-level attention layer. These layers form the word
attention component, which calculates the relevance of the

words and output the sentence vectors. The Equations 1 to

3 summarize the math behind word attention component:

uit = tanh(Wwhit + bw) (1)

αit =
exp(uT

ituw)∑
t exp(u

T
ituw)

(2)

si =
∑

t

αithit (3)

Note that, hit denotes the word annotation of a given word

t in a sentence i, obtained as output of word encoder. Such

annotation feeds the FFN layer, which outputs uit as its

hidden representation. Equation 2 computes the importance

of the word t by measuring the similarity of its hidden

representation uit with a word level context vector uw, which

is randomly initialized and gradually learned as the training

process advances. The similarity measure is then normalized

through a softmax function, resulting in αit. In Equation 3,

si expresses the sentence vector, which summarizes the word

annotations weighted by their corresponding word importance.

Analogously to word encoder and word attention respec-

tively, sentence encoder will take the sentence vectors (output

from word attention) and convert into sentence annotations

through bi-GRU, which will feed the sentence attention to

compute αi corresponding to the relevance weight of sentence

i and output the document representation as a vector v. Finally,

on the top of this hierarchical architecture, a feed-forward
network connected to softmax take v as input features to

calculate the document classification.

It is to be observed that, the final document classification is

internally obtained in HAN by selecting the class correspond-

ing to the highest probability computed on softmax layer. As

detailed in the next subsections, such predicted document class

as well as the words and sentences weights (obtained from

Equation 2) will feed the Frequency-Based Ranker algorithm

in HANKE implementation.

B. Leveraging HAN
While HAN is a method for classification task, in this paper

we explore it as a tool to identify relevant words that most

contribute to the model prediction.

As detailed in Subsection IV-A, the manner how the at-

tention layers are hierarchically arranged on HAN’s structure

naturally leads the network to evaluate the importance of the

document contents first on words and then on sentences level.

As consequence, such structure allows the clear explanation

of the model prediction by simply evaluating the attention

weights (expressed in Equation 2) of each element on input

document.

Therefore, the Hierarchical Attention Network for Knowl-

edge Extraction design takes advantage not only from the good

performance presented by HAN model as classifier but also

from its ability to explicitly provide human-readable explana-

tions on text. Internally, HANKE explores such explainability
property by accessing the attention weights of contents in the

text in order to extract action-patterns based on the words

relevance on predicting a specific event.

The Training step of HANKE, depicted in Fig. 3, consists

of simply training a model in HAN architecture, in a such

way that its attention layers will properly learn where to focus

on text to correctly predict the labels of the Domain Specific
Training Dataset. On the other hand, the Knowledge Extrac-
tion step focuses on acquiring action-patterns by exploring

the Exploring Dataset. For performing this job, the previously

trained HAN model provides not only the predicted classes but

also the input text with its attention weights structured in such

a way that allows the Frequency-Based Ranker (expressed in

Algorithm 1) to put together relevant terms in the text and

generate representations in action-patterns format.

Note that, the quality of these action-patterns extracted from

HANKE is strongly connected to the performance of the HAN

trained model on document classification task. Intuitively,

the performance of this model as classifier will tell much

about how accurate and precise the obtained patterns will

be to indicate a specific label, or in our case, a root-code

corresponding to a political interaction (see Table I).

C. Frequency-Based Ranker
As last step of the Knowledge Extraction process, we

introduce the Frequency-Based Ranker algorithm, which was

designed for automatically composing patterns based on the

relevance of the terms and filtering out low-frequent represen-

tations. The algorithm receives as input the text documents

with their attention weights and their predicted classes pro-

vided by the by the HAN component, as shown in Fig. 3 and

described in Subsection IV-B.

The pseudo-code expressed in Algorithm 1 summarizes the

steps performed in the Frequency-Based Ranker. As main

input, it receives a set of documents, each of which containing

additional data corresponding to the attention weights assigned

to their contents. Besides, thresholds and output file path are

also input as arguments. The algorithm starts going through

each sentence of each document, disregarding those sentences

that are not relevant enough based on the threshold SThresh
given as input. For each of those relevant sentences (line 4),

the algorithm iterates over the words in decreasing order of

relevance and keeps appending them into a list of relevant

words relW (line 9) until reaching an amount of captured

relevance defined by the threshold WThresh. Note that, in

line 5, it sorts (in descending order) the words belonging to

sentence sent by their relevance given by attribute word.α and

uses sum α variable to accumulate word’s relevance in line

10. Following, the collected relevant words are sorted based
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on their position on the sentence and stored in relW Sorted
(line 13), which represents a candidate action-pattern. Next,

in line 14, relW Sorted with the predicted document class

D.prediction form a tuple, which later will serve as key

for input in patterns HashMap, in line 15. Finally, in line

16, ranker function simply dumps to outF ile only the

patterns whose frequency in patterns HashMap is larger than

minFreq by each (predicted) class.

Algorithm 1: Frequency-Based Ranker

input : Documents D, sentence threshold

SThresh, word threshold WThresh,

output file outF ile, minimum frequency

minFreq
output : Action-pattern candidates.

1 patterns ← HashMap(∅)
2 foreach doc in D do
3 foreach sent in doc do
4 if sent.α ≥ SThresh then
5 W Sorted ← sort(sent, word.α, desc)
6 sum α ← 0
7 relW ← List(∅)
8 foreach word in W Sorted do
9 relW.append(word)

10 sum α ← sum α + word.α
11 if sum α ≥ WThresh then
12 break

13 relW Sorted ← sort(relW , word.pos)
14 tuple ← (D.prediction, relW Sorted)

15 patterns.increment(tuple)

16 ranker(patterns, minFreq, outF ile)

It is to be observed that both thresholds SThresh and

WThresh should be in the range [0, 1]. Furthermore, by the

Equation 2, the sum of all the weights (or relevance) of the

words belonging to the same sentence, expressed by word.α,

totals 1. Hierarchically, the same holds for the weights of the

sentences sent.α belonging to the same document.

D. Human and Specialists Evaluation
Although the proposed framework is able to recommend

meaningful action-patterns with an acceptable quality level, it

still does not provide enough confidence for adding the output

candidates directly to a dictionary without a human expert

examination. Besides eventual erroneous recommendations,

human inspection is also necessary to semantically evaluate

how useful are the outputs, to perform slight changes, and to

eventually review the sentences containing such patterns.

V. COMPUTATIONAL EXPERIMENTS AND ANALYSIS

A. Setup
All the experiments presented in this paper was performed

in a computer with NVIDIA Quadro RTX 8000 GPU. The

architecture for the HAN component was entirely based on

PyTorch implementation, replicating its original configura-

tion (expressed in [28]): we set the word embedding dimension

to be 200 (training an unsupervised word2vec model [29]) and

the GRU dimension to be 50 both for word and sentence levels.

For training process on HANKE, we set a mini-batch of size

32 and stochastic gradient descent with momentum 0.9.

We use Universal PETRARCH [4] as our mechanism of

automated coding and UDpipe [31] as universal dependency

parser for obtaining both CE and NCPA already introduced in

Subsection III-A. For the following experiments, we use 75%

of the data for training and 25% for validation, randomly split

based on uniform distribution.

B. Training Step: HAN performance on Classification Task
In Subsection IV, we defend hierarchical attention networks

as main component on HANKE based on both reasons: its

good performance on classification and its ability to provide

human-readable explanations on text for its predictions. We

still claim that the quality of the action-patterns obtained

from HANKE is proportional to the performance of the HAN

component on document classification task.

Therefore, we dedicate this subsection to evaluate HAN as

classifier, by analyzing it against other baseline methods for

document classification. Note that, some of them (like BERT,

RoBERTa and ULMFiT) are nowadays considered state-of-

the-art language model tools for text analysis tasks, including

document classification.

For the purpose of classification task using BERT [32] and

RoBERTa [33], we fine tuned their pre-trained base models

with an additional single linear layer on top of their base

architecture. Similarly, for experiments with ULMFiT [34],

we fine-tuned a pre-trained language model and built a RNN

learner on the top of that for applying it as classifier.

The numbers presented in Table II summarize the perfor-

mance of HAN on predicting the category of crime reported by

documents in validation portion of Organized Crime data (see

Subsection III-B) and compare it to the baseline methods. The

results are consistent with the previous analysis expressed by

Yang et al. [28], reinforcing the empirical conclusion that HAN

outperforms classical machine learning (SVM and Random

Forest) and previous deep learning methods like CNN [35]

and vanilla LSTM on such task.

TABLE II: Performance for Classification Task in Organized

Crime Data

Techinque Accuracy Precision Recall
SVM+TFIDF 0.77908 0.82372 0.77908
RF+TFIDF 0.75686 0.75686 0.75686
CNN 0.76470 0.77746 0.76471
LSTM 0.73445 0.74352 0.73445
HAN 0.85751 0.86323 0.85752
BERT 0.86535 0.86624 0.86536
RoBERTa 0.87712 0.87983 0.87712
ULMFit 0.85882 0.86363 0.85882

On the other hand, BERT and RoBERTa based models

presented a slightly better performance. Note, however, that
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BERT (and RoBERTa) architecture consists of multiple layers

of Transformers [36] stacked to extract high quality language

features from text data. Such complex architecture precludes

the explicit access to the most relevant contents in the text

that explain the predicted classes. Another limitation of BERT

based models is the lack of ability to handle long text

sequences. By default, BERT supports up to 512 tokens, which

often is not enough for covering news articles or texts in

political science domain.

In terms of run-time complexity, using BERT or other

Transformers-based models [36] for fine-tuning on any specific

NLP task may eventually become a prohibitive exercise on

CPU architectures due to their structural complexity (e.g.

BERT base model contains 110M parameters). For the experi-

ment expressed on Table II, training a BERT based model over

20 epochs took 1, 962 seconds while RoBERTa took 1, 981
seconds. For the same values of epochs and mini-batch sizes,

HAN took only 97 seconds. Thus showing a considerable

advantage on run-time.

The discussion about the results presented in this subsection

supports our inspiration on HAN method for implementing

HANKE. As conclusion, HAN outperforms many traditional

machine learning and deep learning methods, and show results

comparable to those obtained when fine-tuning state-of-the-art

language modeling tools for document classification. Simulta-

neously, its explainability property (discussed on Subsection

IV-B) reinforces our confidence in the choice of HAN as

essential component on HANKE design.

C. Validation on Political Coded Events Dataset
For the purpose of validating Knowledge Extraction step of

HANKE, we make use of CE dataset previously described

in Subsection III-A. The following experiments concentrate

on analyzing how efficient HANKE is for finding existing

CAMEO action-patterns matched by the automated coding

mechanism. Therefore, we execute some sensitivity exercises

to evaluate HANKE outputs on different thresholds based on

two main measures: (i) action patterns capturing rate and (ii)

false positive term extraction. The capturing rate basically

expresses the ratio between the number of existing CAMEO

patterns that were captured and the total number of existing

patterns matched in the input data. An existing CAMEO

pattern is considered captured when the set of terms suggested

by HANKE as a candidate pattern contains all the terms

that form such existing CAMEO pattern. The false positive
term extraction indicates, on average, how many terms in the

candidate patterns suggested by HANKE are not part of the

existing patterns.

Note that, before performing the Knowledge Extraction
experiments, we trained HANKE on Coded Events CE dataset.

Thus, the attention layers in the internal HAN component

properly learned how to identify the crucial set words that

appearing together on a sentence will lead to a specific type

of political interaction. For such training process, we run 20
epochs on HAN and obtained accuracy of 80.2% on validation

for predicting the 20 labels listed on Table I.

Table III expresses the results obtained from HANKE when

considering the Top N most significant words, according to

their attention weights, as candidate patterns suggested by

the framework. We evaluate capturing rate and false positive

term extraction for Simple (CAMEO patterns containing only

one term) and Composed Patterns (containing more than one

term). The numbers show that by selecting only the most

informative word for each sentence, we would capture 73.11%

of the Simple patterns (but obviously 0% of the Compound
ones). For Compound patterns, by setting N = 6, we would

be able to find 51.01% of all these CAMEO action-patterns.

On the other hand, we also would need to discard a large

amount of extra words, which may result in more human effort

on examining the patterns. As a record, the average size of

existing Compound patterns is 2.10 terms, which explains the

large numbers on FP terms for this type of patterns.

TABLE III: TOP N Most Informative Words on Existing

CAMEO Patterns.

TOP
N

Simple Compound
Captured

(%)
FP terms
(Avg #)

Captured
(%)

FP terms
(Avg #)

N=1 73.11% 0.27 0.00% 0.00
N=2 87.19% 1.10 18.29% 0.96
N=3 91.06% 2.05 31.34% 1.75
N=4 92.41% 3.03 39.89% 2.61
N=5 93.06% 4.02 46.12% 3.51
N=6 93.42% 5.01 51.01% 4.44
N=7 93.64% 6.00 54.96% 5.37

If we focus on analyzing only those records for which the

trained HAN was able to correctly classify the root-code la-

bels, we observed HANKE could obtain a higher capturing rate

of existing patterns. This empirically supports our argument

expressed on Subsection IV-B, showing evidences that the

performance of the HAN classifier is strongly connected to

the quality of the patterns extracted from HANKE. The Graphs

depicted on Fig. 4 illustrate the gap on capturing rate for the

whole dataset versus the same measure considering only the

records whose root code labels were correctly predicted.
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Fig. 4: Capturing rate Overall versus Correctly Predicted labels

(Top N relevance threshold).

Instead of creating candidate patterns based on the Top N

most relevant words, we could consider a threshold based on

the aggregated attention weights K. In other words, we collect
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the terms in a given sentence in decreasing order of relevance

until the summation of their corresponding attention weights

reaches a threshold K. To illustrate the idea, we take the real

record in CE dataset:

- Sentence: That attack led US President
Donald Trump to launch the first US air
strikes on a Syrian air base.
- Root-Code: FIGHT
- CAMEO Pattern: LAUNCH * AIR STRIKES

For this entry, HANKE was able to correctly identify the

political interaction as FIGHT and internally calculated the

importance of the each word. The five most relevant words

with their corresponding weights in decreasing order are:

’strikes’: 0.23808932
’air’: 0.17757249
’launch’: 0.16088013
’US’: 0.08372052
’led’: 0.06590183

For this case, the summation of the weights corresponding

to ’strikes’ and ’air’ will sum up to 0.41566181 and by adding

the weights of ’launch’ word we would obtain 0.57654194.

Therefore, by setting the threshold K = 0.4 would not be

enough for HANKE to correctly capture this pattern. On the

other hand, assuming K = 0.5 would make HANKE to

generate exactly the existing CAMEO pattern.

To test this design, we experiment a range of values for

threshold K varying from 0.1 to 0.9. Table IV summarizes

the results for such experiment considering the same measures

previously evaluated plus the average size of the extracted
patterns in terms of number of words.

TABLE IV: Aggregated Attention Weight K as Threshold on

Existing CAMEO Patterns.

Simple Compound
K Capt. Size FP Capt. Size FP

(%) (Avg#) (Avg#) (%) (Avg#) (Avg#)
0.1 73.13% 1.00 0.27 0.00% 1.01 0.34
0.2 74.49% 1.08 0.34 0.90% 1.14 0.43
0.3 80.38% 1.37 0.55 5.52% 1.52 0.68
0.4 86.52% 1.78 0.90 13.43% 2.04 1.03
0.5 90.22% 2.37 1.43 22.57% 2.70 1.54
0.6 92.23% 3.24 2.27 32.43% 3.63 2.31
0.7 93.31% 4.57 3.58 42.82% 4.95 3.48
0.8 93.77% 6.51 5.51 52.81% 6.72 5.11
0.9 93.86% 8.52 7.52 59.61% 8.53 6.83

When evaluating HANKE with the threshold based on ag-

gregated relevance (or Aggregated Attention Weight) focusing

on the correctly classified records only, we observe the same

effect as we previously did: the capturing rate of existing

patterns increases when comparing to the figures obtained

from the overall dataset (reported on Table IV). Similarly as

we have done when evaluating the Top N based threshold, the

graphs depicted in Fig. 5 shows the gap in terms of capturing

rate for the overall dataset versus the correctly classified

records only.

The graphs presented on Fig. 6 show that on the overall view

(combining both Simple and Compound patterns), both ways

of setting the thresholds (Top N and Aggregated Relevance
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Fig. 5: Capturing rate Overall versus Correctly Predicted labels

(Aggregated Relevance threshold).

K) are similarly efficient for capturing the patterns. Given the

slightly better efficiency observed for Aggregated Relevance

fashion, we constructed the Algorithm 6 to incorporate this

design, by accepting WThresh as input argument. Note that, in

Fig. 6 (b), the Aggregated Relevance based threshold provides

less False Positive terms (on average) for the same capture rate

on Correctly Predicted records.
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Fig. 6: Top Relevance versus Aggregated Relevance based

thresholds for capturing CAMEO Existing patterns.

To close the discussion about the experiments presented on

this subsection, we highlight the good potential of HANKE

on capturing the existing CAMEO patterns on CE soft labeled

data (more than 90% of Simple existing patterns and around

40% of Compound Existing Patterns by setting K between 0.6
and 0.7). Furthermore, HANKE shows even better capturing

rate on those records for which HAN component could cor-

rectly predict the labels. This is an interesting property to be

considered when exploring a dataset for which the labels are

known, like we do in Subsection V-E.

D. Case Study 1: CAMEO Extension on the same domain
The first case study consists on applying HANKE for

extending CAMEO in its existing domain. In other words, the

goal of this case study is to extract new action-patterns that

lead to one of the 20 types of political interactions shown in

Table I, covered in CAMEO domain. For this task, we used

the NCPA dataset, already detailed in Subsection III-A and

HANKE with HAN component trained on CE dataset (same

model used for experiments in Subsection V-C).
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By running HANKE’s Knowledge Extraction step with a

Frequency-Based Ranker Algorithm 1 set at WTresh = 0.75
and minFreq = 10, we obtained 1, 587 action-patterns overall:

701 simple and 886 compound.

We submitted a random sample of 100 instances out of

the 1, 587 patterns (with the sentences they appear) to the

validation of a political science experts committee. In the case

of disagreements in the final evaluations, we considered the

majority of votes for each instance. As a result, 82 out of

the 100 patterns were considered meaningful action-patterns

for extending CAMEO. From these 82, HANKE provided the

correct root-codes for 59 of them, with 17 not requiring any

change (add or remove terms).

As an example of a well formed extracted action-pattern

and a sentence where it appears, we have:

- Candidate Pattern: impose * sanctions
- Root-Code: 16 - REDUCE RELATIONS
- Sentence: Canada had already imposed
sanctions on senior Venezuelan officials in a
move which angered the Venezuelan government.

On the other hand, below we present an example of an

action-pattern which is part of the event but it does not

completely describe this event. Therefore, such pattern would

certainly require refinements during human evaluation:

- Candidate Pattern: approve
- Root-Code: 08 - YELD
- Sentence: Earlier this month, the Israeli
ministers were set to approve a bill absorbing
major Israeli settlements currently in the
occupied West Bank into Jerusalem by enlarging
the city limits.

E. Case Study 2: CAMEO Extension Towards Organized
Crime domain

The main goal for this case study is to use HANKE for

extending CAMEO towards a new domain, instead of only

enriching the knowledge bases of the existing ontology. For

this task, we will use the Organized Crime dataset detailed

in Subsection III-B. We assume that the crime types given as

labels in the dataset constitute the new concepts that we want

to include as new interactions for extending CAMEO.

For the purpose of this exercise, we performed both the

Training and Knowledge Extraction HANKE steps on the

Organized Crime dataset with STresh = 0.25 and WTresh
= 0.75. In order to improve the quality of the extracted

patterns, we restricted our exploration to the records for which

HANKE correctly classified the type of crime (given as label).

We obtained 652 action-patterns with their corresponding

concepts. A small sample of the output patterns and their

corresponding sentences are listed below.

- Pattern: arrested * accused laundering money
- Label: MONEY LAUNDERING
- Sentence: Police have arrested a Colombian
woman accused of laundering money for the
Sinaloa cartel,...

Note that this example expresses a generic type of pattern.

For instance, by replacing the term laundering money by

trafficking arms (or some synonym related to this category

of crime), we would obtain a new action-pattern representing

the category of crime Arms Trafficking.

The same is observed for the following examples:

- Pattern: is involved * laundering money
- Label: MONEY LAUNDERING
- Sentence: Prosecutors believe the businessman
is involved in laundering money for the Teofilo
Forero column of the revolutionary...

- Pattern: control illegal mining operations
- Label: ILLEGAL MINING
- Sentence: Colombia’s national police revealed
that the FARC and Bacrims control illegal
mining operations in nearly half of ...

Furthermore, the output generated additional non-trivial

action-patterns with more meaningful structure. For example:

- Pattern: confiscate * cigarettes
- Label: CONTRABAND OR COUNTERFEIT
- Sentence: Brazilian police confiscated the
cigarettes in the state of Rio Grande do Sul,
in the southernmost part of the country.

- Pattern: prostitution * exploit * minors
- Label: HUMAN TRAFFICKING OR SMUGGLING
- Sentence: Authorities in Colombia have broken
up a prostitution ring exploiting indigenous
minors in the Amazonas department, ...

- Pattern: trafficker move drugs
- Label: MICROTRAFFICKING
- Sentence: Violence and criminality are
on the rise on the island, which has long
been used as a transshipment point for
traffickers moving drugs from South ...

Members of the research team with political science back-

ground and expertise on criminal behavior consider that these

results are promising. There may be need of implementing

additional refinements to improve the output, but the general

direction is encouraging.

VI. FINAL COMMENTS AND FUTURE WORKS

In this paper we introduced an innovative framework called

HANKE, which combines HAN and the novel Frequency-

Based Ranker algorithm to automatically extract knowledge

representations from unstructured sources, in order to ex-

tend CAMEO’s knowledge bases. We initially showed the

performance of HAN on classification task and empirically

evidenced the correlation between its good performance on

this task with the quality of the action-patterns extracted from

HANKE.

Furthermore, we analyzed HANKE’s potential on identi-

fying existing CAMEO’s action patterns on a soft labeled

dataset. The satisfactory results on this experiment show

evidences favoring HANKE’s capability on extracting high

quality representations for enriching CAMEO’s knowledge

bases.

Finally, we demonstrate real world applications of HANKE

for extending CAMEO both on the same domain (conflict and

mediation relations) and towards a new domains in political

science field (Organized Crime). Promising action-patterns

were obtained from both case studies and human experts ex-
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amination of a random sample of the extracted representations

supports HANKE as a good alternative for extending CAMEO.

An open discussion for future work is to investigate whether

HANKE will perform well for other languages besides English

and domains different than those explored in this paper.

Furthermore, we intend to expand the case study on Orga-

nized Crime domain by collecting additional data from other

channels covering different localities and crime categories.
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