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A PRECONDITIONED STEEPEST DESCENT SOLVER FOR THE
CAHN-HILLIARD EQUATION WITH VARIABLE MOBILITY

XIAOCHUN CHEN, CHENG WANG, AND STEVEN M. WISE

Abstract. In this paper we provide a detailed analysis of the preconditioned steepest descent
(PSD) iteration solver for a convex splitting numerical scheme to the Cahn-Hilliard equation
with variable mobility function. In more details, the convex-concave decomposition is applied to
the energy functional, which in turn leads to an implicit treatment for the nonlinear term and
the surface diffusion term, combined with an explicit update for the expansive concave term.
In addition, the mobility function, which is solution-dependent, is explicitly computed, which
ensures the elliptic property of the operator associated with the temporal derivative. The unique
solvability of the numerical scheme is derived following the standard convexity analysis, and the
energy stability analysis could also be carefully established. On the other hand, an efficient
implementation of the numerical scheme turns out to be challenging, due to the coupling of the
nonlinear term, the surface diffusion part, and a variable-dependent mobility elliptic operator.
Since the implicit parts of the numerical scheme are associated with a strictly convex energy,
we propose a preconditioned steepest descent iteration solver for the numerical implementation.
Such an iteration solver consists of a computation of the search direction (involved with a Poisson-
like equation), and a one-parameter optimization over the search direction, in which the Newton’s
iteration becomes very powerful. In addition, a theoretical analysis is applied to the PSD iteration
solver, and a geometric convergence rate is proved for the iteration. A few numerical examples
are presented to demonstrate the robustness and efficiency of the PSD solver.

Key words. Cahn-Hilliard equation, variable mobility function, convex splitting numerical
scheme, energy stability, preconditioned steepest descent iteration solver, iteration convergence
analysis.

1. Introduction

The Allen-Cahn (AC) [1] (non-conserved dynamics) and Cahn-Hilliard (CH) [4]
(conserved dynamics) equations are well known gradient flows with respect to a
particular free energy. Suppose that Q@ C RY (with d = 2 or d = 3) is a bounded
open domain. The CH free energy functional is formulated as

2
0 56 = [ (36— 30+ 5IV6R ) ax

for any phase field function ¢ € H*(S2), where ¢ is an interface width parameter.
This free energy is termed regular since it is defined for all ¢ € H*(£2). Other free
energies, such as those only defined for 0 < ¢ < 1, are possible but will not be
considered here. For simplicity, we assume that ) is a rectangular domain, and
periodic boundary conditions for ¢ are enforced. The standard CH equation is the
conserved gradient flow with respect to the free energy functional (1):

(2) ¢t =V- (M(¢)Vu), (= 04E = ¢ — ¢ — £2Ad.
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This equation is termed degenerate if there are values of ¢ for which M(¢) =0. A
common choice for the degenerate case is

(14+0)(1-9), —1<¢o<1
0, o] > 1.

Otherwise, the equation is non-degenerate. Often times, researchers assume that
M = 1, for simplicity. In this paper, we will consider the non-degenerate, non-
constant case. In particular, we will assume that, for all ¢,

(4) 0< My < M(¢p) < M; < .
A specific example that we could consider might be the mobility

0, lp] > 1,
which is a regularized version of (3). The regularization parameter § is assumed to
be a fixed value, independent on €. Subsequently, the following energy dissipation
law is available, which comes from the gradient structure of (2):

d

(©) GE0) == [ M@)Vaax <o

Of course, the usual mass conservative property is valid, i.e., fQ Oy dx = 0, which
follows from the conservative structure of the equation.

There have been extensive numerical works for the Cahn-Hilliard equation. In
particular, energy stability has attracted more and more attentions, since it plays
an essential role in the accuracy of long time numerical simulation. The standard
convex splitting scheme, pioneered by Eyre’s work [16], is a very useful approach to
obtain the energy stability at a numerical level. This framework treats the convex
part of the chemical potential implicitly and the concave part explicitly. In turn, the
unique solvability and energy stability could be theoretically justified by a convexity
analysis. An extension to the second order energy stable numerical schemes have
also been reported, based on either Crank-Nicolson [12, 15, 24, 25] or BDF-type [10,
43] temporal discretization. Similar ideas have been widely applied to various
gradient flows, and both first and second order accurate (in time) algorithms have
been developed. See the related works for the phase field crystal (PFC) equation and
the modified phase field crystal (MPFC) equation [2, 3, 27, 39, 42]; epitaxial thin
film growth models [5, 9, 34, 38]; non-local Cahn-Hilliard-type models [21, 22, 23];
the Cahn-Hilliard-Fluid and related models [6, 7, 13, 14, 20, 26, 41]; et cetera.
Other than these numerical algorithms, which preserve the energy dissipation in
the original phase variable, a few other numerical works have been reported for the
reformulated physical system with an introduction of certain auxiliary variables,
such as the scalar auxiliary variable (SAV) approach [35, 36, 37]. Some linear
numerical schemes with stabilization approach [30, 31, 32, 40] have been reported
as well.

Most existing numerical works have been focused on the Cahn-Hilliard flow with
a constant mobility function, and the numerical investigation of variable mobility
gradient flow turns out to be limited. In addition, the numerical implementation
for the variable mobility equation is usually challenging. In this article, we look at
a first order accurate in time, energy stable numerical scheme for the Cahn-Hilliard
equation, propose a nonlinear iteration solver, and provide a theoretical analysis
for the convergence of the solver. For simplicity, we use apply the convex splitting
method for the chemical potential, in which the nonlinear term and the surface

(3) M(9) = {
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diffusion term are treated implicitly, which the expansive concave term is explicitly
updated. In addition, the mobility function is computed explicitly, so that the
discretization of the temporal derivative corresponds to an elliptic operator. This
in turn ensures the unique solvability of the numerical scheme. The energy stability
follows from the convex splitting structure of the numerical scheme.

Based on the fact that the numerical method is equivalent to a minimization
of a strictly convex energy functional (at the numerical level), we propose the
preconditioned steepest descent (PSD) solver for the numerical implementation of
the scheme. The PSD solver for the nonlinear p-Laplacian was considered in a
pioneering work [28], while an application of the PSD algorithm to a more general,
regularized elliptic equation is analyzed in a more recent work [18], in which a much
sharper iteration convergence rate has been established if a higher order diffusion
term is involved. For the convex splitting numerical scheme applied to the Cahn-
Hilliard equation with variable mobility function, the PSD solver turns out to be
a very robust tool. The key idea is to use a linearized version of the nonlinear
operator as a pre-conditioner to get the search direction. In more details, at each
iteration stage, the surface diffusion operator is kept the same as the original form, a
constant-coefficient linear operator is used to approximate the nonlinear part in the
chemical potential, while a discrete version of (—A)~*! is formulated to approximate
the temporal derivative, coupled with the variable mobility function. The resulting
equation (for the search direction) could be very efficiently solved with the help
of FFT, due to the fact that all the linear operators have eigenfunctions exactly
same as the Fourier basis functions. Subsequently, once the search direction is
obtained, a one-parameter optimization (of the numerical energy functional) over
the search direction is taken. In fact, it is a strictly convex optimization in terms of
the parameter, the Newton’s iteration could be very efficiently implemented. Since
the main computation cost at each iteration stage is associated with the Poisson-
like solver to obtain the search direction, the numerical implementation of the PSD
algorithm is decomposed into the sequence of the Poisson-like solvers.

In addition, we provide a theoretical analysis for the convergence rate of the
PSD iteration algorithm, which turns out to be highly challenging, due to the non-
linearity of the numerical scheme, and the variable mobility nature. Fortunately,
we are able to recast the equations as equivalent minimization problems involving
strictly convex functionals in Hilbert spaces. Because of this fact, the convexity
analysis enables us to theoretically derive the convergence analysis for the nonlin-
ear iteration solver. In particular, the non-increasing numerical energy (at each
iteration stage) indicates a uniform discrete L* bound of the numerical solution in
the iteration process, and this nonlinear estimate will play a very important role.
Moreover, a careful application of discrete Sobolev embedding makes a connection
between the discrete L* norm and the corresponding energy norm associated with
the precondition stage. All these techniques lead to theoretical justification of the
geometric convergence rate for the PSD iteration solver, which is the first result for
variable mobility gradient flow equations, to the best of our knowledge.

The rest of this paper is organized as follows. In Section 2, we describe the
finite difference discretization of space, recall some basic facts and formulate the
first order convex splitting numerical scheme for the variable-mobility Cahn-Hilliard
flow. In Section 3, we propose the PSD iteration solver, and provide a theoretical
analysis of the geometric convergence rate. Some numerical results are presented in
Section 4. Concluding remarks are given in Section 5. For completion, an optimal
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rate convergence analysis of the convex-concave numerical approximation scheme
for the PDE is provided in Appendix A.

2. Review of the numerical scheme

2.1. The finite difference spatial discretization. The standard centered finite
difference spatial approximation is applied. We present the numerical approxima-
tion on the computational domain © = (0, 1)? with a periodic boundary condition,

and Ax = Ay = Az = h = % with V € N to be the spatial mesh resolution

throughout this work. In particular, f;;x stands for the numerical value of f at
the cell centered mesh points ((i + 3)h, (j + 3)h, (k + 3)h), and we denote Cpe, as
Coer == {([fijk)fijk = fitan,j+BNk+ N> Vi, J, k.o, B,y € L},

with the discrete periodic boundary condition imposed. In turn, the discrete average
and difference operators are evaluated at ((i+1)h, (j+2)h, (k+3)h), ((i+3)h. (j+
Dh, (k+ 4)h) and ((i + $)h, (j + 3)h, (k + 1)h), respectively:

1

1
Aafivi k= 3 (firrgp + fijk) s Dafivsjn =7 (fivrik — figr),

h
1 1
Ayfigrsn =5 Figrin+ fign). Dyfijisn =5 (Figrie = fige)
1 1
Acfijrss = 3 (figkrr + fijk), Dzfijrry = 7 (fijowr = fijk) -
Conversely, the corresponding operators at the staggered mesh points are defined

as follows:

1
afijr =5 (ff+%,j,k + fﬁ%,j,k> v dafije =
1

T T
itk T fi—é,j,k> ;
Yy e Yy Y Yy —
Aylijk = 5 ( ik T fi,jf%,k) oy S =

y y
fi,jJr%,k - fi,jfé,k) )
1 z z z z z
9 (fi,j,m% + fi,j,kfé) o defijk = ( igkt+d i,j,k7%> :
In turn, for a scalar cell-centered function g and a vector function f = (f*, 1Y, 5T,
with f7, f¥ and f* evaluated at ((i+1)h, (j+3)h, (k+3)R), ((i+3)h, (j+1)h, (k+
DR, ((i + 3)h, (j + $)h, (k + 1)h), respectively, we define

9f == (Aag - " Ayg - ¥, Asg - 1),
and the discrete divergence is defined as

(1) V- (gf3i7j7k =dy (Aag - )i jp +dy (Ayg - ) s+ e (Azg- 7)1

In particular, if f: Vio = (D¢, Dy, D,¢)T for a certain scalar grid function ¢,
the corresponding divergence becomes

(8) Vi (gVio), k= dy (Aeg - Do), ; ptdy (Ayg - Dy¢)i,j,k+dz (29 D20); ;1 -

]

—~

S = =

azfijn =

Of course, when g = 1, have

(9) (Ah¢)i,j,k =Vp- (Vh¢)- ik =dy (Dz(ls)i,j,k + dy (Dy¢)i7j,k +d. (Dz¢)i,j7k :

i.j
For two cell-centered grid functions f and g, its discrete L? inner product and
the associated ¢2 norm are defined as

N
og) =0 " figwgiges  Ifll2 = ()2,

i,5,k=1
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In turn, the mean zero space is introduced as Coper = { f €Cper

0="7=y{f.0) }
Similarly, for two vector grid functions f: (F= 19 T, G = (9%, 9, 9%)T, with
F7(9%), Y (), f* (97) evaluated at ((i + 1), (j + 3)h, (k+ 3)h), (i + 3)h, (j +
Dh, (k+ 2)h), ((i+3)h, (+ )R, (k+1)h), respectively, the corresponding discrete
inner product is defined as

[£.9) = 17 g7+ 19" %), + 177

where

9% = (aa(f797), 1), (1Y, 9%), = (ay(fY9%), 1), [F7,97], == (a=(f797), 1).
In addition to the discrete || - ||2 norm, the discrete maximum norm and ¢? norm
are defined as
(10) A1 == (fP 1), 1<p<oo, [fll = _max |fijxl-

1<4,5,k<N

Moreover, the discrete H. ,}b and H,% norms are introduced as

VRS I3 = [Vaf. V] = [Daf. Dafly + Dy f. Dyf], + D f, D f],,
17 = 115+ IVafl3 s 113 = £ 15 + 1Anfl3.

The summation by parts formulas are recalled in the following lemma; the detailed
proof could be found in [24, 39, 41, 42], et cetera.

Lemma 2.1. (24, 39, 41, 42] For any 1), ¢, g € Cper, and any f = (7, f¥, £.)T, with
f2. 1Y, f# evaluated at ((i +1)h, (j + 3k, (k+ 3)h), ((i+ 3k, (G +1)h, (k+ 3)h),
((i43)h. (j+2)h, (k+1)h), respectively, the following summation by parts formulas
are valid:

-

(1) (@ Va-F) = [V, f], (.0 (9Vh) = -~ [Vat, gVl

In addition, some notation needs to be introduced to facilitate the analysis in
later sections. For any ¢ € Cper and a positive cell centered grid function g (at a
point-wise level), the weighed discrete norm is defined as

(12) Il oo = /o L5 ()),
where ¢ = C;l(cp) € Coper is the unique solution to the discrete Poisson problem
(13) Ly(h) = =Vi - (gVay) = ¢.

In the simplified case of g = 1, it is obvious that £4(¢) = —Ap1), and the discrete
H; " inner product and H; ' norm are introduced as (@1, p2) 1., = (¢1, (=An) " Lp2),

and [[ol|—1,n = V/{p, (=An)"1e).

2.2. The first order convex splitting numerical scheme. The mobility func-
tion at the face-centered mesh points are defined as

(Mk)ﬂ—%,j,k = AI(M(d’k))H%J,kv
(14) (Mk)i,jJr%,k = Ay(M(¢k))i,j+%,k:
(Mk)i,j,k-i—% = AZ(M(qSk))i,j,k-i—%'
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The following finite difference scheme could be applied to the variable-mobility
Cahn-Hilliard equation (2): given ¢* € Cper, find ¢**+! € Cpe, such that

¢k+1 _ d)k 5
(15) S = Vi (MEVh ) L = (@R - gk 2Rt
Regarding the energy stability analysis, the following discrete energy is intro-
duced:

1 1 g2
(16) En(9) = 716l — 51913 + S IVaoli3

The unique solvability and energy stability properties are stated in the following
theorem.

Theorem 2.2. Given ¢* € Cper, there exists a unique solution okt ¢ Cper to the
numerical scheme (15) with ¢FT1 — ¢F ¢ Cper- In addition, the following energy
stability estimate is valid:

(7) Bn(@"+) + At MOV, Vit < ("),
Proof. The following nonlinear operator is introduced:
vk -t k 3_ .2
(18)  Nu(@) = (~ Vi (MEVR)) (6 6F) + Atg® — 2AtAL0.
The numerical scheme (15) can be expressed equivalently via the following nonlinear
system
(19) Ni(9) = [ = Atg".

Meanwhile, we observed that solving (19) is equivalent to minimizing the following
discrete energy functional:

2 At

1 A
(20)  In(0) = 5lo— Iy + TN+ IVl — (£0)

which is defined over the admissible set
Wy, = {¢k+1 € Cper ¢k+1 - ¢k € éper} .

Moreover, Jj, is strictly convex in terms of ¢. As a result, the unique solvabili-
ty of (19) is a direct consequence of the strict convexity of Jj, following similar
arguments as in [42].

The energy stability estimate (17) comes from the convex splitting structure of
the numerical scheme. The details are left to interested readers. O

3. The preconditioned steepest descent iteration solver

3.1. The nonlinear iteration solver. The numerical energy functional Jy,(¢) is
convex, and its first and second order functional derivatives could be represented
in the weak form as

(21)
85(6)(®) = ( (= V- (MEV0))  (6=6"), v(+AL{S", v)+2 AUV A0, Tiv)—(F,v),

for any v € Coper, and

(22) 82J(¢)(v,w) = <(—Vh-(./\>lkvh))_lv,w>+3At(¢>2v,w>+62At<th,Vhw>,
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for any v, w € Coper. Applying the discrete Holder inequality on (21) and (22) yields
the following bounds:

(23)

3

136 (@) < 10l -2, vl +ALS] [v]ls+e2 At [Vidlly IVrvlla 1 fllays 101l
and

(24)

2
1657 (¢) (v, w)] < loll gy, lwll =y +3AL[Sl (vl lTwll, + XAt ||V, [|Viw]l, -

Again, the discrete numerical energy functional is given by (20). For the discrete
| - |l =1 , the following estimate has been derived in a recent work [33]; the readers
1k

are referred for this article for the detailed proof.

Lemma 3.1. [33] Assume that the mobility function M(¢*) has uniform lower and
upper bounds, such that 0 < Mo < MF < My. For any g € Cper, we have

MO 2 2 Ml 2
(25) WHQH—M < ||9||[;}41,c < Wg”gn—lﬁ'

Let us define the operator
(26) Aptp = (—Ah)il’(/) + Aty — EQAtAh’lﬁ,

for all ¢ € Coper. This operator is clearly symmetric and positive definite, and it can
be efficiently inverted using the FFT. The preconditioned steepest descent method
can be formulated as follows: ¢(°) := ¢* and, for n > 1,

(27) ¢(n+1) = ¢(n) + andy,
where the search direction d,, € Ccper is defined as the solution to
(28) Andn = [ — Nu(6'™),

and the step length «,, is the solution to
(29) = argming Ji, (6" + ad,) = argzero,, <5¢Jh(¢(”) + ad,), dn> .

Remark 3.2. In (28), the computation of f — Ny (o) is involves the computa-
tion of E;\;k. In fact, the computation of this inverse operator is equivalent to a
minimization of a quadratic energy, so that a preconditioned steepest descent (PSD)
solver could be applied. Extensive numerical experiments have implied a computa-
tional cost of approximately three Poisson solvers are sufficient to obtain a machine
error precision solution for this part. For the optimization problem (29), the New-
ton’s iteration could be applied to obtain an exact solution. Because of the one
parameter nature of the optimization, the Newton’s iteration turns out to be very
efficient. This approach has greatly improved the efficiency of the nonlinear itera-
tion process. Also see [8, 11, 17, 19, 44] for the applications of the PSD solver to
various gradient flow models.

3.2. The nonlinear iteration convergence analysis. The following lemma will
be used in the later analysis.

Lemma 3.3. The search direction d,, defined in (28) is the steepest descent direc-
tion, at the point ¢ € Wy, with respect to the norm || - 4, where

2 2 2 2
(30) %, = lunll=y g + At lunlly +* At [ Vauall; -
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Proof. By definition, the (normalized) steepest descent direction at the point v €
Wi, is a vector d € Cper satisfying

(31) ¢ Jn(v)(d) = = |15 Jn ()]l lldlly =1,
where |||, is an appropriate norm on V = Cpe, and ||- ||, is the standard dual
norm defined by
[96Jn(0) (w)]
(2) 106In (@)l :=  sup =S m,
weV=Cper v

From (28), the search direction for our scheme satisfies

(33) (Andn,v) = =05 Jn(6™) (), Vv € Cper-
Clearly, d,, is the Riesz representation of the functional —5¢Jh(¢(")) in the space
V with respect to the norm |- || 4, . As a consequence,
(34) ldalla, = ||Fan (™)),
and
n 2 n
(35) 8o n(@ ") (dn) =~ lldnlh, = |5 n (@) - Nall,
for all d, € V. O

Corollary 3.4. Let ¢\™ be the sequence generated by (27), then

(36) Jn( ) < (™).

Lemma 3.5. Let {¢\")} be the sequence generated by (27) and e, = Jy,(¢(™) —
Jn(¢), where ¢ = ¢**1 is the evact solution to (15). Then there exists a constant
C1, independent of €, such that

(37) It la < C1, ¥n > 0.
Proof. It follows from the Corollary 3.4 that
(38)
Jn(@T ) < U (@) < S Ip(81) = AtER(9F) < -+ < AtER(¢%) < ALCy,
where Cy > 0 is independent of h > 0. Since
e“At At
(39)  Jn(®) =5 ||¢ ¢’“H£—1 e ||¢>||4 IVaglls — At(¢*. ¢),
it follows that
At 8 2At
M) = T[]+ S [Taet| - Atk o)
At 4 E At At
> oo Hw M, = S U3+ 1613),
so that
At 4 At 2 At At
=4 (n) M| — Zsm 12 < k 20 Ak 2
1o, + 5 ||V - S1eIE < AtBeh) + S le I
(40) < AtCy + *||¢k||2
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Meanwhile, taking a look at the detailed form of Ej(¢¥), we observe that
Co > En(¢")

Lokeya Ly kg2 g k|2
= gle%li=5lle" 2 + S IVie™l

() > Lkt - it SIvaeti3

= 3 4 9 9 h 25
where we have used the following quadratic inequality:

1 1 1
(42) §x4 2:1:2>f§, Va eR.
Then we get
(43) l6¥]ls < (8Co + 4j)/*.
Furthermore, with an application of discrete Holder inequality, we arrive at
1/4

(44) 161> < 19414 1944 < (8Col +al2f?) .

Going back to (40), we get

L os e? (n))|2 (n) 1/2
(45) o™z + 5 IVae™llz — ||¢ 15 < Co+ 3 (8Co|9\ +4|Q7) .
Again, we apply a quadratic inequahty and observe that

1 1 1
46 NdNE = Z ™12 > — 20,
(46) SIo1E = Sl6™ 3 = — ol
Substitution of the last inequality into (45) yields
1, . n n 1/2
an  SIe SITLeIE < o+ 5 (8o + i) 4 o,
Therefore, we have
1/4
(48) 1614 < (8Co +4(8CoI + 41002 + 410l ) = €,
as desired. In a similar fashion, we also get
1/2

(49) V462 < =71 (260 + (8Co[Q] + 4122)/2 + |0
Note that constant C is e-independent. This completes the proof of Lemma 3.5. [

The following lemma gives a discrete 2-D Sobolev inequality, from H?! into L*;
the detailed proof could be found in an existing work [18].

Proposition 3.6. [18] For all ¢ € Coper, we have

3
(50) 1], < Bollél*, o IVadllz
for some constant By > 0 that depends only upon Q.

The following inequality plays an important role in the nonlinear iteration anal-
ysis.

Lemma 3.7. For any u,v € Coper, the following inequality is valid:

(51) (S Tn(w) = 5Jn (), u—v) = Callu— vl ,

where .
L . Mo 1 MgE _
CQ = min <M727/\/[1At ) .

N =
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Proof. A careful calculation reveals that

(52)

(O Jn () = 0pJn(v),u —v) = [lu— v”i}jk +EX ALV (u—v)|3 + At{u® —o® u—v).
Meanwhile, the following estimate is available:

(53) (w? —v®,u—v) >0.

As a consequence, we get

(0gTn(u) = ¢ Jn(v),u —v) > IIU—vHiEk+52At||Vh(u—v)II§

Mo 2
> T/[Q”u_v”%l,h+52At”vh(u_v)”2
1
Mo 1 2
> 2M%||u_v||2—l,h+552At|lvh(u_v)”2
1
MZe
(54) += 0= VAt u — 0|3,
My

in which the second step comes from inequality (25) (in Lemma 3.1), and the third

step is the direct consequence of the following Cauchy inequality:

(55)
My

1
Mgé‘\/;
Atflu =l -1n - [[Vi(u =)l
2M3 2

My

1 2
lu = vlZ1p + 52 AL [ Vi(u = 0); >

1
Mie

>0 VAt|u —vl3.

> 2008 R o
Finally, considering

2 2 2

(56) lu—= v, = llw=vl2y, + At Vi(u =)l + At [|Va(u =),
we conclude that estimate (51) is valid by choosing Cs as indicated above. ]

Lemma 3.8. The iteration error is defined as e, = Jn(¢™) — Jy(¢). With the
same assumptions as Lemma 3.5, we have

2
(67 en < (05Tn(0") = 857n(6), 0 = 6) < Ca |66 Tu (6|,
and
(58) 0376 (dns )| < Cu lldully,

for any 0™ in the line segment from ¢ to ¢tV where the constants Cs,Cy >
take the following forms:

At?

2 2
C3::Cglzmax(2, Ml, M; 1),
Mo Mge
1 .
Cy := max(1, My My?) + i 3T B2C2e 3 At

(59)

with C1, By as given in Lemmas 3.5, 3.6, respectively.

Proof. By convexity of Jp,, we have

(60) Tn(0™) = Jn(9) < (S Tn(6™) = 85 Tn(0), 6™ — ¢).
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With an application of inequality (51) in Lemma 3.7, we arrive at
Oo (@) = 8o Jn (@), 8 = &) = (S n(6™), ') — ¢)
< H6¢Jh<¢<">>H o=,

(61)

IN

stfoon ]« oo

Ap

IN

305" oot + 5
(05 Tn(8™) = 9T (9), 6™ = ).
Therefore, we can take constant Cz = Cy ' = max(2, At%e_l), such that

2
(62) € < (05In(0") = 84Tu(9), 0" = 6) < C |6 T (6| |

Next we derive a bound for ‘5§)Jh(9”‘)(dn, dy)|. We begin with an application of
(24):

(63) [5T(0")(dn, dn)| < ldnllzy, +BALI6" T+ ldnlT + At [ Vndll3-

With the help of the ¢4 estimate (37) (in Lemma 3.5), we get
(64) 10", < Cr.

On the other hand, an application of discrete Sobolev inequality (50) (in Proposi-
tion 3.6) indicates that

4 3
dnl®y 5 + €At [ Vidal ZT/4€ At | d,, ||21h [Vhdnl3

4
(65) > 3/452At4B 2\l
with the Young’s inequality applied in the first step. Consequently, a substitution
of (64) and (65) into (63) yields

M,

|02 J4(0™)(dn, dn)| < 7 I 1215 + 2 AL Vidnll5 + 3A¢ 1073 - [ldn 1}

(66) < <max(1,M1M02) +5 -34Bgc%ezmi) (ldnll 1, + %5 | Vadnll3),
Considering

2 2 2
(67) ldnllZ, = lldnl® 1 p + At lldnlly + > At [ Vadnl3
we conclude that estimate (58) is valid by choosing Cy = max(1, My My?) + 1.
3%B301267%Ati. Note that both By and C; are ¢, At independent. This finishes

the proof of Lemma 3.8. O
Remark 3.9. We see that C3 = O(1) if At = O(£?), while C3 = O(e 1At?)
with a small € value. A similar scaling law is available for Cy: Cy = O(e71) if

At = O(g?), while Cy = O(E_%At%) with a small € value.
For the case of d = 3, p = 4, the discrete Sobolev inequality becomes
(68) 9114 < Bolldll ¥y - IVal5 . ¥ € Cour
The estimates corresponding to (63)-(65) turn out to be
(69)  [037n(6")(dn, dn)| < lldnllz=, +3AL 0" [ 1dnlly + €*At [ Vndall3,



850 X. CHEN, C. WANG AND S.M. WISE

(70) 16™1l4 < C,

and
(71)

2 2 8 1.7 1 T 8
Il p+e> AL [ Vadally > WE“A“ dnll21 p[VRdnlls = /R

X ALS By 2 |dnll}
Then we get
|057(0") (dn, )|
(72) g(nwawAAlA4g%—k%-7%@a’%At%CfBg)mdnH§+625HAhdM@)
In comparison with (67), we conclude that estimate (58) is valid by choosing
Cy = max(1, MiMj?) + g 778~ T At C2BE.

Theorem 3.10. Let {¢(™} be the sequence generated by (27). Then
b
205C,°

Proof. For any « from the definition of the steepest descent direction, we apply
(58) from Lemma 3.8 and get

(73) en < Cieg, where Cp:=1-—

2
Tn(@™ + ady) = (™) = adyn(6™)(dn) + %5§Jh(9)(dn’dn)
(n) o 2
(74) < adgJn(9)(dn) + ?04 dnll4,
a? 2
- (—a+cC HéJ <">H .
( at 1) (|86 Tn (0 N

Hence the minimum achieved at «,, = C%; Then we have

€n+l — €n = Jh(¢(n+1)) - Jh((b(n))
(75) < T + andy) = Jn(6™)

= g5 Joene™,
o 264 ¢k V’.
Therefore,
1 2
€n — En41 Z ﬁ "6¢Jh(¢(n))"‘//
1
>
(76) - 20304 env
in which the estimate (57) of Lemma 3.8 was applied in the last step. Hence,
1

(77) ent1 < <1 - 20304) €n-
Then the desired result follows. O

In fact, by the representation formula (59), we see that C5 > 2, Cy > 1, so that

O<C5:17203#C4<1

Remark 3.11. A geometric convergence rate is assured by Theorem 3.10. Re-
garding the convergence constant, we observe that C3Cy = O(e™Y) for a time step
choice At = O(g?), while C3Cy = O(e_%At%) with a small € value. In turn, this
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estimate leads to a convergence rate of aff, with 0 < ag < 1 for At = O(g?), while
oap=1-— O(Atf%sg) in a general numerical set-up.

This analysis also verifies the following well-known fact observed in the exten-
sive numerical experiments: the steepest descent nonlinear iteration provides a fast
convergence for a small time step size. With a smaller value of e, the numerical
implementation becomes more and more challenging. Moreover, a small time step
size also accelerates the convergence speed for a small value of €.

The contraction estimate (77) is valid for the error of the discrete energy (20).
Meanwhile, such a contraction estimate is not directly available for the numerical
error of the original phase variable: ¢, := ¢(") — ¢. However, we are still able to
derive a geometric convergent estimate for such a numerical error. The functional
inequality is available

IO I6) = FaIn(8)an) + 55300 g, an)

1
= SO an )

Mo
W”Qn”%,h +
1

2
e~ At
” ” hqn”;

(78) .

Y

with 6 in the line segment from ¢ to ¢. Note that the second step comes from
the fact that d4J5(¢) =0, and the following fact is used in the last step:

(79) 36%(gn)? > 0.

As a direct consequence, we get

Moy e2At
sl s+ == IVaanllB <en
<C¢geo
n 1 k|2 At k|4 4
<(0)"( = 56 = ¥, + (1M1 = el
e2At
+ S IVR6 13 — IVaol3) + At(o*, 6 - 0))
(80) <At(Cs)" Ry,
where

1 2
R = 2 (16" 15 = 19114 + S (176" 15 = IVagll3) + (6%, 6 = 9).

This yields the geometric convergence analysis for the numerical error ¢,, in both
|- ||2 and discrete H} norms. We also notice that Ry = O(At), since ¢ is the exact
numerical solution ¢*+! for the convex splitting scheme.

4. Numerical results

4.1. Convergence test for the numerical schemes. In this subsection we per-
form a numerical accuracy check for the numerical scheme (15). The computational
domain is chosen as Q = (0,1)2, and the exact profile for the phase variable is set
to be

(81) O(z,y,t) = % sin(27z) cos(2my) cos(t).
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(a): At=0.01, €=0.05 (b): A 1=0.01, €=0.01

O

FIGURE 1. The discrete 2 numerical errors vs. the iteration num-
ber, with a spatial resolution N = 256. The numerical results are
obtained by the proposed PSD iteration solver. The time step
size and surface diffusion parameters are taken as: (a) At = 0.01,
e =0.05, (b) At =0.01, e = 0.01, and (c) At =0.02, £ = 0.05.

To make ® satisfy the original PDE (2), we have to add an artificial, time-dependent
forcing term. Then the numerical scheme (15) can be implemented to solve for (2).
In addition, we set the mobility function as

(82 M($) = 501+ 62)

Notice that this mobility function has a uniform lower bound M(¢) > 3.

First, we verify the efficiency and accuracy of the proposed PSD iterative solver.
The first time step is taken into consideration, and we take the spatial resolution
as N = 256 (with h = %) To investigate the iteration performance and its
dependence on certain parameters, such as the time step size At and interface
width e, we take three different parameter combinations: (a) At = 0.01, ¢ = 0.05,
(b) At = 0.01, £ = 0.01, and (c) At = 0.02, ¢ = 0.05. The discrete £? iteration
errors are displayed in Figure 1, in terms of the iteration number.

In all three cases, the geometric convergence rate has been clearly observed in
the iteration process, which justifies the theoretical analysis (80). In addition, the
convergence rate turns out to be faster with a smaller time step size At or a larger
surface diffusion parameter €, by making a comparison between (a) and (b), (a) and
(¢), respectively. This numerical behavior also agrees with the analysis outlined in
Remark 3.11. Meanwhile, all these iterations have reached the machine precision
within 40 iteration stages. In the practical computations, only 5 to 10 iteration
stages are needed at each time step.

Next, the accuracy check for the fully implemented numerical scheme is per-
formed. The spatial resolution is fixed as NV = 256 so that the spatial numerical
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Numerical error

T

FIGURE 2. The discrete £? and /> numerical errors versus tem-
poral resolution Np for Ny = 100 : 100 : 1000, with a spatial
resolution N = 256. The numerical results are obtained by the
computation using the numerical scheme (15). The surface dif-
fusion parameter is taken to be ¢ = 0.5. The data lie roughly
on curves C' N, “e for appropriate choices of C, with a. = 1.3463,
confirming the first order temporal accuracy of the scheme.

error is negligible. The final time is set as 7' = 1, and the surface diffusion pa-
rameter is taken as ¢ = 0.5. Naturally, a sequence of time step sizes are taken as
At = NLT with Ny = 100 : 100 : 1000. The expected temporal numerical accuracy
assumption e = C'At indicates that In |e| = In(CT) — In N, so that we plot In |e|
versus. In N7 to demonstrate the temporal convergence order. The fitted line dis-
played in Figure 2 shows an approximate slope of -1.3463, which in turn verifies at

least first order temporal convergence order in both the discrete £2 and ¢°° norms.

4.2. Numerical simulation of coarsening processes. In this subsection, we
perform a two-dimensional numerical simulation showing the coarsening process
with variable mobility function (82). The computational domain is set as ) =
(0,1)2, and the interface width parameter is taken as e = 0.005. The initial data
are given by
(83)

?,j =0.05-(2r;; — 1), r;; are uniformly distributed random numbers in [0, 1].

The numerical scheme (15) is implemented for this simulation. For the temporal
step size At, we use increasing values of At in the time evolution: At = 5x 10~ on
the time interval [0,0.5], At = 10~* on the time interval [0.5,3] and At =2 x 104
on the time interval [3,7]. Whenever a new time step size is applied, we initiate the
two-step numerical scheme by taking ¢! = ¢°, with the initial data ¢° given by
the final time output of the last time period. The time snapshots of the evolution
by using € = 0.005 are presented in Figure 3, with significant coarsening observed
in the system. At early times many small structures are present. At the final time,
t =7, a single structure emerges, and further coarsening is not possible.

In particular, the long time characteristics of the solution, especially the ener-
gy decay rate, are of great scientific interests. For the epitaxial thin film growth
and polynomial-approximation Cahn-Hilliard gradient models, certain theoretical
analysis [29] has provided an upper bound of the energy decay rate as t=1/3 and
some numerical experiments have also demonstrated such a scaling law [10, 12].
Meanwhile, for the Cahn-Hilliard flow with variable mobility function, the energy
dissipation law has also been an interesting issue. In this article, we provide some
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{SPECER)

t=0.05

b sh g g

Figure 3. (Color online.) Snapshots of the phase variable ¢ at
the indicated time instants over the domain Q = (0,1)2, & = 0.005,
with the solution-dependent mobility (82). Finally, there is a single
structure at t = 7.

FIGURE 4. Log-log plot of the temporal evolution the energy Ej,
for e = 0.005, with a variable mobility function given by (82).
The energy decreases like a.t’ until saturation. The red lines
represent the energy plot obtained by the simulations, while the
straight lines are obtained by least squares approximations to the
energy data. The least squares fit is only taken for the linear part
of the calculated data, only up to about time ¢ = 100. The fitted
line has the form act’, with a. = 0.01895, b, = —0.3845.

numerical evidences. Figure 4 presents the log-log plot for the energy versus time,
with the given physical parameters, in which the discrete Ej is defined as (16).
The detailed scaling “exponent” is obtained using least squares fits of the com-
puted data up to time t = 100. A clear observation of the a.t’ scaling law can
be made, with a., = 0.01895, b, = —0.3845. It is amazing to obtain an energy
dissipation scaling index for the Flory-Huggins Cahn-Hilliard flow in the long time
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numerical simulation, which is close to the t /3 scaling observed in the polynomial
approximation model.

5. Concluding remarks

In this article, the preconditioned steepest descent (PSD) iteration solver is con-
sidered to implement a first order convex splitting numerical scheme, combined with
the finite difference spatial discretization, to the Cahn-Hilliard equation with vari-
able mobility function. The convex-concave decomposition is applied to the energy
functional, while the mobility function is explicitly updated to ensure the unique
solvability. In terms of the numerical implementation of this nonlinear numerical
scheme, coupled with a variable-mobility approximation, we propose a precondi-
tioned steepest descent iteration solver in the computation, since the implicit parts
of the numerical scheme are associated with a strictly convex energy. Such an it-
eration solver consists of a computation of the search direction (involved with a
Poisson-like equation), and a one-parameter optimization over the search direction,
in which the Newton’s iteration becomes very powerful. At a theoretical level, a
geometric convergence rate is proved for the PSD iteration, which is the first such
result for the variable-mobility gradient flows. In addition, an optimal rate conver-
gence analysis and error estimate have also been established for the fully discrete
finite difference scheme. A few numerical examples are presented to demonstrate
the robustness and efficiency of the PSD solver.
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Appendix A. The convergence analysis for the numerical scheme

In this appendix we provide an optimal rate convergence analysis for the fully
discrete scheme (15). Let ® be the exact PDE solution for the variable-mobility
Cahn-Hillaird equation (2). With sufficiently regular initial data, it is reasonable
to assume that the exact solution has regularity of class R, where

(A1) @ eR:=H*(0,T;Cper(Q) N H' (0,T;C2..(2)) N L™ (0,T;CS..()) .

per per

Theorem A.l. Given initial data ®(-,t = 0) € CS,.(Q), suppose the exact solu-

per

tion for the wvariable-mobility Cahn Hilliard equation (2) is of regularity class R.
Then, provided At and h are sufficiently small, and under the linear refinement
requirement C1h < At < Cyh, we have

k
. . /
(A2) @k =6t + (ArD (V@ - g)E) T < a4 n),
j=1

for all positive integers k, such that t, = kAt < T, where C > 0 is independent of

At and h.

Proof. A careful application of Taylor expansion for ® gives

(I)kJrl o (Dk
At

with the local truncation error ||[7%+1||y < C(At+ h2). In turn, the numerical error
function is introduced at a point-wise level:

(A.4) P =d™m — ™, Vm >0.

(A.3) =V, - (Mkvh<(¢k+1)3 _ ok _ EzAh(DkJrl)) 4okt
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In turn, subtracting (A.3) from (15) leads to

PRt _ gk y y
Sar = Ve (et - v
(A.5) + MEVL(NFT = o — £2Ahq~5k+1)) + R+
where
(46) NP s (@10 (6410 = A
(A7) NEFL = (§FH1)2 4 phHLgh+1 | (gh+1)2)
(AS) Vk:+1 = ((I)k:+l)3 _ (I)k _ 52Ahq)k+l.

The exact solution ® has the following bounds:
(4.9) @l o =) < Css 187 < Cs, ¥m 2 0.
Since V™! only depends on the exact solution, we assume a discrete W bound:
(A.10) V™ o + VAV oo < Cs, ¥Ym > 0.

Since the numerical scheme (15) is unconditionally energy stable, we have

(A.11) Ep(¢™) < Ep(¢™ 1) < -+ < Bp(¢°) < Co,.
so that
(A.12) 6™l sy < Co := CeH(Co + Cq).

Consequently, with an application of 3-D Sobolev inequality (C.1), we conclude
that

(A.13) |66 < Cllé™ |y < Cr 2= CCo, ¥m > 0.

In addition, we make an a-priori assumption for the numerical error function at the
previous time step:

(A.14) IVhé*lla <1,

and this assumption will be recovered by the convergence estimate at the next time
step. As a result, the Wé  bound of the numerical solution at t* becomes available:

(A.15) IVr6"lla = [IVa(2* = 6")]la < [Va®*[la + [ V4d"[l4 < C5 + 1.
Taking an inner product with (A.5) by 2%+ leads to
L ofiskrn2 TRN2 |Gkt Tky2
= (165113 = 16813 + 14+ — 6%13)

(A.16) 2V, MEV, (VFHL — c2A,67+1))
=2V ¢ MIVLEF — (M(DF) — MFYTRVIHY) 2R Gy,

in which the summation by parts formulas have been applied.
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For the right hand side terms, the following estimates are available:
2V ", MG < 2 M(8M)]|oo - (IVaS Iz - [ VA" 2
(A.17) <2M VR 2 - [[VRgF 2 < Mu([Vad 3 + (| Vad®(13),
(A18)  [M(®F) = MF| = M/ (W) (@* — ¢)| = |M'(¢®))*| < MIgH|,
_ 2<th~5k:+1’ (M(q)k) _ Mk)vhvk+1>
<2V o - [M(@F) = M2 - ViVl
< 205V o - M| ¢F[|2 = 2C5 M ||V 12 - (|67
(A.19) < CsM([|Vrd* 5 + [16"113),
(A20)  2(rFL gL < [I7RHH (|93,
in which £¢®) is between ¢* and ®*. Notice that the uniform bounds for the mobility
function, My < M(¢) < My, as well as its derivative bound, |M’(¢)| < M, and
the W,"> bound (A.10) for V¥+1 have been used in the derivation.
For the nonlinear error term, we focus on the inner product in the = direction;
the corresponding analysis in the y and z directions could be similarly carried out.

Over any fixed mesh cell, from (4,7, k) to (¢ + 1,7, k), the following identities are
valid:

(A.21)

D (fg) = (Axf) - (Dzg) + (Azg) - (Dzf), (Axf)iz1/2.5k = %(fz‘,j,k + fit1,5.k),
(A.22)
DoNTH = Dy (NFTEOFHY) = (A NGHY) - (Do) + (DN ) - (Ad™ ).

For the first decomposition term in (A.22), we see that the nonlinear coefficient is
non-negative at a point-wise level, i.e., N2k+1 > 0, so that

(A.23) 2D ME (AN - (Dag™ ) 2 0,

in which the fact that M(¢*) > My has also been used. For the second decompo-
sition term in (A.22), we look at the part of D, ((¢**1)?). A further application of
the identity (A.21) implies that

Dy ((¢"F1)?) = 2(A,0"H) - (D" 1), so that
2(D, ¢ ME(DL((6"11)%)) - (Azd* )
(A.24) :4<qu~5k+l’ Mk(Aw¢k+l) i (Dz¢k+1) . (Awqgk—l—l»
<4 D" 6 - 1M [loo - 15 6 - 1D 12 - (165 6
<Cl ARG o - My - Co - Cr - 6" | < Coll AR o 6"+ |1,
with Cy = CCyC1 M, in which the discrete Sobolev inequalities (C.1), the discrete
H' and L% bounds for the numerical solution, given by (A.12), (A.13), have been
applied in the derivation. Similar estimates could be derived for two other expansion

terms of NQkH; the results are stated below, while the technical details are skipped
for the sake of brevity:

2(D; ", ME(DL((251)) - (Aa6")) < Cal| And* Iz - 165 |y

A.25 - . - - - -
( ) 2<Dm¢k+1,Mk(Dz(q)k+l¢)k+1)) . (Az¢)k+1)> < C3||Ah¢)k+l||2 X ||¢)k+1||H;1L’
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with C3 = C(CyCy + (C5)?)M; . Subsequently, a combination of (A.23)-(A.25)
leads to

(A.26) 2(Dy " MEDLNTH) < 3C3]| ARG 2 - 165 s

The estimates in the y and z directions are similar; the details are skipped for the
sake of brevity:

2(Dy ¢, MFDNTT) < 3C5 | ARG o - (165 12,
2(D.¢F ! MFDNFTY) < 3C3) 808" |2 - 165 |-

Then we obtain

(A.28)
2(Vad T MEVRNTHY) <903 Ang" 2 - |98 a2

(A.27)

1 - 81 2o 1 2,7 .
<SMoe|And B + S CEMG e (1653 + 1V ao 3.

For the nonlinear error estimate associated with the surface diffusion part, the
technical lemma in Appendix B is required. Finally, a substitution of (A.17)-(A.20),
(A.28) and (B.1) into (A.16) results in

L fyakeny2 Tk 2) 1 2 Tk+1)2
- - + = Moe?||Apgt T
ooy arUI9E - IOIE) + G MostAN G
<Cs(IVad" 113 + IIVR®(13) + Co(l6™ 1113 + 167]13) + I7+113.

with Cs = My +CsM 4+ 81C53 My e 2 +2e2MW) | Cg = OsM 4+ 81C3Mgte 2 +1,
Meanwhile, an application of Cauchy inequality implies that

Cs|Vid™ 3 = — Cs5(0™, And™) < Cs[16™ |2 - | And™ (|2
(A-30) <2022 |12 1 2IA, ™12 —k kel
<205e " llo™ 2 + Mo And™ I3, m =k, b+ 1.

A substitution of (A.30) into (A.29) results in
L (yakt1y2 Tk 2) 1 2 Tk+1)2
— — — A +
A 2 (19418 = 19418 + Mot i
<(Cs +2C3*) (1" 113 + 167 ]13) + I7+115.
An application of discrete Gronwall inequality implies that
B 1 k+1 _
(A.32) 1654113 + Mo At D [ Ang I3 < C(AL* + 1Y),
=1
so that an optimal rate convergence estimate has been established.
Recovery of the a-priori assumption (A.14)
With the optimal rate error estimate (A.32) at hand, we are able to obtain the
following error bounds at time step t*+1:
C(At + h?
(7_’;) < C’(At% 4 h%)

i 7

(A33) |82 < C(AL+1?),  ARg" 2 <

in which the linear refinement constraint C’lh < At < C’gh has been applied. In
turn, an application of the discrete Sobolev inequality (C.1) implies that

(A.34) V@ e < [ And™ |2 < C(ALE +13) <1,

provided that At and h are sufficiently small. Therefore, the a-priori assump-
tion (A.14) is valid at the next time step t**1, so that an induction analysis could
be applied. This finishes the convergence analysis.
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Appendix B. A technical lemma

The following technical lemma is needed in the proof of the convergence of the
numerical scheme. The notation and the assumptions are the same.

Lemma B.1. Under the point-wise bounds, Mo < M* < My, |IM'(¢)| < M, and
the a-priori bound (A.15) for the numerical solution at the previous time step, we
have

_ <vhq;m+1’M(¢m)thhq3m+1>
1 - -
(B.1) 2§M0|\Ah¢m+1|\§ — MW |V,gm 3,

where the constant M1 only depends on My, My, Cs, Cy and M.
Proof. An application of summation by parts implies that
(B.2)  —(Vag"™ ", M(¢™)VaARd™ ) = (Apg™ !, Vi - (M(¢™) Vg™ ).

Meanwhile, at a fixed grid point (i, j, k), a detailed finite difference expansion reveals
that

Vi - (M(@™)VRe™ )ik

=(M™)i j kD@
1 m Tm+1 m Tm-+1
+ §(D-T(M¢ )i+%,j,kD$¢i+%,j7k +Dw(M¢ )i*%,j,kDZ¢i_%7j’k)
+ %(Dy(Mqﬁm)i,j-i-%,kquﬁZ:l%’k + Dy(M(z)m)i,j—%,kDy(bZtI;Q
1 m Tm—41 m Tm+1
+ §(DZ(M¢ )'L’,j,k+%D2¢i7]‘7k+% + DZ(M(b )i,j7 _%quﬁi,j,kf%)'

Subsequently, an application of discrete Holder inequality leads to

(Vg™ M(¢™) VARG
=(Apd™ T, V- (M(¢™)VRe™ )
>min(M(¢™)) - |Ang™ 3

— [IVA(M(@™)lla - IVRE™ 4 [|And™ |2

Meanwhile, the following bound is available for ||V (M@™)|4:

[VRM(@™Nla <M (lloc - 10™ 14 + IM (D)oo - [IVaO™[4)
(B.4) <M -CC + M1||[Vio™|4
<M - Cél +M1(Cs + 1) = é4a
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in which the a-priori estimates (A.13), (A.15) have been applied. Going back (B.3),
we arrive at

— (Vad™ !, M(¢™) Vi And™ )
=(And™ Vi - (M(6™)VR™H))
>Mol|2nd™ 5 = Cal Vi la - 1206 |12
> Mo 8™ — CCAV ™1 - 1406 |
> Mol|And™ 3 — CCLIVRE™ 5 - | Ang™ |

ARG |2

3
1
2
z
1
2

im 1 im m
>Mol| Ang™ 3 - Mol Ané 5 = MOYVRgm 3
1 ~ -
:§M0||Ah¢m+1||§ — MWV, 3,

in which the Sobolev inequality (C.2) has been applied in the second step, and the
Young’s inequality has been applied in the last step. Moreover, M @) only depends
on My and Cy, henceforth on Cy, Cs, My and M. This finishes the proof of
Lemma B.1. O

Appendix C. Some discrete Sobolev inequalities

The following inequalities were used in the proof of convergence of the numerical
scheme.

Lemma C.1. For any 3-D periodic grid function f (over cell centered mesh points),
we have

(C.1) [flle < Clifllag: IViflle < CllARSl2;
1 3
(C.2) [Vaflla < ClIVRElZ - 1 ARSIz -
Proof. Due to the periodic boundary conditions for f and its cell-centered repre-

sentation, it has a corresponding discrete Fourier transformation:

K
_ FN 2mi(bx; +my.; +nzp
(C.3) fiik = E fe,m,n,e (zip1/2+myjt1)2 k+1/2)’
Lmn=—K

with féNm ,, the discrete Fourier coefficients. And also, its extension to a continuous
function is given by

K

(C4) fF(x, y) = Z f[j,\fmvne2ﬂi(€$+my+nz).
Lmn=—K

Parseval’s identity (at both the discrete and continuous levels) implies that

N-1 K K

(05) Z ‘f’h] = NB Z |fé],vm,n|2a ||fF||2 - Z |flgj[m,n‘2

,7,k=0 Lmn=—K {mn=—K

Based on the fact that hIN = L, this in turn results in

K

(C.6) £ = 1fel? = D" 1fmn

{m=—K

2
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For the comparison between f = D, f and 9, fr, we look at the following Fourier
expansions:

fiv1,56 — fijk

Dafivijgr = o
K
(C.7) = Z MefeNm nEQWi(@mHeryjH/2+2k+1/2)’
{mn=—K
K
(C8) Oz fF (;p’ Y, Z) = Z Vlfév\’myne27rz(€w+my+nz)’
lmn=—K
with
2isin({mh
(C.9) = _%’ Ve = —2Uri.

A comparison of Fourier eigenvalues between |u,| and |vg| shows that
(C.10) %|1/g\ < pel < ve|, for —K<({<K,

which in turn leads to

(©1) 2 oufell < 1D2fl, < 10 frl

A similar estimate could also be derived:

(©12) 210,56l < 1Dy 1, < 10,5, 210 fill < 1D F < 10 el

A combination of (C.6), (C.11) and (C.12) yields

2
(C.13) el < 1fllmy < I f el

Meanwhile, the following estimate has been established in recent works [8, 19]: For
a 3-D periodoic grid function f, we have

p .
(C14) 151 < /Sl with p= 1.6
As a result, by taking p = 6, we obtain the discrete Sobolev inequality
(C.15) Ifle < V3l fells < Cllfella < Cllfllm-

in which the Sobolev embedding (for continuous functions) has been applied at the
second step, while the estimate (C.13) has been recalled in the last step.

The second inequality in (C.1) could be proved in a similar manner.

The inequality (C.2) is based on the following estimates

(C.16) IViaflla < V2| Vfele, (similarly),
(C.17) IVafllz < IVfell, 1ALl < [Afell,
(C.18) IV fells < CIV fel - |Afe] T

This finishes the proof of Lemma C.1. O
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