
A high-order multiscale discontinuous Galerkin
method for two-dimensional Schrödinger

equation in quantum transport

Bo Dong∗and Wei Wang†

Abstract
We develop and analyze a high-order multiscale discontinuous Galerkin

(DG) method for two-dimensional stationary Schrödinger equations in
quantum transport. The solution of the problem under consideration
has oscillations mainly in one direction, so we include oscillatory non-
polynomial basis functions in that direction and use polynomial basis
in the other direction to approximate the solution. We prove that
the resulting method converges with an optimal order when the mesh
size is sufficiently small. Numerically we observe that the method
converges on coarse meshes and achieves optimal higher-order conver-
gence when the mesh size is refined to the scale of the wave length.
Numerical results show that the method can capture highly oscillating
solutions of Schrödinger equations more effectively than standard DG
methods with polynomial basis.
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1 Introduction

We develop, analyze, and numerically test a new multiscale discontinu-
ous Galerkin (DG) methods for the following two-dimensional second-order
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equation
−ε2∆u− f(x, y)u = 0, (1.1)

where ε > 0 is a small parameter and f(x, y)> 0 is a real-valued smooth func-
tion. This type of equation has the application to the stationary Schrödinger
equation in the modeling of quantum transport in nanoscale semiconductors
[14, 5, 15, 19],

− ~2
2me

∆ϕ+ V (x, y)ϕ = Eϕ, (1.2)

where ~ is the reduced Plank constant, me is the effective mass, V (x, y) is the
total electrostatic potential in the device, E is the injection energy, and the
solution ϕ(x, y) is the complex-valued wave function. By defining ε = ~√

2me
,

f(x, y) = E−V (x, y), the Schrödinger equation (1.2) is in the form of model
equation (1.1), in which ε describes the microscopic/macroscopic scale ratio.
In the case of constant f , a particular solution to the Schrödinger equation
(1.2) is given by a single plane wave, u = exp( i

ε
ξ · x), for any given wave

vector ξ with |ξ| =
√
f and direction vector x ∈ R2. It is clear that the

solution u features oscillations with frequency 1/ε. The highly oscillatory
nature of the solutions poses a huge challenge to the traditional numerical
methods because they require extremely refined meshes and thus tremendous
amount of computer memory and CPU time to capture such high frequency
oscillations. Thus, we are interested in developing multiscale methods which
incorporate the multiscale information of the problem into the finite element
spaces to solve for highly oscillatory solutions on coarse meshes.

Multiscale DG methods with non-polynomial basis functions have been
developed and studied in the literature, including [1, 20, 12, 21, 7, 13, 19, 18,
22]. Previous work of multiscale methods in solving stationary Schrödinger
equations (mainly for one dimension) include multiscale finite element meth-
ods [16, 17, 5, 4, 15, 3] and multiscale discontinuous Galerkin method [19,
9, 10] etc. In [19], Wang and Shu first proposed a third-order multiscale DG
method with an exponential space E2 based on WKB approximation for
one-dimensional Schrödinger equation. In [10], we extended the method to
arbitrarily higher order multiscale DG method with the exponential space
Ek for any positive integer k. In [14], a local DG method was developed for
two-dimensional Schrödinger equation by using the E2 space in one direction
and the polynomial space in the other direction. Numerically the method
was observed to have the third-order convergence, but error analysis was not
available.
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It is challenging to construct high order multiscale DG methods for gen-
eral Schrödinger equations in two-dimensional space. In the one-dimensional
case, the solution of Schrödinger equation oscillates only in one direction
and WKB asymptotics provides a good approximation to the solution. In
the general two-dimensional setting, Schrödinger equation can have solutions
that oscillate in any direction, and WKB approximation is not available for
multidimensional case. Therefore, it is difficult to incorporate the oscilla-
tory nature of the solution into the two-dimensional basis functions. In this
work, we consider the case that the solution of Schrödinger equation mainly
oscillates in one direction due to boundary conditions and extend our one-
dimensional high-order multiscale DG methods in [10] to two-dimensional
space. This will serve as a stepping stone for the development of efficient mul-
tiscale finite element methods for more general two-dimensional Schrödinger
equations.

In this paper, we take the space of approximate solutions as tensor prod-
uct of functions in each dimension. In the direction that the solution has
stronger oscillation, we use the one-dimensional approximation space Ek in
[10] which incorporates the fine scale information of the problem in exponen-
tial basis functions. In the other direction that has less or no oscillation, we
use standard polynomial basis. The numerical traces in our DG formulation
have penalty terms with complex coefficients. When the penalty parameters
are taken to be zero, the numerical traces are the same as the minimal dis-
sipation local discontinuous Galerkin (MD-LDG) method in [8]. When they
are nonzero, our method is different from local DG methods and the pure
imaginary penalty terms in the numerical traces allow us to estimate the
jumps of errors at element interfaces using an energy argument. Numerical
results in [9] show that penalty terms also help reduce resonance errors. To
get estimates on errors in the interior of elements, we consider a dual prob-
lem and prove that the method has optimal high-order convergence when
the mesh size is sufficiently small using a duality argument. Numerical ex-
periments show that our method converges on coarse meshes where standard
DG methods do not. When the meshes are refined, the errors of our method
are several magnitudes smaller than standard DG methods using the same
number of basis functions. In the application of solving Schrödinger equation
from quantum transport, our method can accurately capture oscillatory solu-
tion on coarse meshes where standard DG methods produce spurious waves.

The rest of the paper is organized as follows. In Section 2, we introduce
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our model problem and define the multiscale DG method. In Section 3, we
state and prove the error estimates. Numerical results are shown in Section
4. Finally, we conclude in Section 5.

2 Multiscale DG method: The Methodology

We consider the following 2D problem
−ε2∆u− fu = 0, in Ω,

u = uD on ΓD ⊆ ∂Ω,
∂u
∂n
− iω u = 2iωg on ΓN = ∂Ω \ ΓD,

(2.1)

where Ω is a rectangular domain, f = f(x, y) > 0, ω is a positive number,
i is the imaginary unit, and uD and g are given boundary functions. This
type of problems have applications in modeling the 2D quantum transport
phenomena in semiconductor devices, such as resonant tunneling diode [6],
nanoscale metal–oxide–semiconductor field-effect transistor (MOSFET) [16,
17, 4], and quantum directional coupler [14].

To define our multiscale DG method for the model problem (2.1), we
rewrite it as a system of first order equations

q − ε∇u = 0, (2.2a)

−ε∇ · q − fu = 0 (2.2b)

with the boundary conditions

u = uD on ΓD, (2.2c)

q · n− iεωu = 2iεωg on ΓN . (2.2d)

We partition the domain using rectangular mesh, letting Ωh = {Kij =
Ii × Jj|Ii = (xi− 1

2
, xi+ 1

2
), Jj = (yj− 1

2
, yj+ 1

2
), i = 1, · · · , Nx, j = 1, . . . , Ny},

∂Ωh := {∂Kij|Ki,j ∈ Ωh} be the collection of the boundaries of all elements,
Eh be the set of all faces, and E i

h := Eh \ ∂Ω be the set of all interior faces.
We use the notation xi = 1

2
(xi− 1

2
+ xi+ 1

2
), yj = 1

2
(yj− 1

2
+ yj+ 1

2
), ∆xi =

xi+ 1
2
− xi− 1

2
, ∆yj = yj+ 1

2
− yj− 1

2
, ∆x = max

i=1,··· ,Nx

∆xi, ∆y = max
j=1,··· ,Ny

∆yj, and

h = max{∆x,∆y}.
Next, we introduce the finite element spaces and the weak formulation of

the approximate solutions, as well as the numerical traces that appear in the
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weak formulation. For the multiscale finite element spaces in two-dimensional
space, since the solution oscillates mainly in x-direction due to the boundary
condition, we use the non-polynomial basis Ek [10] in x-direction and the
polynomial basis P k in y-direction. We define

Mk := {v ∈ L2(Ωh) | v|Kij
∈ Ek|Ii ⊗ P k|Ij , ∀Kij ∈ Ωh},

and
Mk := {w = (w1, w2) |wi ∈Mk, i = 1, 2},

where

Ek|Ii =

{
span{eiω(x−xi), e−iω(x−xi)}, if k = 1,

span{eiω(x−xi), e−iω(x−xi), 1, x, · · · , xk−2}, if k ≥ 2,

and P k|Jj = span{1, y − yj
∆yj

, · · · , (y − yj
∆yj

)k}.

Similar to our previous work in one dimension [10], the constant ω in the
exponent of the basis of Ek is from the boundary condition in Eq. (2.1), and
it is related to the wave frequency of the model problem. We remark that
if the solution mainly oscillates in y-direction, the space is defined similarly
with Ek in y-direction and P k in x-direction.

The weak formulation of our DG methods for Eq. (2.2) is to find approx-
imate solutions (uh, qh) ∈Mk ×Mk such that

(qh,w)Ωh
+ (εuh,∇ ·w)Ωh

− 〈εûh,w · n〉∂Ωh
= 0 (2.3a)

(εqh,∇v)Ωh
− 〈εq̂h, vn〉∂Ωh

− (fuh, v)Ωh
= 0 (2.3b)

for any test functions v ∈Mk and w ∈Mk. Here, we have used the notation

(ϕ, v)Ωh
=
∑
i,j

∫
Ki,j

ϕv dxdy, (ψ,w)Ωh
=
∑
i,j

∫
Ki,j

ψ ·w dxdy,

〈ϕ, v〉∂Ωh
=
∑
i,j

∫
∂Ki,j

ϕvds, 〈ψ,w〉∂Ωh
=
∑
i,j

∫
∂Ki,j

ψ ·wds,

where v is the complex conjugate of any function v and n is the unit outward
normal vector.

The choice of numerical traces plays a key role for the definition of DG
methods, and different numerical traces lead to different DG methods [2]. To
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define our numerical traces, let us introduce some notation. At any interior
element interface e ∈ E i

h shared by two elements K1 and K2, the average and
jump of a scalar function v are given by

{v} =
1

2
(v1 + v2), [[vn]] = v1n1 + v2n2,

where vi = v|∂Ki
and ni is the unit normal vector on e pointing exterior to

Ki for i = 1, 2. Similarly, for a vector-valued function w, we set

{w} =
1

2
(w1 +w2), [[w · n]] = w1 · n1 +w2 · n2.

At any boundary edge e ∈ ∂Ω, we simply let

[[vn]] = vn, [[w · n]] = w · n.

In our schemes, we define the numerical traces as follows. At an interior
element interface e ∈ E i

h,

ûh =u−h − i β [[qh · n]], (2.4a)

q̂h =q+
h + iα [[uhn]], (2.4b)

where
v− = {v}+ ρ0 · [[vn]], v+ = {v} − ρ0 · [[vn]],

w− = {w}+ ρ0[[w · n]], w+ = {w} − ρ0[[w · n]],

where ρ0 is any function on Eh such that for any point e ∈ ∂K ∩ Eh,

ρ0 · nK(e) =
1

2
sign(w0 · nK(e)),

where w0 is any nonzero piecewise constant vector in H(div,Ω). In analysis,
we assume that the penalty parameters β and α are positive constants, which
allows us to carry out error analysis in a way similar to [11, 9]. In imple-
mentation, these penalty parameters can be taken as zero, and the numerical
traces will be the same as those for the standard MD-LDG method in [8].
We remark that we can recover the scheme in [14] by taking k = 2 and zero
penalty parameters in our method.

On the domain boundary ΓD, we define the numerical traces by

〈ûh, v〉ΓD
= 〈uD, v〉ΓD

, (2.5a)

q̂h = qh+iθ(uh − ûh)n on ΓD, (2.5b)
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where the penalty parameter θ > 0 on Γ+
D := {e ∈ ΓD : w0 · nK(e) > 0} for

MD-LDG in [8]. On the boundary ΓN , we let

〈ûh, v〉ΓN
= 〈uh + i

γ

εω
Rh · n, v〉ΓN

, (2.5c)

〈q̂h,w〉ΓN
= 〈qh − (1− γ)Rh,w〉ΓN

, (2.5d)

where γ can be any real constant in (0, 1) and Rh := qh − iεω(uh + 2g)n.
Note that the numerical traces on ΓN are defined so that they satisfy the
following equation,

〈q̂h · n− iεω ûh, v〉ΓN
= 〈2iεωg, v〉ΓN

for any v ∈ Vh,

which is similar to the boundary condition (2.2d) for the exact solutions.

3 Error estimates

In the rest of the paper, we use the notation ‖ · ‖s,D for Hs(D)-norm. We
drop the first subindex if s = 0, and the second subindex if D = Ω or Ωh.
To carry out error analysis, we start with introducing some projections.

3.1 Projection

We first define a local projection Π for scalar-valued functions, which
is the tensor product of L2-projections in each direction. For any element
Kij = Ii × Jj ∈ Ωh,

Π = Πx ⊗ Πy : Hs(Kij)→ Ek|Ii ⊗ P k|Jj ,

where Πx and Πy are the L2-orthogonal projections onto Ek|Ii and P k|Jj ,
respectively. Similarly, we can define a L2-projection for vector-valued func-
tions. For any ρ = (ρ1, ρ2) ∈ [Hs(Kij)]

2, we let

Πρ = (Πρ1,Πρ2).

It is easy to see that the projection Π and Π have the following orthogonality
properties: for any ξ ∈ Hs(Kij) and ρ ∈ [Hs(Kij)]

2,

(ξ − Πξ, v)Kij
= 0 for any v ∈ Ek|Ii ⊗ P k|Jj , (3.1a)

(ρ−Πρ,w)Kij
= 0 for any v ∈ [Ek|Ii ⊗ P k|Jj ]2. (3.1b)

For the L2-projections Π and Π, we have the following approximation
properties.
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Lemma 3.1. Let ξ ∈ Hs+1(K) and ρ ∈ [Hs+1(K)]2, s ≥ 0, for any K ∈ Ωh.
If h is sufficiently small, we have

‖ξ − Πξ‖K ≤Chmin{s,k}+1‖ξ‖s+1,I ,

‖ξ − Πξ‖e ≤Chmin{s,k}+ 1
2‖ξ‖s+1,I , ∀e ∈ ∂K,

‖ρ−Πρ‖K ≤Chmin{s,k}+1‖ρ‖s+1,I ,

‖ρ−Πρ‖e ≤Chmin{s,k}+ 1
2‖ρ‖s+1,I , ∀e ∈ ∂K,

where C is independent of h.

The lemma above can be proved in the same way as the approximation
estimates of Πx in Lemma 3.2 in [10], which is based on Taylor expansions
of basis functions for sufficiently small h. To avoid redundancy, we omit the
details here.

3.2 Error Equations

For ease of presentation, we use the following notations. We let

eu = u− uh, δu = u− Πu, ηu = Πu− uh,
eq = q − qh, δq = q −Πq, ηq = Πq − qh.

Then
eu = δu + ηu, eq = δq + ηq.

It is easy to see that the exact solution (u, q) and the approximate solution
(uh, qh) both satisfy the weak formulation (2.3). Thus, using the orthogonal-
ity properties of the projections in (3.1), we get the following error equations

(ηq,w) + ε(ηu,∇ ·w)− ε〈êu,w · n〉 = 0, (3.2a)

ε(ηq,∇v)− ε〈êq, vn〉 − (feu, v) = 0. (3.2b)

Here, for simplicity, we have dropped the subindex if an integral is over Ωh

or ∂Ωh.
We also have the following lemma on the errors of numerical traces at

interior edges and boundary edges.

Lemma 3.2. On any interior face, we have

êω = δ̂ω + η̂ω for ω = u, q,
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where

δ̂u = δ−u − iβ[[δq · n]], η̂u = η−u − iβ[[ηq · n]],

δ̂q = δ+
q + iα[[δun]], η̂q = η+

q + iα[[ηun]].

On the boundary, we have

êu =

{
0 on ΓD

eu − i γεωeR · n on ΓN
and êq =

{
eq + iθeun on ΓD

eq − (1− γ)eR on ΓN
,

where eR = eq − iεωeun.

The proof of Lemma 3.2 is just straight forward calculations by using the
definition of numerical traces in (2.4) and (2.5).

3.3 Error estimates

Now let us state our main results and we postpone the proofs to the
next subsection. We first have the following theorem on the estimates of the
projections of the errors at the element interfaces.

Theorem 3.3. Suppose that (u, q) is the exact solution to the problem (2.2)
and (uh, qh) is the solution of the multiscale DG method defined by (2.3)-
(2.5). When α > 0, β > 0, θ > 0, 0 < γ < 1, 0 < C0 < f < C1 for some
constant C0 and C1, and h is sufficiently small, we have

‖[[ηun]]‖2
Eh

+ ‖[[ηq · n]]‖2
E i
h∪ΓN

≤ Chk+1‖ηu‖+ Ch2k+1(‖u‖2
k+1 + ‖q‖2

k+1),

where C is independent of h but may depend on ε.

We would like to point out that the conditions on the penalty parameters
α, β, θ, γ in Theorem 3.3 are for the purpose of error analysis. Our numerical
experiments in Section 4 show that the method still works well when α =
β = γ = 0. We would also like to mention that the error estimate above is
only for h small enough. But our numerical results show that the method
has at least the second-order convergence on coarse meshes and higher order
convergence on fine meshes.

For the projections of errors in the interior of the domain, we have the
following optimal convergence result.

9



Theorem 3.4. Under the assumption of Theorem 3.3, we have

‖ηu‖ ≤ Chk+1(‖u‖k+1 + ‖q‖k+1),

where C is independent of h but may depend on ε.

Using Theorem 3.4, the approximation property of the projection Π in
Lemma 3.1, and triangle inequality, we get the following error estimate.

Theorem 3.5. Under the assumption of Theorem 3.3, where h is sufficiently
small, we have

‖u− uh‖ ≤ Chk+1(‖u‖k+1 + ‖q‖k+1),

where C is independent of h but may depend on ε.

3.4 Proofs

In this subsection, we prove the error estimates in Theorem 3.3 and The-
orem 3.4. We first use an energy argument to get a G̊arding type equality
on the projection of errors in Lemma 3.6. Since the second-order equation in
(2.1) is not coercive, we will not be able to estimate the energy in the interior
from the G̊arding’s equality. But the jump coefficients in ûh and q̂h in (2.4)
are chosen to be purely imaginary, so we can separate the real and imaginary
parts of the equality and estimate the jump terms at cell interfaces from
the imaginary part to prove Theorem 3.3. This approach has been used in
[11, 7] for Helmholtz equation. Next, using properties of the two-dimensional
projections and a duality argument, we estimate the projection of the errors
in the interior of the domain for the proof of Theorem 3.4.

Let us start with showing the following lemma using an energy argument.

Lemma 3.6. We have that

L = R1 +R2,
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where

L =‖ηq‖2 − (|ηu|2, f) + iβε‖[[ηq · n]]‖2
E i
h

+ iαε‖[[ηun]]‖2
E i
h

+ iθε‖ηu‖2
ΓD

+ i
γ

ω
‖ηq · n‖2

ΓN
+ i(1− γ)ε2ω‖ηu‖2

ΓN

R1 =(ηu, fδu)

R2 =ε〈δ−u − iβ[[δq · n]], [[ηq · n]]〉E i
h

+ ε〈[[ηun]], δ+
q + iα[[δun]]〉E i

h

+ ε〈ηu, δq · n〉ΓD
− iθε〈ηu, δu〉ΓD

+ ε〈(1− γ)δu − i
γ

εω
δq · n, ηq · n〉ΓN

+ ε〈ηu, γδq · n+ i(1− γ)εωδu〉ΓN
.

Proof. Taking the complex conjugate of the error equation (3.2b), we have

ε(∇v, ηq)− ε〈vn, êq〉 − (v, feu) = 0. (3.3)

Taking w = ηq in (3.2a) and v = ηu in (3.3) and adding these two equations
together, we get

0 =(ηq, ηq) + ε(ηu,∇ · ηq)− ε〈êu, ηq · n〉
+ ε(∇ηu, ηq)− 〈ηu, êq · n〉 − (ηu, feu).

Using integration by parts, we have

0 =‖ηq‖2 + Θ− (ηu, fδu)− (|ηu|2, f), (3.4)

where
Θ = ε〈ηu, ηq · n〉 − ε〈êu, ηq · n〉 − ε〈ηu, êq · n〉.

Using Lemma 3.2 to rewrite êu and êq in Θ, we have

Θ = Θ|∂Ωh\∂Ω + Θ|∂Ω = A1 + A2 + A3 + A4,

where

A1 =ε〈ηu, ηq · n〉∂Ωh\∂Ω − ε〈η−u , [[ηq · n]]〉E i
h
− ε〈[[ηun]], η+

q 〉E i
h

A2 =− ε〈δ−u , [[ηq · n]]〉E i
h
− ε〈[[ηun]], δ+

q 〉E i
h

A3 =iβε〈[[δq · n]] + [[ηq · n]], [[ηq · n]]〉E i
h

+ iαε〈[[ηun]], [[δun]] + [[ηun]]〉E i
h

A4 =ε〈ηu, ηq · n〉∂Ω − ε〈êu, ηq · n〉∂Ω − ε〈ηu, êq · n〉∂Ω.
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It is easy to check that
A1 = 0

and

A3 = iβε〈[[δq·n]], [[ηq·n]]〉E i
h
+iβε|[[ηq·n]]|2E i

h
+iαε〈[[ηun]], [[δun]]〉E i

h
+iαε|[[ηun]]|2E i

h
.

Using Lemma 3.2, we get

A4 =ε〈ηu, ηq · n〉∂Ω − ε〈eu − i
γ

εω
eR, ηq · n〉ΓN

− ε〈ηu, (eq + iθeun) · n〉ΓD
− ε〈ηu, (eq − (1− γ)eR) · n〉ΓN

Since ew = δw + ηw for w = u, q,

A4 =− ε〈δu − i
γ

εω
eR, ηq · n〉ΓN

− ε〈ηu, δq · n+ iθ(δu + ηu)〉ΓD

− ε〈ηu, (δq + ηq) · n− (1− γ)eR〉ΓN
.

Note that

eR = eq · n− iεωeun = (δq + ηq) · n− iεω(δu + ηu)n.

After some calculations we get

A4 =− ε〈(1− γ)δu − i
γ

εω
δq · n, ηq · n〉ΓN

+ i
γ

ω
‖ηq · n‖2

ΓN

− ε〈ηu, δq · n〉ΓD
− ε〈ηu, iθδu〉ΓD

+ iεθ‖ηu‖2
ΓD

− ε〈ηu, γδq · n+ i(1− γ)εωδu〉ΓN
+ i(1− γ)ε2ω‖ηu‖2

ΓN

Plugging A2, A3 and A4 into Θ in (3.4), we get the conclusion.

Next we prove Theorem 3.3.

Proof. Taking the imaginary part of L in Lemma 3.6, we get

βε‖[[ηq · n]]‖2
E i
h

+ αε‖[[ηun]]‖2
E i
h

+ θε‖ηu‖2
ΓD

+
γ

ω
‖ηq · n‖2

ΓN
+ (1− γ)ε2ω‖ηu‖2

ΓN

≤|R1|+ |R2|.

Let us estimate |R1| and |R2|. Using Cauchy inequality, we get

|R1| = |(ηu, fδu)| ≤ ‖f‖∞‖δu‖ ‖ηu‖ ≤ C‖δu‖ ‖ηu‖ (3.5)
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and

|R2| ≤ Cε‖[[ηq · n]]‖E i
h
(‖δu‖∂Ωh\∂Ω + β‖δq‖∂Ωh\∂Ω)

+ Cε‖[[ηun]]‖E i
h
(‖δq‖∂Ωh\∂Ω + α‖δu‖∂Ωh\∂Ω)

+ Cε‖[[ηu]]‖ΓD
(‖δq‖ΓD

+ εθ‖δu‖ΓD
)

+ Cε‖ηq · n‖ΓN

(
(1− γ)‖δu‖ΓN

+
γ

εω
‖δq‖ΓN

)
+ Cε‖ηu‖ΓN

(
γ‖δq‖ΓN

+ (1− γ)εω‖δu‖ΓN

)
.

For α > 0, β > 0, θ > 0, 0 < γ < 1 and 0 < C0 < f < C1, we have

|R2| ≤ Cε
(
‖[[ηq · n]]‖E i

h∪ΓN
+ ‖[[ηun]]‖Eh

)(
‖δu‖∂Ωh

+ ‖δq‖∂Ωh

)
. (3.6)

The conclusion follows by using (3.5)-(3.6) and Lemma 3.1.

To prove Theorem 3.4, we consider the following dual problem.
ψ − ε∇ϕ = 0, in Ω,

−ε∇ ·ψ − fϕ = ξ, in Ω,
ϕ = 0 on ΓD,

ψ · n+ iεωϕ = 0 on ΓN ,

(3.7)

Assume that we have the following regularity for the dual problem

‖ψ‖1 + ‖ϕ‖1 ≤ C‖ξ‖, (3.8)

where C depends on ε.
We first prove the following Lemma using duality argument.

Lemma 3.7.
(ηu, ξ) = S1 + S2,

where

S1 =− ε〈ηu, δψ · n〉+ ε〈ηq, δϕn〉 − ε〈êq, δϕn〉+ ε〈êu, δψ · n〉,
S2 =((f − P0f)δu,Πϕ) + ((f − P0f)ηu, δϕ).

Proof. Using the dual problem (3.7), we have

(ηu, ξ) =(ηu,−ε∇ ·ψ − fϕ)

=− ε(ηu,∇ · δψ)− ε(ηu,∇ ·Πψ)− (ηu, fφ). (3.9)
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Let us rewrite the first two terms on the right hand side of (3.9). Using inte-
gration by parts and the orthogonality property of the projection Π (3.1b),
we have

−ε(ηu,∇ · δψ) = −ε〈ηu, δψ · n〉+ ε(∇ηu, δψ) = −ε〈ηu, δψ · n〉. (3.10)

Taking w = Πψ in the error equation (3.2a) and using the orthogonality
property (3.1b) and the dual problem, we get

−ε(ηu,∇ ·Πψ) =(ηq,Πψ)− ε〈êu,Πψ · n〉
=(ηq,ψ)− ε〈êu,Πψ · n〉
=(ηq, ε∇ϕ)− ε〈êu,Πψ · n〉
=(ηq, ε∇δϕ) + (ηq, ε∇Πϕ)− ε〈êu,Πψ · n〉.

Then using integration by parts, the orthogonality property of the projection
Π (3.1a), and the error equation (3.2b) with v = Πϕ, we obtain that

−ε(ηu,∇Πψ) =〈ηq, εδϕn〉 − (∇ · ηq, εδϕ) + (ηq, ε∇Πϕ)− ε〈êu,Πψ · n〉
=〈ηq, εδϕn〉+ ε〈êq,Πϕn〉+ (feu,Πϕ)− ε〈êu,Πψ · n〉.

(3.11)

Plugging (3.10) and (3.11) into (3.9), we get

(ηu, ξ) = S1 + S2,

where

S1 =− ε〈ηu, δψ · n〉+ 〈ηq, εδϕn〉+ ε〈êq,Πϕn〉 − ε〈êu,Πψ · n〉
S2 =(feu,Πϕ)− (ηu, fϕ).

Since êq and êu are single-valued, using Lemma 3.2 and the boundary con-
dition of the dual problem, it is easy to see that

−ε〈êq, ϕn〉+ ε〈êu,ψ · n〉 = 0.

So we get

S1 = −ε〈ηu, δψ · n〉+ ε〈ηq, δϕn〉 − ε〈êq, δϕn〉+ ε〈êu, δψ · n〉.

Using eu = δu + ηu, we can rewrite S2 as

S2 = (fδu,Πϕ)− (ηu, fδϕ).

This completes the proof.
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Now let us prove Theorem 3.4.

Proof. Taking ξ = ηu in Lemma 3.7, we get

‖ηu‖2 ≤ |S1|+ |S2|. (3.12)

Now let us estimate |S1| and |S2|. We first estimate S2. By Cauchy inequality
and Lemma 3.1,

|S2| ≤‖f‖∞‖δu‖‖Πϕ‖+ ‖f‖∞‖ηu‖‖δϕ‖
≤Chk+1‖u‖k+1‖ϕ‖+ Ch‖ϕ‖1‖ηu‖.

Using the regularity property, (3.8), we have

|S2| ≤ Chk+1‖u‖k+1‖ηu‖+ Ch‖ηu‖2. (3.13)

Next we estimate S1. Using the expressions of êu and êq in Lemma 3.2, after
some calculations we get

S1 =ε〈δ−u − iβ[[δq · n]]− iβ[[ηq · n]], [[δψ · n]]〉E i
h
− ε〈[[ηun]], δ+

ψ〉E i
h

− ε〈δ+
q + iα[[δun]] + iα[[ηun]], [[δϕn]]〉E i

h
+ ε〈[[ηq · n]], δ−ϕ 〉E i

h

− ε〈ηu, δψ · n〉ΓD
− ε〈δq − θ(δu + ηu)n, δϕn〉ΓD

+ ε〈(1− γ)δu − γηu − i
γ

εω
(δq + ηq) · n, δψ · n〉ΓN

− ε〈(γδq − (1− γ)ηq + (1− γ)iεω(δu + ηun), δϕn〉ΓN
.

So

|S1| ≤C
(
‖δu‖∂Ωh

+ ‖δq‖∂Ωh

)(
‖δϕ‖∂Ωh

+ ‖δψ‖∂Ωh

)
+
(
‖[[ηun]]‖Eh

+ ‖[[ηq · n]]‖E i
h∪ΓN

)(
‖δϕ‖∂Ωh

+ ‖δψ‖∂Ωh

)
.

Using Lemma 3.1 and Theorem 3.3, we get

|S1| ≤Chk+1(‖ϕ‖1 + ‖ψ‖1)(‖u‖k+1 + ‖q‖k+1) + Ch1/2(‖ϕ‖1 + ‖ψ‖1)‖ηu‖.
By (3.8), we have

|S1| ≤Chk+1‖ηu‖(‖u‖k+1 + ‖q‖k+1) + Ch1/2‖ηu‖2. (3.14)

Combining (3.12)-(3.14), for h sufficiently small, we have

‖ηu‖2 ≤Chk+1‖ηu‖(‖u‖k+1 + ‖q‖k+1),

which implies that

‖ηu‖ ≤Chk+1(‖u‖k+1 + ‖q‖k+1).

This completes the proof.
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4 Numerical results

In this section, we perform several 2D numerical tests using the proposed
multiscale DG methods. Since the solutions have oscillations mainly in x-
direction, we apply the multiscale DG methods with the multiscale spaces
M1 = E1 ⊗ P 1, M2 = E2 ⊗ P 2 and M3 = E3 ⊗ P 3.

In the first example, we show that the multiscale DG methods are able
to capture the oscillatory solution exactly if the solution is in the multiscale
finite element spaces. In the second example, we show the optimal order of
convergence of the multiscale DG for two levels of ε. In the third example,
we apply the method in the simulation of a two-dimensional Schrödinger
problem. In the second and third examples, we also compare multiscale
DG methods using Mk with traditional DG methods using Qk, where Qk

is the space of piecewise polynomials up to degree k in each variable and
has the same number of basis functions as Mk. Numerical results show
that our multiscale DG methods provide more accurate approximations than
traditional DG methods for these oscillatory solutions.

We would like to remark that we have tested multiscale DG methods
for different choices of penalty parameters, although our analysis requires all
penalty parameters to be positive and is inconclusive for zero penalty param-
eters. When the penalty parameters α and β are positive, the resulting linear
system involves a full matrix and is computationally expensive to solve on
fine meshes. When α and β are zeros, the matrix is banded and we are able to
solve on more refined meshes. In all our numerical tests, we take θ = 1/h on
Γ+
D and zero elsewhere, which is the same as the standard MD-LDG method

in [8]. From the numerical experiments, we observe similar magnitudes of
errors and the same orders of convergence when choosing different penalty
parameters in our method.

4.1 Constant f , ω =
√
f
ε

Example 4.1. In the first example, we consider the simple case of Eq. (2.1)
with constant function f(x) = 10. The boundary conditions are given as

ux(0, y) + iω u(0, y) = 2iω
ux(1, y)− iωu(1, y) = 0

u(x, 0) = ei
√
10
ε
x

u(x, 1) = ei
√
10
ε
x

,
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Table 4.1: Example 4.1: L2-errors by multiscale DG for f(x) = 10.

α = β = 0, γ = 0 α = β = 1, γ = 0.5
Nx ×Ny M1 M2 M3 M1 M2 M3

ε = 0.1 4× 4 4.79E-13 4.41E-13 7.47E-13 5.44E-13 5.62E-13 5.29E-13
8× 8 4.65E-13 3.17E-13 1.21E-13 5.11E-13 4.79E-13 6.59E-12

ε = 0.03 4× 4 9.30E-12 1.98E-11 2.08E-11 7.63E-12 1.14E-11 1.07E-11
8× 8 1.58E-11 1.98E-11 7.11E-11 1.39E-11 1.48E-11 1.32E-11

where ω =
√

10/ε =
√
f/ε. It has the exact solution u = ei

√
10
ε
x. In this

example, the exact solution lies in the multiscale finite element spaces. Thus
the proposed multiscale DG methods with these spaces are able to compute
the solution exactly with round-off errors. The L2-errors of the multiscale
DG methods with multiscale spaces M1, M2 and M3 are shown in Table 4.1
for two different levels of ε, i.e., ε = 0.1 and a smaller ε = 0.03. We tested
both the multiscale DG with zero penalty parameters α = β = γ = 0 and
positive penalty parameters α = β = 1, γ = 0.5. It is clear to see nearly
round-off errors in double precision for all results. We remark that in our
computations, the integrals involving exponential functions are integrated
numerically by quadrature rules which produces small errors.

4.2 Constant f , ω 6=
√
f
ε

Example 4.2. In this example, we consider a constant f(x) = 10 + ε2π2. The
boundary conditions are given as

ux(0, y) + iω u(0, y) = 2iω sin(πy)
ux(1, y)− iω u(1, y) = 0
u(x, 0) = 0
u(x, 1) = 0

,

where ω =
√

10/ε. It has the exact solution u = ei
√

10
ε
x sin(πy) which contains

a highly oscillatory wave function in the x-direction and a sine function in
the y-direction. The multiscale finite element spaces are able to capture the
oscillatory wave function in the x-direction.

We first perform the experiments for the multiscale DG with different
magnitudes of penalty parameters, i.e., α = β = 0, α = β = 0.1, and
α = β = 1. Table 4.2 and 4.3 list L2-errors and orders by multiscale DG for
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ε = 0.1 and ε = 0.03, respectively. We observe similar error magnitudes and
orders of convergence for different levels of penalty parameters.

Next, we compare our multiscale DG method with α = β = γ = 0 and
its traditional polynomial-based counterpart, the MD-LDG method, in the
same order of finite elements spaces. The number of elements we use for
the multiscale DG is one-fouth of those for the MD-LDG, because the multi-
scale finite element spaces are designed to effectively capture the oscillatory
solution even on coarse meshes.

Tables 4.4, 4.5, 4.6 and Tables 4.7, 4.8, 4.9 show the comparisons between
multiscale DG methods with multiscale spaces M1, M2 and M3 and tradi-
tional polynomial DG methods with Q1, Q2 and Q3 for ε = 0.1 and a smaller
ε = 0.03, respectively. From 4.4, 4.5, 4.6, we can see that when ε = 0.1,
h < ε, both multiscale DG methods with multiscale spaces M1, M2 and M3

and traditional polynomial DG methods with Q1, Q2 and Q3 achieve the op-
timal (k + 1)-th order of convergence. However, the errors of multiscale DG
methods are several magnitudes smaller than those of traditional polynomial
DG methods even if the mesh size of multiscale DG in x-direction is much
larger. When using a smaller ε, ε = 0.03, in Tables 4.7-4.9 we can still see
(k+1)-th order of convergence for multiscale DG methods at all mesh levels.
However, standard polynomial DG methods can not approximate the solu-
tions well until the mesh is refined to h < ε. For example, polynomial DG
methods with Q1 and Q2 do not have any order of convergence until mesh is
refined to 64×64. We remark that due to the limit space in single processor,
we are not able to compute polynomial DG methods Q3 with 64×64 in Table
4.6 and 4.9.

4.3 Applications to 2D Schrödinger Equation

Example 4.3. In this example, we apply the multiscale method to a 2D sta-
tionary Schrödinger problem on the domain [0, 1]× [0, 1],

−ε2∆φ+ V (x, y)φ = Eφ,
φx(0, y) + iω φ(0, y) = 2iω,
φx(1, y)− iω φ(1, y) = 0,
φ(x, 0) = 0,
φ(x, 1) = 0.

We let ε = 0.03, the energy E = 1, the external potential V (x, y) =
1
2

sin x cos y − 1, and ω =
√

2/ε.
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Table 4.2: Example 4.2: L2-errors and orders of accuracy by multiscale DG
for ε = 0.1.

α = β = 0, γ = 0 α = β = 0.1, γ = 0.5 α = β = 1, γ = 0.5

Nx ×Ny error order error order error order

M1 4× 4 2.95E-02 – 2.64E-02 – 1.84E-02 –
8× 8 6.70E-03 2.14 6.43E-03 2.04 4.34E-03 2.08

16× 16 1.66E-03 2.01 1.61E-03 2.00 1.07E-03 2.02

M2 4× 4 1.77E-03 – 1.70E-03 – 1.66E-03 –
8× 8 2.20E-04 3.01 2.12E-04 3.01 2.51E-04 2.72

16× 16 2.62E-05 3.07 2.61E-05 3.02 3.16E-05 2.99

M3 4× 4 9.47E-05 – 8.35E-05 – 6.10E-05 –
8× 8 5.07E-06 4.22 4.94E-06 4.08 3.53E-06 4.11

Table 4.3: Example 4.2: L2-errors and orders of accuracy by multiscale DG
for ε = 0.03.

α = β = 0, γ = 0 α = β = 0.1, γ = 0.5 α = β = 1, γ = 0.5

Nx ×Ny error order error order error order

M1 4× 4 3.03E-02 – 2.44E-02 – 1.73E-02 –
8× 8 7.46E-03 2.02 6.44E-03 1.92 4.25E-03 2.03

16× 16 1.67E-03 2.16 1.61E-03 2.00 1.05E-03 2.01

M2 4× 4 2.05E-03 – 1.62E-03 – 1.61E-03 –
8× 8 3.06E-04 2.74 2.15E-04 2.91 2.36E-04 2.77

16× 16 2.67E-05 3.52 2.62E-05 3.04 2.97E-05 2.99

M3 4× 4 8.37E-05 – 8.00E-05 – 6.10E-05 –
8× 8 5.19E-06 4.01 4.96E-06 4.01 3.52E-06 4.12

Table 4.4: Example 4.2: Comparison between multiscale DG M1 and poly-
nomial MD-LDG Q1 for ε = 0.1.

multiscale M1 polynomial Q1

Nx ×Ny error order Nx ×Ny error order
8× 8 7.55E-01

4× 16 1.83E-03 – 16× 16 2.55E-01 1.56
8× 32 4.42E-04 2.05 32× 32 4.53E-02 2.49
16× 64 1.05E-04 2.08 64× 64 1.09E-02 2.06

19



Table 4.5: Example 4.2: Comparison between multiscale DG M2 and poly-
nomial MD-LDG Q2 for ε = 0.1.

multiscale M2 polynomial Q2

Nx ×Ny error order Nx ×Ny error order
8× 8 2.49E-01

4× 16 9.07E-05 – 16× 16 2.93E-02 3.09
8× 32 3.31E-06 4.78 32× 32 3.38E-03 3.12
16× 64 4.08E-07 3.02 64× 64 4.18E-04 3.02

Table 4.6: Example 4.2: Comparison between multiscale DG M3 and poly-
nomial ND-LDG Q3 for ε = 0.1.

multiscale M3 polynomial Q3

Nx ×Ny error order Nx ×Ny error order
8× 8 5.50E-02

4× 16 5.80E-07 – 16× 16 3.23E-03 4.09
8× 32 2.46E-08 4.56 32× 32 2.02E-04 4.00
16× 64 1.32E-09 4.22 64× 64 – –

Table 4.7: Example 4.2: Comparison between multiscale DG M1 and poly-
nomial MD-LDG Q1 for ε = 0.03.

multiscale M1 polynomial Q1

Nx ×Ny error order Nx ×Ny error order
8× 8 7.06E-01

4× 16 2.21E-03 16× 16 7.15E-01 -0.02
8× 32 4.29E-04 2.37 32× 32 6.98E-01 0.03
16× 64 1.05E-04 2.03 64× 64 3.16E-01 1.14
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Table 4.8: Example 4.2: Comparison between multiscale DG M2 and poly-
nomial MD-LDG Q2 for ε = 0.03.

multiscale M2 polynomial Q2

Nx ×Ny error order Nx ×Ny error order
8× 8 7.22E-01

4× 16 5.19E-05 – 16× 16 7.03E-01 0.04
8× 32 3.36E-06 3.95 32× 32 4.86E-01 0.53
16× 64 4.18E-07 3.01 64× 64 1.59E-02 4.93

Table 4.9: Example 4.2: Comparison between multiscale DG M3 and poly-
nomial MD-LDG Q3 for ε = 0.03.

multiscale M3 polynomial Q3

Nx ×Ny error order Nx ×Ny error order
8× 8 7.16E-01

4× 16 4.37E-07 – 16× 16 7.32E-01 -0.03
8× 32 5.41E-08 3.01 32× 32 3.16E-02 4.54
16× 64 1.40E-09 5.27 64× 64 – –
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Figure 4.1: Example 4.3: reference solution.

We do not have the formula of the exact solution. The reference solutions
are computed by polynomial DG P 2 with mesh 80 × 80 in Figure 4.1. On
Figure 4.2, we compare the numerical results by multiscale DG M1 and
polynomial DG Q1 on the same coarse mesh 32 × 32. We can see that for
the same degree of freedom, multiscale DG M1 is able to capture the shape
and height of the waves pretty well. However, polynomial DG produce very
spurious waves. This is because standard polynomial DG needs h < ε in
order to resolve the small oscillations in the solution. When the mesh is
refined, standard polynomial DG will be able to approximate the solution
well. Next, we compare the numerical results by multiscale DG M2 with
polynomial DG Q2 on coarse mesh 16×32; see Figure 4.3. Again, we observe
that multiscale DG M2 is able to capture the oscillatory waves very well, but
polynomial DG Q2 with the same coarse mesh produces spurious waves.
Therefore, the multiscale DG is able to approximate the solution on coarse
mesh and uses less degree of freedom than standard polynomial DG. Thus it
is more efficient and accurate than the standard DG methods for solving the
problems involving small scales.

5 Concluding remarks

In this paper, we extend our previous work on the high order multiscale
discontinuous Galerkin method for one-dimensional stationary Schrödinger
equations to two-dimensional space. The solution under consideration has
frequency change mainly in one direction, so we use oscillatory non-polynomial
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Figure 4.2: Example 4.3: Numerical solutions 32 × 32. Left: multiscale DG
M1. Right: polynomial DG Q1.
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Figure 4.3: Example 4.3: Numerical solutions 16 × 32. Left: multiscale DG
M2. Right: polynomial DG Q2.
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basis functions in that direction and polynomial basis in the other direction.
We prove that the resulting DG method converges with an optimal order
when the mesh size h is small enough. Numerically we observe that the
method converges on coarse meshes and has an optimal convergence order
when the mesh size is refined to the scale of the wave length. Numerically,
we show the accuracy and convergence order of second order, third order and
fourth order multiscale discontinuous Galerkin (DG) methods and compare
them with traditional polynomial DG methods. We also demonstrate their
ability to capture highly oscillating solutions of the Schrödinger equation in
the application of the stationary Schrödinger equations. In the future work,
we would like to investigate the explicit dependence on the parameter ε in the
error estimates. We would also like to develop the multiscale discontinuous
Galerkin method for more general two-dimensional problems with oscillatory
solutions in both directions.
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