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The uneven spread of COVID-19 has resulted in disparate experiences for marginalized
populations in urban centers. Using computational models, we examine the effects of
local cohesion on COVID-19 spread in social contact networks for the city of San
Francisco, finding that more early COVID-19 infections occur in areas with strong
local cohesion. This spatially correlated process tends to affect Black and Hispanic
communities more than their non-Hispanic White counterparts. Local social cohesion
thus acts as a potential source of hidden risk for COVID-19 infection.
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The spread of COVID-19 has infected millions globally (1) and, in the United States,
this has disproportionately affected Black and Latino populations (2). The COVID-19
pandemic has been shown to spread unevenly over social and geographic space (3-5);
however, the mechanistic connections between contact network structure and infection
hazard are not fully understood. Here, we show that small differences in local social
cohesion can result in large disparities in infection rates by race and ethnicity as observed
in the United States (6).

While long-term outcomes are important, we specifically aim to understand how
the disparities in infection by race and ethnicity arise eatly in the pandemic. In the
initial phase of an emerging pandemic, risks are unclear, nonpharmaceutical interventions
(e.g., masking, distancing) are not yet implemented, and behavioral changes are rarely
widespread; yet it is precisely at this point that the virus has the greatest opportunity
to penetrate the population, with the capacity to provide particular harms to vulnerable
communities.

Using a previously published explicit contact network model based on viral dynamics
in the early COVID-19 pandemic (3), we examine the network properties that drive
differences in initial infection hazard. As Fig. 1 shows, wild-type severe acute respiratory
syndrome coronavirus 2 (SARS-CoV-2) does not diffuse readily through linear “infection
chains” with multiple intermediates; even when multiple, parallel chains connect two
individuals, many chains are required to achieve a large infection risk. By contrast, SARS-
CoV-2 spreads extremely well through cohesive subgroups, where multiple, redundant
ties provide numerous avenues for infection to occur. Being connected to an infective by
shared membership in even a fairly small cohesive group results in a dramatic increase
in infection risk, due to the factorial increase in the number of potential infection paths
with group size. For example, an otherwise isolated susceptible linked to an infective via
a clique of only six individuals has a 50% probability of becoming infected; to reach the
same infection probability by connection with independent paths of the type shown in
Fig. 1 would require maintaining 38 contacts involving 76 intermediaries. This suggests
that small differences in social cohesion can lead to large disparities in infection risk for
wild-type SARS-CoV-2, much as small differences in partnership concurrency have been
shown to drive disparities in HIV risk (7).

To determine whether these network effects would be expected to manifest under
realistic conditions, we employ the above model (3) to study early pandemic infection
hazards in the city of San Francisco, CA, a major city with a diverse population
that suffered significant disparities in pandemic outcomes. We examine the period
before March 24, 2020, 1 wk after infection data became available for the four ma-
jor racial/ethnic groups; by this time, the infection was already spreading throughout
the city, and significant racial and ethnic disparities in incidence had emerged. The
observed patterns of disparity are typical of what would be expected given the un-
derlying network process, with disparities in infection risks being greatly enhanced by
differences in social cohesion. As we further show through simulation, these differences
are expected to be geographically correlated, leading to a high-risk “floodplain” that
is particularly exposed to infection, and metaphorical “high ground” that is relatively
protected.
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Fig. 1. Probability of diffusion from an infected (Left) to uninfected (Right)
individual bridged by intermediaries arranged in cliques (red curve) versus
independent paths (black curve). Comembership in a cohesive subgroup
fields infection risks that climb sharply with the number of intermediaries,
while much larger numbers of intermediaries are required to obtain the same
risk in the case of independent paths.

Results

Infection Outcomes. We simulate 1,225 infection trajectories
(“pandemic histories”) for the city of San Francisco (Materials
and Methods) covering the period up to March 24, 2020. Fig. 2B
shows the resulting distribution of early infection disparities by
demographic group (Hispanic [H], non-Hispanic Black [B], non-
Hispanic White [W], and non-Hispanic Asian [A]) on March 24,
2020 of the simulation. Because outbreaks can vary greatly in size
and timing, early period disparities can and do vary by trajectory.
However, we see that Hispanics are hardest hit in the majority of
cases, typically followed by Blacks and then Asians. Non-Hispanic
Whites are very rarely the hardest hit, and are often (but not
always) the group with the lowest early incidence; we note more

variability in the identity of the least-hit group, as this outcome
is sensitive to chance events (i.e., where early outbreaks occur).
The observed pattern based on official data (9) is the third-most
common pattern that would be expected, and hence fairly typical
of what would be expected given the contact process.

Cohesion Drives Infection Hazard. Fig. 1 shows the risk-
enhancing effect of cohesion in isolated subnetworks; this
effect generalizes to more-realistic scenarios. A Cox proportional
hazards model of infection hazard by core number (a common
measure of embeddedness in cohesive groups) confirms a large
risk enhancement for local cohesion, with persons in cohesive
subgroups facing dramatically higher infection risk over time
(Fig. 2C); in particular, each unit increment in core number
increases infection hazard by ~30%. Different demographic
groups have slightly different levels of cohesion (Fig. 2 A, Inset).
The difference in mean core number between the most cohesive
group (Hispanic) and the least (non-Hispanic White) is 1.5,
translating to an ~50% mean risk enhancement; while risk
levels vary within all groups, a 9.3% higher share of Hispanic
versus non-Hispanic White population has greater than average
risk (Fig. 2A4). Differences in local social cohesion thus provide
an important structural basis for disparities in early pandemic
outcomes between groups.

Spatial Correlation of Cohesion Produces a Network “Flood-
plain”. Contact network cohesion is spatially correlated, pro-
ducing areas with higher than average membership in cohesive
subgroups, and hence elevated mean risk. Fig. 34 shows the
mean infection hazard modifier (net of global average) for each
US Census block in San Francisco, based on the distribution of
cohesion scores (core numbers). Cyan and green areas are epi-
demiological “high ground” where lower levels of local cohesion
reduce mean risk, while red and orange areas are epidemiological
“foodplains” where high cohesion leads to enhanced local risk.
These cohesion-driven patterns are well correlated with the overall
rate of infections, as illustrated by the mean inverse infection time
across the city (Fig. 3B). Spatial segregation in housing places some
groups in harm’s way, increasing disparities in incidence during the
initial outbreak.
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Fig. 2.

(A) Proportion of each population that lives “below” a given point on the floodplain (higher risk), denoted by its log hazard modification. The non-
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Hispanic White population is consistently present on the higher parts of the floodplain, with the non-Hispanic Asian population also being present in the middle
of the floodplain. The lower parts of the floodplain are heavily occupied by non-Hispanic Black and Hispanic populations. (/nset) Distribution of core numbers
for each ethnoracial group in the San Francisco model; small differences in core numbers are sufficient to drive large differences in risk. (B) Distribution of
qualitative outcomes in simulation on March 24, where x axis labels correspond to group labels in order of infection rates, from lowest (bottom) to highest (top)
prevalence. Bars are colored corresponding to the group with highest prevalence. The third bar (order AWBH) corresponds to the observed pattern from San
Francisco. (Top Inset) The proportion of times each row group has a greater infection rate than the column group across all simulations. The Hispanic population
consistently has the highest infection rates, followed, on average, by the Black population, the Asian population, and the non-Hispanic White population. (Bottom
Inset) A graph describing the proportion of simulations one group (tail) has a greater infection rate than another (head). (C) Cumulative probability of infection
by core number from simulated networks. Higher core numbers indicate greater levels of local cohesion, which substantially increases one’s hazard of infection.
The bicomponent, where core number is equal to two, does not seem to drive infection patterns, as some prior literature suggests (8).
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Fig. 3. (A) Average deviation from the mean hazard attributable to core number, across San Francisco. Risk enhancement is spatially correlated, with significant
risk downtown and much lower risk near the central part of the city. These hazards form a “floodplain,” where some areas are more dangerous than others. (B)
Simulated infection times across San Francisco, averaged across 35 simulations. The patterns of infections match the expected hazard modifications in A. Inset

shows the structure of the social network in the Inner Sunset neighborhood.

Discussion

The mere presence of connecting paths is not sufficient for rapid
diffusion of a disease like wild-type SARS-CoV-2: Infection of
contacts is rare enough to require considerable redundancy for
transmission to occur. Cohesion greatly increases the number of
potential infection pathways, rendering an otherwise relatively
“opaque” network “transparent” to disease transmission. The un-
even distribution of cohesive subgroups in large networks and
their much greater permeability help to explain the “bursty”
nature of SARS-CoV-2 diffusion, with slow diffusion through
less cohesive parts of the network punctuated by rapid outbreaks
in cohesive groups (3, 10). Ironically, social cohesion has long
been viewed as a community asset, particularly with respect to
community resilience following disasters or other sources of social
disruption (11-13); in the context of an infection like SARS-
CoV-2, this same cohesion can act as an epidemiological risk
factor. Local cohesion varies by location, with some parts of
the San Francisco network having higher local cohesion than
others. Combined with high levels of residential segregation, these
differences can, in turn, produce disparities in infection hazard
by race and ethnicity. In San Francisco, we find that Black and
Hispanic populations are expected to have the highest infection
rates in the early pandemic, followed by the Asian population
and the White non-Hispanic population. Our models suggest that
the exact evolution of infection rates is somewhat contingent on
chance events, and multiple scenarios are possible based on which
subgroups are hit first; however, some scenarios are muchmore
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likely than others, with the observed pattern of infection in the
early pandemic being one of those predicted to be most likely to
occur. Greater attention to cohesion as a risk factor—particularly
given its spatial correlation—may help to prioritize warning mes-
sages or interventions for high-risk groups when outbreaks of a
potentially serious disease are first detected.

Materials and Methods

Population data for the COVID-19 simulation are from 2010 block-level US
Census data for San Francisco. The number of observed infection cases of each
racial group comes from San Francisco Department of Public Health (9). Contact
network simulations and COVID-19 transmission employ the published model of
ref. 3, with additional corrections for recovery and mortality hazards by age and
sex as well as the date of the existence of patient 0, as described in S/ Appendix.
Model and parameterization details are contained in S/ Appendix, along with
the simulation details. Assessment of the cohesion/infection hazard relationship
was performed via Cox proportional hazards models; parameterization details are
provided in S/ Appendix. Cross-tabulation of expected risk enhancement by areal
unitand group produced the results of Figs. 24 and 3.

Data Availability. R objects containing spatial Bernoulli networks and code for
analysis of simulated network data have been deposited in Harvard Dataverse
(https://doi.org/10.7910/DVN/NTAKDH) (14).
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Supporting Information Text
Introduction

In this appendix, we include additional information about the parameterization of the diffusion model, as well as the Cox
Proportional-Hazards model. This section also provides more detail on the data that is used to generate the networks and
estimate parameters.

Network and Demographic Data

We employ data from the 2010 U.S. Census to generate the population level social networks that underlie the analysis in
this manuscript. Specifically, we use the smallest level of geography publicly available from the U.S. Census, known as the
U.S. Census block level (approximately a city block in an urban setting). Each block contain basic demographic information,
including household size.

To generate the network, we employ spatial network models that rely on a kernel function (the Spatial Interaction Functions,
SIFs) to describe the presence of a social tie based on the distance between nodes; each node represents a single individual,
and all simulations explicitly track the infection history of each individual in the population (as well as their infection paths).
We employ the same network generation process used by Thomas et al. (1), which leverages the strategy of (2, 3) of placing
households within Census blocks using a low-discrepancy (Halton) sequence, followed by jittered placement of individual
locations about the household center. To parameterize the model used in this manuscript, we need to first define the spatial
network models (or spatial Bernoulli models) which depend on the SIF. The SIF describes the probability of a tie being present
between any two entities, given the distance between those entities. We use the same SIFs as in Thomas et al. (1) which
employ a power law model of the form, F(D;;,0) = Uﬂfﬁ’ where py, describes the baseline probability of a tie existing, « is
a scaling parameter describing the effect of a unit of distance, D;; is the distance a dyad spans, and + is a parameter describing
the form of the tie probability decay. The simulation process employed uses two SIFs, based on prior literature to generate
networks. The parameters for these SIFs can be found in (1).

Departing from prior work, we also leverage demographic information on U.S. Census blocks. These demographic covariates
are race, ethnicity, age, and sex. These demographic covariates were assigned to nodes such that the three way distribution of
race/sex/age and the two way distribution of race/ethnicity match the observed data at the block level. This allows a more
fine-grained parameterization for simulation of the diffusion of COVID across social contact networks, based on demographic
characteristics of each node (as detailed in the next section). We note that our procedure also leverages household size and thus
represents the increased likelihood of being in a clique for individuals in such settings. This factor is one of the core factors
that leads to COVID risk, as household spread of the disease is a primary avenue of spread.

We apply this technique to map social contact networks of San Francisco for three core reasons. (i) San Francisco is a
city/county administrative unit — this is important because most data reported for the COVID-19 pandemic is at the county
level in the U.S. and this allows us to analyze a complete city. (ii) San Francisco is a peninsula that is separated on three
sides by water, reducing boundary effects from contacts outside the border of the city. (iii) The city/county of San Francisco
published longitudinal data on infections by ethno-racial groups of the early pandemic (4). The combination of good data
management and reporting makes San Francisco unique, and when taken together with its status as a natural reporting unit
(i.e. also being a county) it becomes an important unique case for studies such as the one conducted in this manuscript. We
observe that future decisions by other municipalities to publish longitudinal data broken down by demographics would facilitate
further studies of this kind.

In general the epidemiological literature has shown that population density increases the rate of disease spread (5, 6), but it
does not provide a mechanistic interpretation for this phenomenon. However, previous research on spatial network models
has highlighted the way in which density can drive tie creation and resulting cohesive subgroup formation (3). Our model
provides a specific mechanism for how population density and household size distributions may result in increased disease
spread: population distribution influences the creation of locally cohesive regions within the contact network, and these regions
are exceptionally permeable to SARS-CoV-2. It is important to observe that this is not equivalent to number of contacts per
se - as shown in Fig. 1, susceptibles with large numbers of contacts may still have relatively low infection hazard, when not
embedded in a highly cohesive group.

Parameterization of Diffusion Model

To simulate the spread of COVID across a social contact network, we use a continuous time diffusion model defined by (1).
This diffusion model describes the way that individuals in the social network experience the disease and spread it to others.
This diffusion model begins with the network structure and a vector of disease states for each node (individual). Disease states
can be Susceptible (an individual who does not have the disease, but can get infected with it), Infected (the individual has been
infected with the disease, but is not infectious), Infectious (the individual can spread the disease to others), Dead, or Recovered.
At the beginning of the simulation, all nodes begin in the Susceptible state, with the exception of the seed infections. These
nodes begin the simulation being infected with the disease. 25 individuals, randomly selected from the population, are the seed
infections in each of the simulations.

Simulations are run until a steady state has been achieved, in which there are no more infected or infectious people, with
everyone being in the Susceptible, Recovered, or Dead states. At this point, the diffusion model provides a detailed history
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for each node, describing the individual’s final state in the simulation, as well as the times at which the node entered any
given state. The disease spreads across the structure of the network, with connected nodes being able to transmit the disease
across their social ties. Infection occurs as a Poisson event with a fixed rate, described by (1). Only infectious nodes can infect
susceptible social contacts; once an individual recovers or dies, they are no longer able to infect or be infected with COVID.
When a Susceptible node is infected by an infectious alter, a Bernoulli trial is performed, determining whether a node becomes
terminally or non-terminally infected. The rate of success (terminal infection) of the Bernoulli trial is given by P, a matrix
sorted by age in the row and sex in the column (top to bottom row: 0-9, 10-19, 20-29, 30-39, 40-49, 50-59, 60-69, 70-79, and
80+; left to right column: female and male); for an individual with age category 7 and sex category j, the indicator for terminal
infection thus arises as Ti; ~ Bern(Py;;). Pa, which is in essence a transformation of the Infection Fatality Ratio (IFR) broken
down by age and sex, is calculated based on two pieces of information: the IFR for each age group (7), and the sex ratio of
death probability within each age group (8), assuming the probability of male and female getting infected is equal within each
age group. P, describes the set of Bernoulli parameters determining the likelihood of a fatal infection:

0.000022  0.000018
0.000049 0.000049
0.000216  0.000384
0.000604 0.000996
Py =10.001045 0.001955
0.003625 0.008375
0.012360 0.036410
0.030357 0.071643
0.070189 0.115811

The timing of transitions between different states is governed by a series of Gamma distributions. The waiting time from
being infected to being infectious is governed by a Gamma distribution with shape 5.807 and scale 0.948, as estimated by
(9). For transition towards recovery or death, while prior work used homogeneous distributions, we break them down by
demographics to more accurately account for variation across different populations. We estimate their parameters by matching
the mean and standard deviation of waiting time for each group, using epidemiological data reported in (10-12). These method
of moments estimators coincide with maximum likelihood estimators for the associated parameters, given that the Gamma
distribution is a member of the exponential family. Specifically, the waiting time to death for a terminally infected individual
in age category ¢ is distributed as t; ~ Gamma(Ga;1, Gase), where G4 is a parameter matrix whose columns contain shape
and rate parameters, respectively, and rows indicate age category (top to bottom: 0-49, 50-64, and 65+). (Note that we do not
vary the waiting time distribution by sex, as we are not aware of applicable time-to-mortality data from the early pandemic
that supports age/sex decomposition.) Here, G4 is given as follows:

3.744 0.251
Gqg=13.568 0.233
2.881 0.223

The waiting time to recovery is broken down by both age and sex. For a male in age category 7 with a non-terminal infection,
the waiting time to recovery is distributed as tj,, ~ Gamma(Gi{", Gi3"), where G"™ is a parameter matrix whose rows are
ordered by age category (top to bottom: 0-19, 20-29, 30-39, 40-49, 50-59, 60+) and whose columns respectively contain shape

and rate parameters. Here, G" is given as follows:

5.339  0.392
5.782  0.414
orm _ | 5808 0402
6.686 0.452
6.301 0.425
6.242 0.424

For a non-terminally infected female in age category 4, the waiting time to recovery is similarly distributed as ti; ~

Gamma(Gflf , G;f ), where G™f is a second parameter matrix whose rows are also ordered by age category (top to bottom: 0-19,
20-29, 30-39, 40-49, 50-59, 60+) and whose columns respectively contain shape and rate parameters. G/ is as follows:

5.395 0.408
5.623 0.402
af = 5.326 0.376
6.258 0.424
5.776  0.407
4.719 0.337

Since the diffusion process precedes the reporting of the first confirmed positive case, we performed a grid search to determine
the length of the time lag between the appearance of “patient zero” in the city and the report of the first positive confirmed
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case (March 3, 2021 (13)). Our search was performed over an interval from a minimum of 1 and a maximum of 100 days. For
each possible number, we regressed the number of infection case for each racial group in their observed time period using data
from (4), on its counterparts in the simulation. The loss function is the summation of the mean squared errors (MSE) for all
the linear regressions. We find that a 35 day lag minimizes the MSE, and this value is used here.

Simulation Details

Given the network and diffusion models described above, we run a series of simulations in which the population of San Francisco
is seeded with randomly placed infectives 35 days prior to the first confirmed case report in San Francisco on March 3, 2021,
and the infection process is followed until the end of our observation period (March 24, 2020, one week after demographic data
becomes available for all four major racial/ethnic groups within the city). 35 individual-level contact networks were generated
for San Francisco, using different simulated node locations for each realization. For each of these 35 simulated networks, we
run 35 diffusion replicates, reseeding the seed infections for each simulation. This produces 1225 simulation replicates.These
networks were produced with the R programming language, using the sna library (14, 15). For results reported about a single
network realization in the main text, we average the infection time (or inverse infection time) for each diffusion replicate
simulated in that network. The network being averaged across was selected as the network that most closely matches the
average infection and susceptibility splits across all networks on March 24, 2020. For other metrics (such as the reported Cox
model results), we average across the entire sample of networks. All figures from the main text utilize simulated data calibrated
to observed data on infections and deaths.

The number of replications (independently simulated networks and diffusion simulations within network) was chosen based
on a preliminary power analysis based on pilot simulations. Due to the diffusion simulation being bound to the structure of the
social network, multiple network replicates were used to highlight trends in infection patterns across space. Likewise, given
that the pandemic trajectories are dependent on the seed locations in the network, we randomized the seeds in each pandemic
replicate to ensured that simulated trends were not due to idiosyncrasies in seed placement in the network structure. (The
equality between the replication count and the inferred optimal lag time for the first infection is coincidental.)

Cox Proportional-Hazards Models

To assess the effects of local cohesion on infection hazards, we use Cox Proportional-Hazards models. Cox models control
for (possibly time-varying) background hazards, allowing us to identify the impact of cohesion on infection hazard net of the
overall progress of the outbreak. Because each simulated outbreak follows a distinct trajectory, we fit a single model to each
simulated trajectory (with the baseline hazard, plus a single effect for core number). This model predicts the hazard of an
uninfected individual getting infected with COVID-19, using the core number of a given node (16) as a cohesion measure. The
core number of a node - specifically, the highest k such that the node belongs to the kth degree core of the contact network - is
a measure of local cohesion, with higher numbers indicating that the focal node is embedded in a more cohesive subgroup. In
particular, nodes with core numbers of 0 are isolates, those of core 1 belong to trees or pendant trees, and those of core number
2 or higher belong to bicomponents (with higher numbers indicating higher levels of of cohesion). The core number is measured
in units of ties, with a core number of k£ indicating that ego has at least k ties to alters who themselves have core numbers of
at least k (and hence who have at least k ties to others with at least k ties to others in the core, recursively). We note that
core number is not equivalent to degree: one can have arbitrarily high degree and still have a core number as low as 1. The
Cox model coefficient for core number thus indicates the extent to which nodes embedded in locally cohesive regions within
the contact network are infected more or less rapidly (on average) than other nodes, controlling for the time-varying baseline
infection hazard.

The form of the Cox used here is h(t) = hs(t) exp(8X). Here, h(t) represents the infection hazard, with hs(t) being the
baseline hazard, X the core number, and £ a coefficient expressing the increase in the log infection hazard per unit increase in
core number. Here, we observed a mean 3 of 0.2615 over all simulations, implying an average risk enhancement of approximately
30% in infection hazard per unit increase in core number (as reflected in Fig.2C). As described in the main text, cohesion is a
strong and consistent risk factor for early COVID infection, with nodes in high-order cores having a much higher infection risk
than those in low-order cores.

Code and Data Availability

We have provided the code and data used for this project, including all parameters for the demographic models. This archive
can be found at https://doi.org/10.7910/DVN/NT4KDH.
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