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We study the validity of a Smoluchowski–Kramers approximation for
a class of wave equations in a bounded domain of R

n subject to a state-
dependent damping and perturbed by a multiplicative noise. We prove that
in the small mass limit the solution converges to the solution of a stochastic
quasilinear parabolic equation where a noise-induced extra drift is created.

1. Introduction. In this article we study the following class of stochastic wave equations
with state-dependent damping:

(1.1)

{

μ∂2
t uμ = �uμ − γ (uμ)∂tuμ + f (uμ) + σ(uμ)∂tw

Q, t > 0, x ∈O,

uμ(0) = u0, ∂tuμ(0) = v0, uμ|∂O
= 0,

and their small mass limit as μ → 0. Here, O is a bounded domain on R
n, and wQ(t, x)

is a cylindrical Wiener process which is white in time and colored in space. The friction
coefficient γ is a strictly positive, bounded and continuously differentiable function, and f

and σ are Lipschitz continuous functions.
By Newton’s second law of motion, the solution uμ(t, x) of equation (1.1) can be inter-

preted as the displacement field of the particles in a continuum body occupying domain O,
subject to a random external force field σ(uμ)∂tw

Q and a state-dependent damping force
γ (uμ)∂tuμ which is proportional to the velocity field. In addition, the particles are subject
to the interaction forces between neighboring particles, represented by the Laplace opera-
tor �, and the nonlinear reaction, represented by f . Here, μ represents the constant density
of the particles, and we are interested in the regime when μ → 0 which is the so-called
Smoluchowski–Kramers approximation limit (ref. [23] and [31]).

A series of papers (ref. [3, 4] and [29]) studied the limiting behavior of uμ, for a large
class of reaction terms f and for both additive and multiplicative noise. In all those papers the
friction coefficient γ is assumed to be constant and a perturbative limit is obtained. Namely, it
is proved that, in the small mass limit, uμ converges to the solution of the following parabolic
problem:

(1.2)

{

γ ∂tu = �u + f (u) + σ(u)∂tw
Q,

u(0) = u0, u|∂O = 0.

More precisely, it is shown that, for every T > 0 and η > 0,

(1.3) lim
μ→0

P

(

sup
t∈[0,T ]

∥

∥uμ(t) − u(t)
∥

∥

L2(O) > η
)

= 0.

In fact, in [10] it is proved that when f is Lipschitz continuous, the following stronger con-
vergence holds:

(1.4) lim
μ→0

E sup
t∈[0,T ]

∥

∥uμ(t) − u(t)
∥

∥

p

L2(O)
= 0
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for every p ≥ 1. Note that several problems related to this type of limit have been addressed
in a variety of finite and infinite dimensional contexts (see, e.g., [14] and [32], for the finite
dimensional case, and [3, 4, 6, 25–28] and [29], for the infinite dimensional case).

Having proved the validity of the small mass limit in any fixed time interval, it is impor-
tant to understand how stable this limit is for long times. To this purpose, [7] studies the
convergence of the statistically invariant states for a class of semilinear wave equations with
linear damping, that is, equation (1.1) with constant friction coefficient γ , both with Lips-
chitz and with polynomial nonlinearity f . A similar problem is studied in [3] when the two
systems are of gradient type. In that case the Boltzmann distribution for the solution of the
second order equation is explicitly given in terms of a Gibbs measure. It turns out that the
first marginal of the Boltzmann distribution does not depend on μ and coincides with the
invariant measure of the limiting first order equation. In the case studied in [7], there is no
explicit expression for the invariant distributions of (1.1). Nevertheless, it is shown that the
first marginals of any sequence of invariant measures for (1.1) converge in a suitable Wasser-
stein metric to the unique invariant measure of equation (1.2). In the same spirit, [8] and [9]
studied the convergence of the quasi-potentials Vμ(u, v) which describe the asymptotics of
the exit times and the large deviation principle for the invariant measures to equation (1.1).
In [8], gradient systems are considered so that Vμ is explicitly computed, and it is shown that
V μ(u), the infimum of Vμ(u, v) over all v ∈ H−1(O), coincides for every μ > 0 with V (u),
the quasi-potential associated with equation (1.2). In [9], the nongradient case is studied, and
it is shown that V μ(u) converges pointwise to V (u), as μ goes to zero.

In all the aforementioned papers, the case of a constant friction coefficient γ is considered,
and the limiting equation (1.2) is formally obtained by taking μ = 0 in (1.1). However, there
are relevant situations in which this is not true. This happens, for example, in the case when
the constant friction is replaced by a magnetic field. As a matter of fact, even in the case of a
constant magnetic field and finite dimension, the small mass limit does not yield the solution
of the first order equation (ref. [5, 11, 16] and [24] for the finite dimensional case and [10]
for the infinite dimensional case). In this case a possible strategy consists in regularizing the
problem by adding a small friction or by smoothing the noise in time, and in the double limit
it is possible to give a meaning to the Smoluchowski–Kramers approximation. Notice that in
[10] the limiting equation is an SPDE of hyperbolic type.

In the present paper we are dealing with another situation when the small mass limit does
not give a perturbative result. As mentioned at the beginning of this Introduction, we consider
a wave equation perturbed by a multiplicative noise, having a friction term whose intensity
is state dependent. This problem has been extensively studied in finite dimension in a series
of papers (see [21] and references therein, and also [2, 15, 19, 22]). In these papers it is
shown how the interplay between the nonconstant friction coefficient and the noise creates
an additional drift in the limiting first order equation, when the mass μ goes to zero. More
precisely, the following system is studied:

{

dxμ(t) = vμ(t) dt, xμ(0) = x ∈ R
d ,

μdvμ(t) =
[

b
(

xμ(t)
)

− γ
(

xμ(t)
)

vμ(t)
]

dt + σ
(

xμ(t)
)

dW(t), vμ(0) = v ∈ R
d ,

where γ is a matrix valued function defined on R
d such that, for some positive γ0,

inf
x∈O

ξT γ (x)ξ ≥ γ0|ξ |2, ξ ∈R
d .

It is proved that, as μ goes to zero, xμ converges in L2, with respect to the uniform norm in
C([0, T ];Rd), to the solution of the first order equation,

dx(t) =
(

b(x(t))

γ (x(t))
+ S

(

x(t)
)

)

dt + σ(x(t))

γ (x(t))
dW(t), x(0) = x,
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where the noise induced drift S(x) is given by

Si(x) = ∂

∂xl

[(

γ −1)

ij (x)
]

Jj l(x),

and the matrix valued function J is the solution of the Lyapunov equation

J (x)γ �(x) + γ (x)J (x) = σ(x)σ �(x).

Our purpose here is to understand if something similar also happens in the case of infinite
dimensional systems. In fact, in what follows we will prove that, for every initial condition
(u0, v0) ∈ H 1(O) × L2(O) and for every δ > 0 and p < ∞,

(1.5) lim
μ→0

P
(

‖uμ − u‖C([0,T ];H−δ(O)) + ‖uμ − u‖Lp(O) > η
)

= 0, η > 0,

where u is the unique solution of the quasilinear stochastic parabolic equation

(1.6)

⎧

⎪

⎪

⎨

⎪

⎪

⎩

∂tu = 1

γ (u)
�u + f (u)

γ (u)
− γ ′(u)

2γ 3(u)

∞
∑

i=1

(

σ(u)Qei

)2 + σ(u)

γ (u)
∂tw

Q, t > 0, x ∈ O,

u(0) = u0, u|∂O = 0.

It is important to notice that if σ is constant, then the noise induced term,

H(u) := − γ ′(u)

2γ 3(u)

∞
∑

i=1

(

σ(u)Qei

)2
,

coincides with the Stratonovich-to-Itô correction so that equation (1.6) can be written as

∂tu = 1

γ (u)
�u + f (u)

γ (u)
+ σ

γ (u)
◦ ∂tw

Q.

However, if G(u) denotes the Itô-to-Stratonovich correction,

G(u) = −1

2

∞
∑

i=1

∂u

(

σ(u)Qei

γ (u)

)(

σ(u)Qei

γ (u)

)

,

then

H(u) + G(u) = − 1

2γ 2(u)

∞
∑

i=1

(

σ(u)Qei

)

∂u

(

σ(u)Qei

)

,

and this is manifestly nontrivial, in general, when σ is not constant. This means that, in the
case of an arbitrary state-dependent diffusion coefficient σ , the small mass limit does not lead
to the perturbative parabolic quasilinear equation, obtained by taking μ = 0 and replacing the
Itô’s with the Stratonovich’s integral.

We would also like to point out that, unlike in finite dimension, here we are not handling
systems of equations. This means, in particular, that γ is a scalar function, and, for every
function u : [0, T ] ×O →R, we can write

(1.7) γ
(

u(t, x)
)

∂tu(t, x) = ∂t

[

g
(

u(t, x)
)]

, t ∈ [0, T ], x ∈ O,

where g′ = γ . The case of systems and of matrix valued friction coefficients requires a dif-
ferent analysis and will be investigated in a forthcoming paper.

Our first step in the proof of (1.5) is proving that, for every fixed μ > 0, equation (1.1)
has a unique adapted solution (uμ, ∂tuμ) ∈ L2(
;C([0, T ];H 1(O) × L2(O))). Because of
the the nonconstant friction, it is convenient to reformulate equation (1.1) in terms of the new
variables (uμ, g(uμ)/μ + ∂tuμ). However, due to the presence of the nonlinear term g(u),
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using the theory of linear semigroups, as done in the previous papers [3, 4] and [10], turns
out to be the wrong path to follow. Instead, here it is more appropriate to use the theory of
monotone nonlinear operators (see [1]).

Having proved the well-posedness of (1.1), next we prove the uniform bounds of the solu-
tions (uμ, ∂tuμ) which are required to obtain tightness. This is one of the most delicate parts
of the paper. Actually, even when using the Itô formula for a nicely chosen energy functional,
the more classical arguments that work in finite dimension fail. Nevertheless, we are able to
prove that uμ is bounded with respect to μ in L2(
;C([0, T ];L2(O)) ∩ L2(0, T ;H 1(O))).
Even more delicate are the bounds for the velocity ∂tuμ. Of course, we know that we cannot
have any uniform bounds with respect to μ. However, we expected to have

sup
μ∈(0,1)

μα
E sup

t∈[0,T ]

∥

∥∂tuμ(t)
∥

∥

2
L2(O) < ∞

for α = 1. As a matter of fact, by using an argument by contradiction we can prove the bound
above only for α = 3/2, but this is enough to obtain the fundamental limit

(1.8) lim
μ→0

μE sup
t∈[0,T ]

∥

∥∂tuμ(t)
∥

∥

L2(O) = 0.

After defining ρμ = g(uμ), these uniform bounds are fundamental to prove the tightness
of the family (ρμ)μ>0 in Lp(0, T ;L2(O))∩C([0, T ];H−δ(O)) for every p < ∞ and δ > 0.
We show that, for every μ > 0, the function ρμ solves the equation

ρμ(t) + μ∂tuμ(t) = g(u0) + μv0 +
∫ t

0
div

[

b
(

ρμ(s)
)

∇ρμ(s)
]

ds

+
∫ t

0
F

(

ρμ(s)
)

ds +
∫ t

0
σg

(

ρμ(s)
)

dwQ(s),

where b = 1/γ ◦ g−1, F = f ◦ g−1 and σg(h) = σ(g−1 ◦ h). Working with this equation,
instead of (1.1), makes the use of the a priori bounds and of limit (1.8) more direct.

Once tightness is proved, we have the weak convergence of the sequence (ρμ)μ>0 to some
ρ that solves the quasilinear parabolic SPDE,

(1.9)

{

∂tρ = div
[

b(ρ)∇ρ
]

+ F(ρ) + σg(ρ) dwQ(t), t > 0, x ∈ O,

ρ(0, x) = g(u0), ρ(t, x) = 0, x ∈ ∂O.

Then, since we can prove pathwise uniqueness for equation (1.9), from weak convergence we
get the convergence in probability. Finally, a generalized Itô formula stated in the Appendix
allows us to get the convergence of uμ to the solution of equation (1.6).

We would like to remind that equations like (1.9) have attracted a lot of attention in
recent years, and several papers have studied their well-posedness in C([0, T ];L2(O)) ∩
L2(0, T ;H 1(O)), in case of periodic boundary conditions, under considerably more general
assumptions on the coefficients b that can be matrix valued and even degenerate (see [13]
and [20]). Our b here is scalar valued and nondegenerate, but this allows us to have, at least
in the additive case, weaker assumptions on the regularity of the noise than in [13] and [20].
In particular, as a byproduct of our small mass limit, we get the well-posedness of equation
(1.9) for a noise that, for example, in the case of constant σ is only assumed to live in L2(O)

which seems to be a new result.

Organization of the paper. In Section 2 we introduce the notations, and we describe the
assumptions we make on the coefficients and on the noise in equation (1.1). In Section 3 we
study the well-posedness of equation (1.1) in space L2(
;C([0, T ];H 1(O) × L2(O))) for
every T > 0 and every fixed μ > 0. In Section 4 we prove some uniform bounds with respect
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to μ for the solutions ((uμ, ∂tuμ))μ>0 in suitable functional spaces. In Section 5 these bounds
allow us to prove the tightness of the distributions of g(uμ) for μ > 0 sufficiently small. In
Section 6 we prove the validity of pathwise uniqueness for equation (1.9). In Section 7 we
give the proof of the convergence in probability of uμ, as μ goes to zero, and we identify the
limit u as the solution of the first order equation (1.6).

2. Preliminaries. Throughout the present paper O is a bounded domain in R
n with n ≥

1, and it has a boundary of class C3. We denote by H the Hilbert space L2(O) and by 〈·, ·〉H
the corresponding inner product. H 1 is the completion of C∞

0 (O) with respect to norm

‖u‖2
H 1 := ‖∇u‖2

H =
∫

O

∣

∣∇u(x)
∣

∣

2
dx,

and H−1 is the dual space to H 1. Then, H 1, H and H−1 are all complete separable metric
spaces, and the following relation between them holds

(2.1) H 1 ⊂ H ⊂ H−1,

where both inclusions are compact embeddings. In what follows, we shall denote

H = H × H−1, H1 = H 1 × H.

Given the domain O, we denote by (ei)i∈N ⊂ H 1 the complete orthonormal basis of H ,
which diagonalizes the Laplacian �, endowed with Dirichlet boundary conditions on ∂O.
Moreover, we denote by (−αi)i∈N the corresponding sequence of eigenvalues, that is,

�ei = −αiei, i ∈ N.

Given

u =
∞
∑

i=1

biei, v =
∞
∑

i=1

ciei,

for some sequences of real numbers (bi)i∈N and (ci)i∈N, we have

(2.2) 〈u, v〉H 1 =
∞
∑

i=1

αibici, 〈u, v〉H =
∞
∑

i=1

bici, 〈u, v〉H−1 =
∞
∑

i=1

1

αi

bici .

From (2.2) we can derive the Poincaré inequality

(2.3) ‖u‖H ≤ 1
√

α1
‖u‖H 1, u ∈ H 1, ‖u‖H−1 ≤ 1

√
α1

‖u‖H , u ∈ H.

As for the stochastic perturbation, we assume that wQ(t) is a cylindrical Q-Wiener pro-
cess, defined on a complete stochastic basis (
,F, (Ft)t≥0,P). This means that wQ(t) can
be formally written as

wQ(t) =
∞
∑

i=1

Qeiβi(t),

where (βi)i∈N is a sequence of independent standard Brownian motions on (
,F, (Ft)t≥0,

P), Q : H → H is a bounded linear operator and (ei)i∈N is the complete orthonormal system,
introduced above, that diagonalizes the Laplace operator, endowed with Dirichlet boundary
conditions.

In what follows, we shall denote by HQ the set Q(H). HQ is the reproducing kernel of the
noise wQ and is a Hilbert space, endowed with the inner product

〈Qh,Qk〉HQ
= 〈h, k〉H , h, k ∈ H.
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Notice that the sequence (Qei)i∈N is a complete orthonormal system in HQ. Moreover, if U is
any Hilbert space containing HQ such that the embedding of HQ into U is Hilbert–Schmidt,
we have that

(2.4) wQ ∈ C
(

[0, T ];U
)

.

Next, we recall that, for every two separable Hilbert spaces E and F , L2(E,F ) denotes
the space of Hilbert–Schmidt operators from E into F . L2(E,F ) is a Hilbert space, endowed
with the inner product

〈A,B〉L2(E,F ) = TrE
[

A�B
]

= TrF
[

BA�].

Throughout this article we will always assume that the three hypotheses below are true.

ASSUMPTION 1. The mapping σ : H → L2(HQ,H) is defined by
[

σ(h)Qei

]

(x) = σi

(

x,h(x)
)

, x ∈ O,

for every h ∈ H and i ∈ N, for some mapping σi : O × R → R. We assume σ is bounded,
that is,

σ∞ := sup
h∈H

∥

∥σ(h)
∥

∥

L2(HQ,H) < ∞,

and

(2.5) sup
x∈O

∞
∑

i=1

∣

∣σi(x, y1) − σi(x, y2)
∣

∣

2 ≤ L|y1 − y2|2, y1, y2 ∈ R.

Notice that (2.5) implies σ is Lipschitz continuous in the sense that, for any h1, h2 ∈ H ,
∥

∥σ(h1) − σ(h2)
∥

∥

2
L2(HQ,H) ≤ L‖h1 − h2‖2

H .

REMARK 2.1. If σ is constant, then Assumption 1 means that σQ is a Hilbert–Schmidt
operator in H . Equivalently, in case σ is the identity operator, this means that the noise wQ

lives in H so that we can take U = H .
If σ is not constant, then Assumption 1 is satisfied if, for example,

[

σ(h)Qk
]

(x) = λ
(

h(x)
)

Qk(x), x ∈ O, h, k ∈ H

for some λ :R →R bounded and Lipschitz continuous and for some Q ∈ L(H) such that
∞
∑

i=1

‖Qei‖2
L∞(O) < ∞.

In case Q is diagonalizable with respect the basis (ei)i∈N, with Qei = λiei , the condition
above reads

(2.6)
∞
∑

i=1

λ2
i ‖ei‖2

L∞(O) < ∞.

In general (see [17]), it holds that

‖ei‖L∞(O) ≤ ciα

for some α > 0, and (2.6) becomes
∞
∑

i=1

λ2
i i

2α < ∞.

In particular, when n = 1 or the domain is a hyperrectangle in higher dimension, the eigen-
functions (ei)i∈N are equibounded, and (2.6) becomes

∑∞
i=1 λ2

i < ∞.
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ASSUMPTION 2. The mapping γ belongs to C1
b(R), and there exist γ0 and γ1 such that

(2.7) 0 < γ0 ≤ γ (r) ≤ γ1, r ∈ R.

In what follows, we shall define

g(r) =
∫ r

0
γ (σ ) dσ, r ∈ R.

Clearly, g(0) = 0 and g′(r) = γ (r). In particular, due to (2.7), g is uniformly Lipschitz con-
tinuous on R. Moreover, g is strictly increasing and

(2.8)
(

g(r1) − g(r2)
)

(r1 − r2) ≥ γ0|r1 − r2|2, r1, r2 ∈ R.

ASSUMPTION 3. The mapping f : R→R is Lipschitz continuous. Moreover, there exist
λ < α1, δ < 1 and c ≥ 0 such that

(2.9) f (r)r ≤ λ r2 + c
(

1 + |r|1+δ), r ∈R.

Any Lipschitz continuous function f , having sublinear growth, satisfies (2.9). Condition
(2.9) also allows linear growth for f , but in this case we need

sup
r1,r2∈R

f (r1) − f (r2)

r1 − r2
< α1.

In particular, (2.9) is satisfied if

‖f ‖Lip < α1.

3. Well posedness of equation (1.1). In this section we study the existence and unique-
ness of solutions to the nonlinear stochastic wave equations (1.1) with initial data (u0, v0) ∈
H1 for every fixed μ > 0. Notice that the second order equations (1.1) can be written as the
following system:

(3.1)

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

duμ(t) = vμ(t) dt, uμ(0) = u0,

dvμ(t) = 1

μ

[

�uμ(t) − γ
(

uμ(t)
)

vμ(t) + f
(

uμ(t)
)]

dt

+ 1

μ
σ

(

uμ(t)
)

dwQ(t), vμ(0) = v0,

uμ(t)|∂O = 0, t > 0.

Now, if we define

(3.2) η := ∂tu + g(u)

μ
,

and z = (u, η), system (3.1) can be rewritten as

(3.3) dzμ(t) = Aμ

(

zμ(t)
)

dt + �μ

(

zμ(t)
)

dwQ(t), zμ(0) =
(

u0, v0 + g(u0)

μ

)

,

where we denoted

�μ(u, η) = 1

μ

(

0, σ (u)
)

, (u, η) ∈ H,

and

Aμ(u, η) =
(−g(u)

μ
+ η,

1

μ

[

�u + f (u)
]

)

, (u, η) ∈ D(Aμ) =H1.
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This means that the adapted H1-valued process zμ(t) = (uμ(t), ημ(t)) is the unique solution
of the equation

(3.4) zμ(t) =
(

u0, g(u0)/μ + v0
)

+
∫ t

0
Aμ

(

zμ(s)
)

ds +
∫ t

0
�μ

(

zμ(s)
)

dwQ(s),

if and only if the adapted H1-valued process (uμ(t), vμ(t)) := (uμ(t),−g(uμ(t))/μ+ημ(t))

is the unique solution of the system

(3.5)

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

uμ(t) = u0 +
∫ t

0
vμ(s) ds

μvμ(t) = μv0 +
∫ t

0

[

�uμ(s) − γ
(

uμ(s)
)

vμ(s) + f
(

uμ(s)
)]

ds

+
∫ t

0
σ

(

uμ(s)
)

dwQ(s).

In this section we are interested in the well-posedness of equation (3.1) (and, equivalently, of
(3.3)) and not on the dependence of its solution on μ. Thus, without any loss of generality
we will only consider the case when μ = 1 and, for simplicity of notation, we will denote A1
and �1 by A and �, respectively.

We start our study of equation (3.3) by analyzing the nonlinear operator A. To this purpose,
it is immediate to check that

(3.6)
∥

∥A(z)
∥

∥

H
≤ c

(

1 + ‖z‖H1

)

, z ∈ D(A),

because f and g are both Lipschitz continuous. In the next lemma we prove that the nonlinear
operator A : D(A) ⊂H → H is quasi-m-dissipative. For all the details on the definitions and
the basic results about maximal monotone nonlinear operators that we are using below, we
refer to [1], Chapters 2 and 3.

LEMMA 3.1. Under Assumptions 2 and 3, there exists κ ≥ 0 such that, for every z1, z2 ∈
D(A),

(3.7)
〈

A(z1) − A(z2), z1 − z2
〉

H
≤ κ‖z1 − z2‖2

H.

Moreover, there exists λ0 > 0 such that

(3.8) Range(I − λA) =H, λ ∈ (0, λ0).

PROOF. For every z1 = (u1, η1) and z2 = (u2, η2) in D(A), we have
〈

A(z1) − A(z2), z1 − z2
〉

H
= −

〈

g(u1) − g(u2), u1 − u2
〉

H + 〈η1 − η2, u1 − u2〉H
+ 〈�u1 − �u2, η1 − η2〉H−1 +

〈

f (u1) − f (u2), η1 − η2
〉

H−1

≤ −γ0‖u1 − u2‖2
H +

∥

∥f (u1) − f (u2)
∥

∥

H−1‖η1 − η2‖H−1

≤ −γ0‖u1 − u2‖2
H + c

(

‖u1 − u2‖2
H + ‖η1 − η2‖2

H−1

)

,

where the first inequality follows from (2.8) and the second inequality follows from the Lips-
chitz continuity of f and the Poincaré inequality (2.3). In particular, there exists some κ ≥ 0
such that (3.7) holds.

Next, in order to prove (3.8), we need to show that, if λ is sufficiently small, then, for every
h = (h1, h2) ∈ H, there exists z = (u, η) ∈ H1 such that

z − λA(z) = h,

or, equivalently, there exists some u ∈ H 1 such that

(3.9) u − λ2�u = −λg(u) + λ2f (u) + (h1 + λh2).
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In particular, if we define

�λ(u) =
(

I − λ2�
)−1[

−λg(u) + λ2f (u) + (h1 + λh2)
]

,

we need to prove that there exists some λ0 > 0 such that �λ : H → H is a contraction for
every λ ∈ (0, λ0). By

∥

∥

(

I − λ2�
)−1∥

∥

L(H) ≤ 1, λ > 0,

we have
∥

∥�λ(u1) − �λ(u2)
∥

∥

H ≤ cλ(‖
(

g(u1) − g(u2)‖H + λ‖f (u1) − f (u2)‖H

)

≤ cλ(1 + λ)‖u1 − u2‖H

which implies that �λ is a contraction for small enough λ. �

Now, if we define λ̄ := λ0 ∧ κ−1, due to Lemma 3.1 we have that the operator

Jλ(z) := (I − λA)−1(z), z ∈ H, λ ∈ (0, λ̄),

is well defined and is Lipschitz continuous from H into H with Lipschitz constant (1 −
λκ)−1 (see [1], Proposition 3.2). Thus, for every λ ∈ (0, λ̄), we can introduce the Yosida

approximation of A, defined as

(3.10) Aλ(z) := 1

λ

[

Jλ(z) − z
]

= A
(

Jλ(z)
)

, z ∈ H.

By the Lipschitz continuity of Jλ, it is easy to check that

∥

∥Aλ(z1) − Aλ(z2)
∥

∥

H
≤ 2

λ(1 − λκ)
‖z1 − z2‖H, z1, z2 ∈ H.

Moreover, Aλ is quasi-dissipative in H. Actually, by (3.7) and the definition of Aλ in (3.10),
we have

(3.11)

〈

Aλ(z1) − Aλ(z2), z1 − z2
〉

H
= −

〈

Aλ(z1) − Aλ(z2),
(

Jλ(z1) − z1
)

−
(

Jλ(z2) − z2
)〉

H

+
〈

Aλ(z1) − Aλ(z2), Jλ(z1) − Jλ(z2)
〉

H

≤ κ
∥

∥Jλ(z1) − Jλ(z2)
∥

∥

2
H

≤ κ

1 − λκ
‖z1 − z2‖2

H

for any z1, z2 ∈ H. Moreover, as shown in [1], Proposition 3.2, for every z ∈ D(A) we have

(3.12)
∥

∥Aλ(z)
∥

∥

H
≤ 1

1 − λκ

∥

∥A(z)
∥

∥

H
,

and then

(3.13)
∥

∥Jλ(z) − z
∥

∥

H
= λ

∥

∥Aλ(z)
∥

∥

H
≤ λ

1 − λκ

∥

∥A(z)
∥

∥

H
.

Finally, as shown in [1], Proposition 3.5, we have

(3.14) lim
λ→0

∥

∥Aλ(z) − A(z)
∥

∥

H
= 0, z ∈ D(A).

Now, we are ready to prove the main result of this section.

THEOREM 3.2. Under Assumptions 1, 2 and 3, for every (u0, v0) ∈ H1 and every T > 0
and μ > 0, there exists a unique adapted process (uμ, vμ) ∈ L2(
,C([0, T ],H1)) which

solves equation (3.5).
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PROOF. Without loss of generality, we only consider μ = 1 here. As we have seen, the
well-posedness of equation (3.5) is equivalent to the well-posedness of equation (3.3). There-
fore, here we deal with equation (3.3).

For every λ ∈ (0, λ̄), we introduce the approximating problem

(3.15) dzλ(t) = Aλ(

zλ(t)
)

dt + �
(

zλ(t)
)

dwQ(t), zλ(0) =
(

u0, v0 + g(u0)
)

.

By Assumption 1 the mapping � : H → L2(HQ,H1) is bounded and Lipschitz continuous
since

(3.16)
∥

∥�(z)
∥

∥

L2(HQ,H1)
=

∥

∥σ(u)
∥

∥

L2(HQ,H)

for all z = (u, η) ∈ H. Then, since Aλ is Lipschitz continuous in H, there exists a unique
solution

zλ = (uλ, ηλ) ∈ Lp(


,C
(

[0, T ];H
))

to equation (3.15) for every T > 0 and p ≥ 1, using the classical fixed point theorem for
contractions. Moreover, thanks to (3.11), we have

d

dt
E

∥

∥zλ(t)
∥

∥

2
H

= 2E
〈

Aλ(

zλ(t)
)

, zλ(t)
〉

H
+E

∥

∥�
(

zλ(t)
)∥

∥

2
L2(HQ,H)

= 2E
〈

Aλ(

zλ(t)
)

− Aλ(0), zλ(t)
〉

H
+ 2E

〈

Aλ(0), zλ(t)
〉

H

+E
∥

∥�
(

zλ(t)
)∥

∥

2
L2(HQ,H)

≤ 2κ

1 − λκ
E

∥

∥zλ(t)
∥

∥

2
H

+
∥

∥Aλ(0)
∥

∥

2
H

+E
∥

∥zλ(t)
∥

∥

2
H

+ c.

Moreover, due to (3.12),

∥

∥Aλ(0)
∥

∥

2
H

≤ 1

(1 − λκ)2

∥

∥A(0)
∥

∥

2
H

= 1

(1 − λκ)2

∥

∥f (0)
∥

∥

2
H−1 .

Therefore, there exists a constant c, independent of λ ≤ λ̄/2, such that

d

dt
E

∥

∥zλ(t)
∥

∥

2
H

≤ c
(

E
∥

∥zλ(t)
∥

∥

2
H

+ 1
)

.

By Grönwall’s inequality this implies

(3.17) sup
λ∈(0,λ̄/2)

sup
t∈[0,T ]

E
∥

∥zλ(t)
∥

∥

2
H

< ∞.

In the rest of the proof, for an arbitrary z = (u, η) ∈H, we denote z1 = u and z2 = η:
Step 1. There exists c > 0 such that

(3.18) E
∥

∥zλ(t)
∥

∥

2
H1

+ γ0

∫ t

0
E

∥

∥Jλ

(

zλ(t)
)

1

∥

∥

2
H 1 ds ≤ ‖z0‖2

H1
+ c

∫ t

0
E

∥

∥zλ(s)
∥

∥

2
H

ds + ct

for all λ ∈ (0, λ̂), where

λ̂ := λ̄

2
∧ γ0

8‖f ‖Lip
.

Proof of Step 1. We apply the Itô formula to

K(z) = ‖z‖2
H1

= ‖u‖2
H 1 + ‖η‖2

H ,
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and we get

(3.19)

dK
(

zλ(t)
)

=
〈

Aλ(

zλ(t)
)

,DK
(

zλ(t)
)〉

H1
dt +

∥

∥�
(

zλ(t)
)∥

∥

2
L2(HQ,H1)

dt

+
〈

DK
(

zλ(t)
)

,�
(

zλ(t)
)

dwQ(t)
〉

H1

= 2
[〈

Aλ(

zλ(t)
)

1, (−�)zλ(t)1
〉

H +
〈

Aλ(

zλ(t)
)

2, zλ(t)2
〉

H

]

dt

+
∥

∥σ
(

zλ(t)1
)∥

∥

2
L2(HQ,H) dt + 2

〈

zλ(t)2, σ
(

zλ(t)1
)

dwQ(t)
〉

H

=: 2�λ(t) dt +
∥

∥σ
(

zλ(t)1
)∥

∥

2
L2(HQ,H) dt + 2

〈

zλ(t)2, σ
(

zλ(t)1
)

dwQ(t)
〉

H .

Recall that Aλ(z) = A(Jλ(z)) = 1
λ
[Jλ(z) − z], which implies that, for every z ∈ H,

{

Jλ(z)1 + λg
(

Jλ(z)1
)

− λJλ(z)2 = z1,

Jλ(z)2 − λ�
(

Jλ(z)1
)

− λf
(

Jλ(z)1
)

= z2.

Therefore, we have

�λ =
〈

−g
(

Jλ(zλ)1
)

+ Jλ(zλ)2, (−�)
[

Jλ(zλ)1 + λg
(

Jλ(zλ)1
)

− λJλ(zλ)2
]〉

H

+
〈

�
(

Jλ(zλ)1
)

+ f
(

Jλ(zλ)1
)

, Jλ(zλ)2 − λ�
(

Jλ(zλ)1
)

− λf
(

Jλ(zλ)1
)〉

H

= −
〈

γ
(

Jλ(zλ)1
)

∇
(

Jλ(zλ)1
)

,∇
(

Jλ(zλ)1
)〉

H − λ
∥

∥g
(

Jλ(zλ)1
)∥

∥

2
H 1 − λ

∥

∥Jλ(zλ)2
∥

∥

2
H 1

− λ
∥

∥Jλ(zλ)1
∥

∥

2
H 2 − λ

∥

∥f
(

Jλ(zλ)1
)∥

∥

2
H − 2λ

〈

�
(

Jλ(zλ)1
)

, f
(

Jλ(zλ)1
)〉

H

+
〈

f
(

Jλ(zλ)1
)

, Jλ(zλ)2
〉

H

< −γ0
∥

∥Jλ(zλ)1
∥

∥

2
H 1 − 2λ

〈

�
(

Jλ(zλ)1
)

, f
(

Jλ(zλ)1
)〉

H +
〈

f
(

Jλ(zλ)1
)

, Jλ(zλ)2
〉

H ,

where the last inequality uses Assumption 2. Since f : R → R is Lipschitz continuous, we
have f ◦ u ∈ H 1, for every u ∈ H 1, and

‖f ◦ u‖H 1 ≤ ‖f ‖Lip‖u‖H 1

which implies
∣

∣

〈

�
(

Jλ(zλ)1
)

, f
(

Jλ(zλ)1
)〉

H

∣

∣ ≤
∥

∥Jλ(zλ)1
∥

∥

H 1

∥

∥f
(

Jλ(zλ)1
)∥

∥

H 1 ≤ ‖f ‖Lip
∥

∥Jλ(zλ)1
∥

∥

2
H 1,

and
∣

∣

〈

f
(

Jλ(zλ)1
)

, Jλ(zλ)2
〉

H

∣

∣ ≤
∥

∥f
(

Jλ(zλ)1
)∥

∥

H 1

∥

∥Jλ(zλ)2
∥

∥

H−1

≤ ‖f ‖Lip
∥

∥Jλ(zλ)1
∥

∥

H 1

∥

∥Jλ(zλ)2
∥

∥

H−1 .

Then, thanks to Young’s inequality, we get

(3.20)

�λ < −γ0
∥

∥Jλ(zλ)1
∥

∥

2
H 1 + 2λ‖f ‖Lip

∥

∥Jλ(zλ)1
∥

∥

2
H 1

+ ‖f ‖Lip
∥

∥Jλ(zλ)1
∥

∥

H 1

∥

∥Jλ(zλ)2
∥

∥

H−1

≤ −γ0

2

∥

∥Jλ(zλ)1
∥

∥

2
H 1 + c

∥

∥Jλ(zλ)2
∥

∥

2
H−1

for λ ∈ (0, γ0/(8‖f ‖Lip)). Therefore, if we integrate (3.19) in time, apply (3.20) and use both
the boundedness of ‖σ(u)‖2

L2(HQ,H) and the Lipschitz continuity of Jλ on H, we obtain

(3.21)

∥

∥zλ(t)
∥

∥

2
H1

+ γ0

∫ t

0

∥

∥Jλ

(

zλ(s)
)

1

∥

∥

2
H 1 ds

≤ ‖z0‖2
H1

+ c

∫ t

0

∥

∥zλ(s)
∥

∥

2
H

ds + σ 2
∞t + 2

∫ t

0

〈

zλ(s)2, σ
(

zλ(s)1
)

dwQ(s)
〉

H

from which we can derive (3.18) after taking expectation.
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Step 2. There exists cT > 0 such that, for every λ ∈ (0, λ̂/2),

(3.22) E sup
t∈[0,T ]

∥

∥zλ(t)
∥

∥

2
H1

≤ ‖z0‖2
H1

+ cT .

Proof of Step 2. By taking the supremum in time for (3.21), we have

E sup
t∈[0,T ]

∥

∥zλ(t)
∥

∥

2
H1

≤ ‖z0‖2
H1

+ c

∫ T

0
E

∥

∥zλ(s)
∥

∥

2
H

ds + cT + 2E sup
t∈[0,T ]

∣

∣

∣

∣

∫ t

0

〈

zλ(s)2, σ
(

zλ(s)1
)

dwQ(s)
〉

H

∣

∣

∣

∣

≤ ‖z0‖2
H1

+ c

∫ T

0
E

∥

∥zλ(s)
∥

∥

2
H

ds + cT + c

(

E

∫ T

0

∥

∥σ
(

zλ(s)1
)∥

∥

2
L2(HQ,H)

∥

∥zλ(s)2
∥

∥

2
H ds

)
1
2

≤ ‖z0‖2
H1

+ c

∫ T

0
E

∥

∥zλ(s)
∥

∥

2
H

ds + cT + 1

2
E sup

t∈[0,T ]

∥

∥zλ(t)
∥

∥

2
H1

,

where the last inequality follows from Assumption 1 and Young’s inequality. Due to (3.17),
this implies (3.22).

Step 3. There exists z ∈ L∞(0, T ;L2(
,H)) such that

(3.23) lim
λ→0

sup
t∈[0,T ]

E
∥

∥zλ(t) − z(t)
∥

∥

2
H

= 0.

Proof of Step 3. For every λ, ν ∈ (0, λ̂/2), we set

�λ,ν(t) := zλ(t) − zν(t), t ∈ [0, T ].
Then, we have

d�λ,ν(t) =
[

Aλ(

zλ(t)
)

− Aν(

zν(t)
)]

dt +
[

�
(

zλ(t)
)

− �
(

zν(t)
)]

dwQ(t), �λ,ν(0) = 0.

Together with (3.10), that is, z = Jλ(z) − λA(Jλ(z)), we have

d
∥

∥�λ,ν(t)
∥

∥

2
H

= 2
[〈

Aλ(

zλ(t)
)

− Aν(

zν(t)
)

, �λ,ν(t)
〉

H
+

∥

∥�
(

zλ(t)
)

− �
(

zν(t)
)∥

∥

2
L2(HQ,H)

]

dt

+ 2
〈

�λ,ν(t),
[

�
(

zλ(t)
)

− �
(

zν(t)
)]

dwQ(t)
〉

H

=
[〈

A
(

Jλ

(

zλ(t)
))

− A
(

Jν

(

zν(t)
))

, Jλ

(

zλ(t)
)

− Jν

(

zν(t)
)〉

H

−
〈

Aλ(

zλ(t)
)

− Aν(

zν(t)
)

, λAλ(

zλ(t)
)

− νAν(

zν(t)
)〉

H

+
∥

∥�
(

zλ(t)
)

− �
(

zν(t)
)∥

∥

2
L2(HQ,H)

]

dt

+ 2
〈

�λ,ν(t),
[

�
(

zλ(t)
)

− �
(

zν(t)
)]

dwQ(t)
〉

H

≤
[

κ
∥

∥Jλ

(

zλ(t)
)

− Jν

(

zν(t)
)∥

∥

2
H

+ c(λ + ν)
(∥

∥Aλ(

zλ(t)
)∥

∥

2
H

+
∥

∥Aν(

zν(t)
)∥

∥

2
H

)

+ c
∥

∥�λ,ν(t)
∥

∥

2
H

]

dt + 2
〈

�λ,ν(t),
[

�
(

zλ(t)
)

− �
(

zν(t)
)]

dwQ(t)
〉

H

≤ c
[∥

∥�λ,ν(t)
∥

∥

2
H

+ c(λ + ν)
(∥

∥zλ(t)
∥

∥

2
H1

+
∥

∥zν(t)
∥

∥

2
H1

+ 1
)]

dt

+ 2
〈

�λ,ν(t),
[

�
(

zλ(t)
)

− �
(

zν(t)
)]

dwQ(t)
〉

H
,

where the first inequality follows from Lemma 3.1 and the Lipschitz continuity of �, and the
second inequality follows from (3.6), (3.10) and (3.12). Therefore,

E
∥

∥�λ,ν(t)
∥

∥

2
H

≤ c

∫ t

0
E

∥

∥�λ,ν(s)
∥

∥

2
H

ds + c

∫ t

0
(λ + ν)

(

E
∥

∥zλ(s)
∥

∥

2
H1

+E
∥

∥zν(s)
∥

∥

2
H1

+ 1
)

ds.
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Thanks to Grönwall’s inequality, this yields

sup
t∈[0,T ]

E
∥

∥�λ,ν(t)
∥

∥

2
H

≤ cT (λ + ν)

∫ T

0

(

E
∥

∥zλ(s)
∥

∥

2
H1

+E
∥

∥zν(s)
∥

∥

2
H1

+ 1
)

ds.

In view of (3.22), we conclude that, for every sequence (λn)n∈N converging to zero,
the sequence (zλn)n∈N is Cauchy in L∞(0, T ;L2(
;H)). In particular, there exists z ∈
L∞(0, T ;L2(
;H)) such that (3.23) holds.

Step 4. For every t ∈ [0, T ], we have

(3.24) z(t) =
(

u0, g(u0) + v0
)

+
∫ t

0
A

(

z(s)
)

ds +
∫ t

0
�

(

z(s)
)

dwQ(s).

Moreover, z ∈ L2(
;C([0, T ];H1)).
Proof of Step 4. For every t ∈ [0, T ], we have

(3.25) zλ(t) =
(

u0, g(u0) + v0
)

+
∫ t

0
Aλ(

zλ(s)
)

ds +
∫ t

0
�

(

zλ(s)
)

dwQ(s).

If we define H−1 = H−1 × H−2, we have
∥

∥A(z1) − A(z2)
∥

∥

H−1
≤ c‖z1 − z2‖H, z1, z2 ∈ H.

Since z(t) ∈ L2(
;H), by (3.6) and (3.12) this implies
∥

∥Aλ(

zλ(s)
)

− A
(

z(s)
)∥

∥

H−1
=

∥

∥A
(

Jλ

(

zλ(s)
))

− A
(

z(s)
)∥

∥

H−1

≤ c
∥

∥Jλ

(

zλ(s)
)

− zλ(s)
∥

∥

H
+ c

∥

∥zλ(s) − z(s)
∥

∥

H

≤ cλ
(∥

∥zλ(s)
∥

∥

H1
+ 1

)

+ c
∥

∥zλ(s) − z(s)
∥

∥

H
.

Therefore,

E sup
t∈[0,T ]

∥

∥

∥

∥

∫ t

0
Aλ(

zλ(s)
)

ds −
∫ t

0
A

(

z(s)
)

ds

∥

∥

∥

∥

2

H−1

≤ cT

∫ T

0

[

λ
(

E
∥

∥zλ(s)
∥

∥

2
H1

+ 1
)

+E
∥

∥zλ(s) − z(s)
∥

∥

2
H

]

ds.

Thanks to (3.22) and (3.23), this implies

(3.26) lim
λ→0

∫ ·

0
Aλ(

zλ(s)
)

ds =
∫ ·

0
A

(

z(s)
)

ds, in L2(


;C
(

[0, T ];H−1
))

.

Moreover,

E sup
t∈[0,T ]

∥

∥

∥

∥

∫ t

0

[

�
(

zλ(s)
)

− �
(

z(s)
)]

dwQ(s)

∥

∥

∥

∥

2

H

≤ c

∫ T

0

∥

∥�
(

zλ(s)
)

− �
(

z(s)
)∥

∥

2
L2(HQ,H) ds

≤ c

∫ T

0
E

∥

∥zλ(s) − z(s)
∥

∥

2
H

ds

so that

lim
λ→0

∫ ·

0
�

(

zλ(s)
)

dwQ(s) =
∫ ·

0
�

(

z(s)
)

dwQ, in L2(


;C
(

[0, T ];H
))

.

This, together with (3.26), allows us to conclude that, for every t ∈ [0, T ], we can take the
L2(
,C([0, T ];H−1))-limit on both sides of (3.25), as λ goes to zero, and we get

z(t) =
(

u0, g(u0) + v0
)

+
∫ t

0
A

(

z(s)
)

ds +
∫ t

0
�

(

z(s)
)

dwQ(t).

Moreover, by proceeding as for zλ, we have that z ∈ L2(
;L∞(0, T ;H1)).
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Now, in order to prove the continuity of trajectories in H1, we denote by θ(t) the solution
of the problem

dθ(t) = Lθ(t) dt + �
(

z(t)
)

dwQ(t), θ(0) =
(

u0, g(u0) + v0
)

,

where L(θ1, θ2) = (θ2,�θ1). Due to Assumption 1 and the fact that θ(0) ∈ H1, we have that
θ belongs to L2(
;C([0, T ];H1)) (for a proof, see [12], Theorem 5.11). Now, if we define
ẑ(t) := z(t) − θ(t), for t ∈ [0, T ], and M(z1, z2) = (−g(z1), f (z1)), for (z1, z2) ∈ H1, we
have

d

dt
ẑ(t) = Lẑ(t) + M

(

z(t)
)

, σ (0) = 0

so that, by applying the variation of constants formula, we obtain

ẑ(t) =
∫ t

0
S(t − s)M

(

z(s)
)

ds,

where S(t) is the group generated by the operator L, endowed with Dirichlet boundary con-
ditions, in H1. Since

∥

∥M(z)
∥

∥

H1
≤ c

(

‖z‖H1 + 1
)

and z ∈ L2(
;L∞(0, T ;H1)), we have that ẑ ∈ L2(
;C([0, T ];H1)). Then, as z = ẑ + θ ,
we conclude that z ∈ L2(
;C([0, T ];H1)).

Step 5. Uniqueness holds.
Proof of Step 5. Let z1 and z2 be two solutions of equation (3.5). If we define �(t) :=

z1(t) − z2(t), we have

∥

∥�(t)
∥

∥

2
H

=
∫ t

0

[〈

A
(

z1(s)
)

− A
(

z2(s)
)

, �(t)
〉

H
+

∥

∥σ
(

z1(s)
)

− σ
(

z2(s)
)∥

∥

2
L2(HQ,H)

]

ds

+ 2
∫ t

0

〈

�(s),
[

�
(

z1(s)
)

− �
(

z2(s)
)]

dwQ〉

H
.

Hence, by Lemma 3.1 and Assumption 1 we have

E
∥

∥�(t)
∥

∥

2
H

≤ c

∫ t

0
E

∥

∥�(s)
∥

∥

2
H

ds,

and this implies that z1 = z2. �

4. Energy estimates. In the previous section we have proved that, for any μ > 0 and
any T > 0, there is a unique solution (uμ, ∂tuμ) ∈ L2(
;C([0, T ],H1)) to system (3.1). In
this section we prove some bounds for (uμ, ∂tuμ) which are uniform with respect to μ.

As we have already done in the proof of Theorem 3.2, if we apply the Itô formula to
equation (3.1) and the function

Kμ(u, v) = ‖u‖2
H 1 + μ‖v‖2

H ,

we have
1

2
dKμ(uμ, ∂tuμ) =

[

〈

(−�)uμ(t), ∂tuμ(t)
〉

H +
〈

�uμ(t), ∂tuμ(t)
〉

H

−
〈

γ
(

uμ(t)
)

∂tuμ(t), ∂tuμ(t)
〉

H

+
〈

f (uμ(t), ∂tuμ(t)
〉

H + 1

2μ

∥

∥σ
(

uμ(t)
)∥

∥

2
L2(HQ,H)

]

dt

+
〈

∂tuμ(t), σ
(

uμ(s)
)

dwQ(t)
〉

H .
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This implies

(4.1)

1

2
d
[∥

∥uμ(t)
∥

∥

2
H 1 + μ

∥

∥∂tuμ(t)
∥

∥

2
H

]

= (
〈

f

(

uμ(t), ∂tuμ(t)
〉

H −
〈

γ
(

uμ(t)
)

∂tuμ(t), ∂tuμ(t)
〉

H

+ 1

2μ

∥

∥σ
(

uμ(t)
)∥

∥

2
L2(HQ,H)

)

dt +
〈

∂tuμ(t), σ
(

uμ(t)
)

dwQ(t)
〉

H

≤
(

c
(∥

∥uμ(t)
∥

∥

2
H + 1

)

− γ0

2

∥

∥∂tuμ(t)
∥

∥

2
H + σ 2

∞
2μ

)

dt

+
〈

∂tuμ(t), σ
(

uμ(t)
)

dwQ(t)
〉

H .

In particular,

(4.2)

1

2

d

dt

[

E
∥

∥uμ(t)
∥

∥

2
H 1 + μE

∥

∥∂tuμ(t)
∥

∥

2
H

]

≤ − γ0

2μ

[

E
∥

∥uμ(t)
∥

∥

2
H 1 + μE

∥

∥∂tuμ(t)
∥

∥

2
H − c̄

]

+ c

(

1

μ
E

∥

∥uμ(t)
∥

∥

2
H 1 + 1

)

,

where c̄ = σ 2
∞/γ0. Moreover, we have

(4.3)
d

dt
μ

∥

∥uμ(t)
∥

∥

2
H = 2μ

〈

uμ(t), ∂tuμ(t)
〉

H

and

(4.4)
μd

〈

uμ(t), ∂tuμ(t)
〉

H =
[

μ
∥

∥∂tuμ(t)
∥

∥

2
H −

∥

∥uμ(t)
∥

∥

2
H 1 −

〈

uμ(t), γ
(

uμ(t)
)

∂tuμ(t)
〉

H

+
〈

f
(

uμ(t)
)

, uμ(t)
〉

H

]

dt +
〈

uμ(t), σ
(

uμ(t)
)

dwQ(t)
〉

H .

LEMMA 4.1. Under Assumptions 1, 2 and 3, for every T > 0 and (u0, v0) ∈ H1, there

exists some constant cT = cT (‖u0‖H 1,‖v0‖H ), independent of μ, such that

(4.5)

E sup
r∈[0,t]

∥

∥uμ(r)
∥

∥

2
H +

∫ t

0
E

∥

∥uμ(s)
∥

∥

2
H 1 ds

≤ cT

(

1 + μ

∫ t

0
E

∥

∥∂tuμ(s)
∥

∥

2
H ds + μ2

E sup
r∈[0,t]

∥

∥∂tuμ(r)
∥

∥

2
H

)

for every μ ∈ (0,1) and t ∈ [0, T ].

PROOF. We define

�(r) =
∫ r

0
xγ (x) dx, r ∈ R,

and

�(u) =
∫

O

�
(

u(x)
)

dx, u ∈ H.

It is easy to see that (2.7) implies

(4.6) 0 ≤ γ0

2
r2 ≤ �(r) ≤ γ1

2
r2, r ∈ R

so that, for every u ∈ H ,

(4.7) 0 ≤ γ0

2
‖u‖2

H ≤ �(u) ≤ γ1

2
‖u‖2

H .
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Moreover, if v(t) = ∂tu(t), we have

(4.8)
d

dt
�

(

u(t)
)

=
∫

O

γ
(

u(t, x)
)

u(t, x)v(t, x) dx =
〈

u(t), γ
(

u(t)
)

∂tu(t)
〉

H .

Therefore, thanks to (4.4) and (4.7), this gives

γ0

2

∥

∥uμ(t)
∥

∥

2
H ≤ �

(

uμ(t)
)

= �(u0) − μ
〈

uμ(t), ∂tuμ(t)
〉

H + μ〈u0, v0〉H + μ

∫ t

0

∥

∥∂tuμ(s)
∥

∥

2
H ds

−
∫ t

0

∥

∥uμ(s)
∥

∥

2
H 1 ds +

∫ t

0

〈

f
(

uμ(s)
)

, uμ(s)
〉

H ds

+
∫ t

0

〈

uμ(s), σ
(

uμ(s)
)

dwQ(s)
〉

H .

In particular, for every μ ∈ (0,1), we have

γ0

4

∥

∥uμ(t)
∥

∥

2
H ≤ c + cμ2∥

∥∂tuμ(t)
∥

∥

2
H + μ

∫ t

0

∥

∥∂tuμ(s)
∥

∥

2
H ds

−
∫ t

0

∥

∥uμ(s)
∥

∥

2
H 1 ds +

∫ t

0

〈

f
(

uμ(s)
)

, uμ(s)
〉

H ds

+
∫ t

0

〈

uμ(s), σ
(

uμ(s)
)

dwQ(s)
〉

H .

Now, by (2.3) and (2.9) we have

〈

f
(

uμ(s)
)

, uμ(s)
〉

H ≤ λ
∥

∥uμ(s)
∥

∥

2
H + c

(

1 +
∥

∥uμ(s)
∥

∥

1+δ

L1+δ(O)

)

≤
[

λ/α1 + (1 − λ/α1)/2
]∥

∥uμ(s)
∥

∥

2
H 1 + c

so that

γ0

4

∥

∥uμ(t)
∥

∥

2
H + 1

2
(1 − λ/α1)

∫ t

0

∥

∥uμ(s)
∥

∥

2
H 1 ds

≤ cT + cμ2∥

∥∂tuμ(t)
∥

∥

2
H + μ

∫ t

0

∥

∥∂tuμ(s)
∥

∥

2
H ds +

∫ t

0

〈

uμ(s), σ
(

uμ(s)
)

dwQ(s)
〉

H .

This implies

E sup
r∈[0,t]

∥

∥uμ(r)
∥

∥

2
H +

∫ t

0
E

∥

∥uμ(s)
∥

∥

2
H 1 ds

≤ cT + cμ2
E sup

r∈[0,t]

∥

∥∂tuμ(r)
∥

∥

2
H + cμ

∫ t

0
E

∥

∥∂tuμ(s)
∥

∥

2
H ds

+ cE sup
r∈[0,t]

∣

∣

∣

∣

∫ r

0

〈

uμ(s), σ
(

uμ(s)
)

dwQ(s)
〉

H

∣

∣

∣

∣

≤ cT + cμ2
E sup

r∈[0,t]

∥

∥∂tuμ(r)
∥

∥

2
H + cμ

∫ t

0
E

∥

∥∂tuμ(s)
∥

∥

2
H ds + 1

2

∫ t

0
E

∥

∥uμ(s)
∥

∥

2
H ds,

and (4.5) follows. �
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PROPOSITION 4.2. Under Assumptions 1, 2 and 3, for every T > 0 and (u0, v0) ∈ H1,
there exist some constants cT and μT > 0, depending on ‖u0‖H 1 , ‖v0‖H , such that

(4.9) E sup
r∈[0,T ]

∥

∥uμ(r)
∥

∥

2
H 1 + μE sup

r∈[0,T ]

∥

∥∂tuμ(r)
∥

∥

2
H +

∫ T

0
E

∥

∥∂tuμ(s)
∥

∥

2
H ds ≤ cT

μ

for every μ ∈ (0,μT ).

PROOF. Due to (4.1), for every μ ∈ (0,1), we have

∥

∥uμ(t)
∥

∥

2
H 1 + μ

∥

∥∂tuμ(t)
∥

∥

2
H + γ0

2

∫ t

0

∥

∥∂tuμ(s)
∥

∥

2
H ds

≤ cT

μ
+ c

∫ t

0

∥

∥uμ(s)
∥

∥

2
H ds +

∫ t

0

〈

∂tuμ(s), σ
(

uμ(s)
)

dwQ(s)
〉

H .

This implies

E sup
r∈[0,t]

∥

∥uμ(r)
∥

∥

2
H 1 + μE sup

r∈[0,t]

∥

∥∂tuμ(r)
∥

∥

2
H + γ0

2

∫ t

0
E

∥

∥∂tuμ(s)
∥

∥

2
H ds

≤ cT

μ
+ c

∫ t

0
E

∥

∥uμ(s)
∥

∥

2
H ds +E sup

r∈[0,t]

∣

∣

∣

∣

∫ r

0

〈

∂tuμ(s), σ
(

uμ(s)
)

dwQ(s)
〉

H

∣

∣

∣

∣

≤ cT

μ
+ c

∫ t

0
E

∥

∥uμ(s)
∥

∥

2
H ds + γ0

4

∫ t

0
E

∥

∥∂tuμ(s)
∥

∥

2
H ds.

Therefore, we can conclude the proof by using (4.5). �

REMARK 4.3. Combining (4.5) and (4.9), we obtain that, for every T > 0, there exist
cT ,μT > 0 such that

(4.10) E sup
r∈[0,T ]

∥

∥uμ(r)
∥

∥

2
H +

∫ T

0
E

∥

∥uμ(s)
∥

∥

2
H 1 ds ≤ cT

for all μ ∈ (0,μT ).

In fact, we can prove a better bound for the L2(
;L∞(0, T ;H1))-norm of (uμ,
√

μ∂tuμ)

than the one in (4.9).

PROPOSITION 4.4. Under Assumptions 1, 2 and 3, given any T > 0, there exist cT ,μT >

0 such that, for all μ ∈ (0,μT ),

(4.11)
√

μ E sup
t∈[0,T ]

(∥

∥uμ(t)
∥

∥

2
H 1 + μ

∥

∥∂tuμ(t)
∥

∥

2
H

)

≤ cT .

PROOF. Assume (4.11) is not true. Then, we can find a sequence (μk)k∈N ⊂ (0,1) con-
verging to 0, as k → ∞, such that

(4.12) lim
k→∞

√
μk E sup

t∈[0,T ]

(∥

∥uμk
(t)

∥

∥

2
H 1 + μk

∥

∥∂tuμk
(t)

∥

∥

2
H

)

= ∞.

In what follows, to simplify our notation we define

Lk(t) :=
∥

∥uμk
(t)

∥

∥

2
H 1 + μk

∥

∥∂tuμk
(t)

∥

∥

2
H , t ∈ [0, T ].

By Theorem 3.2, all Lk(t) are continuous in t , P-a.s.. Therefore, for every k ∈ N, there exist
a random time tk ∈ [0, T ] such that

Lk(tk) = sup
t∈[0,T ]

Lk(t).
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For any random time s such that P(s ≤ tk) = 1, from (4.1) we have

(4.13) Lk(tk) − Lk(s) ≤
∫ tk

s

(

c
(∥

∥uμk
(τ )

∥

∥

2
H + 1

)

+ σ 2
∞

μk

)

dτ + Mk(tk) − Mk(s),

where

Mk(t) =
∫ t

0

〈

∂tuμk
(s), σ

(

uμk
(s)

)

dwQ(s)
〉

H .

If we define the random variables

M∗
k := sup

t∈[0,T ]

∣

∣Mk(t)
∣

∣, U∗
k := sup

t∈[0,T ]

∥

∥uμk
(t)

∥

∥

2
H ,

then by Proposition 4.2 and (4.10) we have

(4.14) E
(

M∗
k

)

≤ c

(∫ T

0
E

∥

∥∂tuμk
(t)

∥

∥

2
H dt

)
1
2
≤ cT√

μk

, E
(

U∗
k

)

≤ cT .

Due to the definition of M∗
k and U∗

k , there exists a constant λT , independent of k, such that
‖u0‖2

H 1 + ‖v0‖2
H ≤ λT and

Lk(tk) − Lk(s) ≤ λT

(

U∗
k + 1

)

+ σ 2
∞(tk − s)

μk

+ 2M∗
k .

If we take s = 0, then

tk ≥ μk

σ 2∞

(

Lk(tk) − λT − λT

(

U∗
k + 1

)

− 2M∗
k

)

=: μk

σ 2∞
θk.

On the set Ek := {θk > 0}, we consider s ∈ [tk − μk

2σ 2∞
θk, tk] for which we have

Lk(s) ≥ Lk(tk) − λT

(

U∗
k + 1

)

− θk

2
− 2M∗

k = 1

2

[(

Lk(tk) − λT

(

U∗
k + 1

)

− 2M∗
k

)

+ λT

]

.

Finally, if we define

Ik :=
∫ T

0
Lk(s) ds =

∫ T

0

(∥

∥uμk
(s)

∥

∥

2
H 1 + μk

∥

∥∂tuμk
(s)

∥

∥

2
H

)

ds,

we have

Ik ≥
∫ tk

tk− μk

2σ2∞
θk

Lk(s) ds ≥ μk

4σ 2∞

[(

Lk(tk) − λT

(

U∗
k + 1

)

− 2M∗
k

)2 − λ2
T

]

on Ek . Thus, by taking expectation on both sides, we get

(4.15) E(Ik) ≥ E(Ik;Ek) ≥ E

(

μk

4σ 2∞

(

Lk(tk) − λT

(

U∗
k + 1

)

− 2M∗
k

)2;Ek

)

− μkλ
2
T

4σ 2∞
.

By (4.12) and (4.14) we know

lim
k→∞

√
μk Eθk = ∞.

Moreover,

(4.16) E(
√

μkθk) ≤ E(
√

μkθk;Ek) ≤ E
(√

μk(θk + λT );Ek

)

≤
[

E
(

μk(θk + λT )2;Ek

)]
1
2 .

Combine (4.15) and (4.16); we have

E(Ik) ≥ 1

4σ 2∞
E

(

μk(θk + λT )2;Ek

)

− μkλ
2
T

4σ 2∞
≥ 1

4σ 2∞
(
√

μk Eθk)
2 − μkλ

2
T

4σ 2∞
.

This implies that limk→∞E(Ik) = ∞ which contradicts (4.9) and (4.10). Therefore, (4.11)
must be true, and the proof is complete. �
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5. Tightness. For every μ > 0 and T > 0, we shall define

ρμ(t) = g
(

uμ(t)
)

, t ∈ [0, T ].
In this section we study the tightness of the family of measures (L(ρμk

))k∈N, for any sequence
(μk)k∈N converging to zero. According to Assumption 2 and the definition of g, we know that

∣

∣g(r)
∣

∣ ≤ γ1|r|,
∣

∣g′(r)
∣

∣ ≤ γ1, r ∈ R.

Therefore, for every μ > 0 and t ∈ [0, T ],
∥

∥ρμ(t)
∥

∥

H ≤ γ1
∥

∥uμ(t)
∥

∥

H ,
∥

∥ρμ(t)
∥

∥

H 1 ≤ γ1
∥

∥uμ(t)
∥

∥

H 1 .

As a consequence of (4.10) and (4.11), this implies that there exist cT ,μT > 0 such that

(5.1) E sup
t∈[0,T ]

(∥

∥ρμ(t)
∥

∥

2
H + √

μ
∥

∥ρμ(t)
∥

∥

2
H 1

)

+E

∫ T

0

∥

∥ρμ(s)
∥

∥

2
H 1 ds ≤ cT , μ ∈ (0,μT ).

Since g(r) is a strictly increasing function, it is invertible, and for every μ > 0,

uμ(t) = g−1(

ρμ(t)
)

, t ∈ [0, T ].
This implies that

�uμ(t) = div
[

∇g−1(

ρμ(t)
)]

= div
[

1

γ (g−1(ρμ(t)))
∇ρμ(t)

]

.

Moreover, by the definition of ρμ, we have that

(5.2) ∇ρμ(t) = γ
(

uμ(t)
)

∇uμ(t), ∂tρμ(t) = γ
(

uμ(t)
)

∂tuμ(t).

Therefore, if we define

(5.3) b(r) := 1

γ (g−1(r))
, F (r) := f

(

g−1(r)
)

, r ∈ R

and

(5.4) σg(h) := σ
(

g−1 ◦ h
)

, h ∈ H,

we can rewrite equation (3.1) into the following form:

(5.5)
ρμ(t) + μ∂tuμ(t) = g(u0) + μv0 +

∫ t

0
div

[

b
(

ρμ(s)
)

∇ρμ(s)
]

ds

+
∫ t

0
F

(

ρμ(s)
)

ds +
∫ t

0
σg

(

ρμ(s)
)

dwQ(s)

in space H−1. From Assumption 2 we have

(5.6) 0 <
1

γ1
≤ b(r) ≤ 1

γ0
, r ∈ R.

In what follows, we shall define

(5.7) X1 := C

(

[0, T ];
⋂

δ>0

H−δ

)

, X2 :=
⋂

p<∞
Lp(0, T ;H).

Both spaces turn out to be complete and separable metric spaces, endowed with the distances

(5.8) dX1(x, y) =
∞
∑

n=1

1

2n

(

|x − y|
C([0,T ];H− 1

n )
∧ 1

)

and

(5.9) dX2(x, y) =
∞
∑

n=1

1

2n

(

|x − y|Ln(0,T ;H) ∧ 1
)

.

Notice that both X1 and X2 contain L∞(0, T ,H) with proper inclusion.
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THEOREM 5.1. Assume that Assumptions 1, 2 and 3 are satisfied, and fix any initial

datum (u0, v0) ∈H1 and any T > 0. Then, for any sequence (μk)k∈N converging to zero, the

family of probability measures

(

L
(

g(uμk
)
))

k∈N ⊂ P(X1 ∩ X2)

is tight.

PROOF. For every θ ∈ (0,1), let Cθ ([0, T ];H−1) denote the space of θ -Hölder contin-
uous functions, defined on [0, T ], with values in H−1. As a first step, we prove that there
exists some θ ∈ (0,1) such that the family

(ρμ + μ∂tuμ)μ∈(0,μT ) ⊂ L1(


;Cθ (

[0, T ];H−1))

is bounded. For the first integral term in (5.5), given any 0 ≤ t1 < t2 ≤ T , by (5.1) and (5.6)
we have

(5.10)

E

∫ t2

t1

∥

∥div
[

b
(

ρμ(s)
)

∇ρμ(s)
]∥

∥

H−1 ds ≤ cE

∫ t2

t1

∥

∥b
(

ρμ(s)
)

∇ρμ(s)
∥

∥

H ds

≤ c

γ0
(t2 − t1)

1
2

(∫ T

0
E

∥

∥ρμ(s)
∥

∥

2
H 1 ds

)
1
2

≤ c

γ0
(t2 − t1)

1
2 .

For the second integral term in (5.5), thanks to (4.10), we have

(5.11)

E

∫ t2

t1

∥

∥F
(

ρμ(s)
)∥

∥

H−1 ds = E

∫ t2

t1

∥

∥f
(

uμ(s)
)∥

∥

H−1 ds

≤ c

∫ t2

t1

(

E
∥

∥uμ(s)
∥

∥

H + 1
)

ds ≤ c(t2 − t1).

Finally, due to the boundedness of σg , by proceeding as in [12], Theorem 5.11 and Theorem
5.15, and by using a factorization argument, we have that

sup
μ>0

E

∥

∥

∥

∥

∫ ·

0
σ

(

uμ(s)
)

dwQ(s)

∥

∥

∥

∥

Cθ (0,T ;H−1)

< ∞

for any θ ∈ (0,1/2). Therefore, by putting this together with (5.10) and (5.11), from (5.5) we
can conclude that, for any θ ∈ (0,1/2),

(5.12) sup
μ∈(0,μT )

E‖ρμ + μ∂tuμ‖Cθ ([0,T ];H−1) < ∞.

Moreover, thanks to estimates (4.11) and (5.1), we have

(5.13) sup
μ∈(0,μT )

E‖ρμ + μ∂tuμ‖C([0,T ];H) < ∞.

Now, due to (5.12) and (5.13), for any ε > 0 there exist two constants Lε
1,L

ε
2 > 0 such

that, if we define

Kε
1 =

{

f : [0, T ] ×R →R : ‖f ‖Cθ ([0,T ];H−1) ≤ Lε
1
}

and

Kε
2 =

{

f : [0, T ] ×R→R : ‖f ‖C([0,T ];H) ≤ Lε
2
}

,
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then

(5.14) inf
μ∈(0,μT )

P
(

ρμ + μ∂tuμ ∈ Kε
1 ∩ Kε

2
)

> 1 − ε

3
.

By the compact embedding of H into H−δ , we know that Kε
1 ∩ Kε

2 is relatively compact in
C([0, T ];H−δ) for every δ > 0 (for a proof, see [30], Theorem 5). Therefore, Kε

1 ∩ Kε
2 is

relatively compact in X1.
In Proposition 4.4 we have shown that

lim
μ→0

E‖μ∂tuμ‖2
C([0,T ];H) = 0.

Hence, for every sequence (μk)k∈N ⊂ (0,μT ) converging to zero, there is a compact set Kε
3

in C([0, T ];H) such that

(5.15) P
(

−μk∂tuμk
∈ Kε

3
)

> 1 − ε

6
, k ∈ N.

Since C([0, T ];H) ⊂ X1, Kε
3 is also compact in X1. Then, (Kε

1 ∩ Kε
2 ) + Kε

3 is relatively
compact in X1, and, thanks to (5.14) and (5.15), for every k ∈ N,

P
(

ρμk
∈

(

Kε
1 ∩ Kε

2
)

+ Kε
3
)

≥ P
(

ρμk
+ μk∂uμk

∈ Kε
1 ∩ Kε

2 ,−μk∂tuμk
∈ Kε

3
)

> 1 − ε

2
.

(5.16)

By the arbitrariness of ε > 0, this means that the family of probability measures (L(ρμk
))k∈N

is tight in X1.
Now, due to the characterization given in [30], Theorem 1, for compact sets in C([0, T ];

H−δ), if for every h ∈ (0, T ) we define

τhf (t) = f (t + h), t ∈ [−h,T − h],
we have

(5.17) lim
h→0

sup
f ∈(Kε

1∩Kε
2 )+Kε

3

‖τhf − f ‖C([0,T −h];H−δ) = 0, δ > 0.

Next, due to (5.1), there exists Lε
4 > 0 such that if we define

Kε
4 =

{

f : [0, T ] ×R →R : ‖f ‖L2(0,T ;H 1) ≤ Lε
4
}

,

then

(5.18) inf
μ∈(0,μT )

P
(

ρμ ∈ Kε
4
)

> 1 − ε

2
.

Thus, if we take

Kε :=
[(

Kε
1 ∩ Kε

2
)

+ Kε
3
]

∩ Kε
4 ,

from (5.16) and (5.18) we obtain

(5.19) inf
k∈N

P
(

ρμk
∈ Kε) > 1 − ε.

Now, let us fix p ∈ (2,∞), and let us define

δp = 2

p − 2
, αp = p − 2

p
.

It is immediate to check that

‖x‖H ≤ cp‖x‖αp

H−δp
‖x‖1−αp

H 1 .
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Due to (5.17), we have

lim
h→0

sup
f ∈Kε

‖τhf − f ‖C([0,T −h];H−δp ) = 0.

Moreover, Kε is bounded in L2(0, T ;H 1). Then, since

αp

∞ + 1 − αp

2
= 1

p
,

according to [30], Theorem 7, we have that Kε is relatively compact in Lp(0, T ;H). Due
to the arbitrariness of p < ∞, we have that Kε is relatively compact in X2. By the arbitrari-
ness of ε > 0 and (5.19), this allows us to conclude that the family of probability measures
(L(ρμk

))k∈N is tight in X2. �

6. Uniqueness for the quasilinear parabolic equations. In this section, we prove the
uniqueness of solutions for the following quasilinear stochastic parabolic equation

(6.1)

{

∂tρ = div
[

b(ρ)∇ρ
]

+ F(ρ) + σg(ρ) dwQ(t), t > 0, x ∈ O;
ρ(0, x) = g(u0), ρ(t, x) = 0, x ∈ ∂O,

where, we recall

b(r) = 1

γ (g−1(r))
, F (r) =

(

f ◦ g−1)

(r), r ∈ R

and

σg(h) = σ
(

g−1 ◦ h
)

, h ∈ H.

Notice that, because of our assumptions on γ and f , the functions b and F are both globally
Lipschitz continuous on R and the mapping σg : H → L2(HQ,H) is bounded and Lipschitz
continuous.

DEFINITION 6.1. An (Ft )t≥0 adapted process ρ ∈ L2(
;C([0, T ];H−1)) ∩ L2(
;
L2(0, T ;H 1)) is said to be a solution of equation (6.1) if, for every test function ψ ∈ C∞

0 (O),

(6.2)

〈

ρ(t),ψ
〉

H =
〈

g(u0),ψ
〉

H −
∫ t

0

〈

b
(

ρ(s)
)

∇ρ(s),∇ψ
〉

H ds

+
∫ t

0

〈

F
(

ρ(s)
)

,ψ
〉

H ds +
∫ t

0

〈

σg

(

ρ(s)
)

dwQ(s),ψ
〉

H .

THEOREM 6.2. Suppose Assumptions 1, 2 and 3 are satisfied. Then, there is, at most,
one solution ρ ∈ L2(
;C([0, T ];H−1)) ∩ L2(
;L2(0, T ;H 1)) to equation (6.1).

PROOF. The proof is a slight modification of [20], Proof of Theorem 3.1, where Hof-
manová and Zhang use a generalized Itô formula for the L1-norm of solutions of the same
class of stochastic quasilinear parabolic equations. In [20] the periodic boundary condition
on the torus Tn is considered, and this means that the authors can take the identity function
on the torus as a test function. Since we are considering here Dirichlet boundary conditions,
we have to use a different class of test functions.

Let (ϕn)n∈N be the sequence of functions constructed in [20], Proof of Theorem 3.1, which
have bounded first and second order derivatives,

(6.3) ϕ′
n(0) = 0,

∣

∣ϕ′
n(r)

∣

∣ ≤ 1, 0 ≤ ϕ′′
n(r) ≤ 2

n|r| , r ∈ R,
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and

(6.4) lim
n→∞ sup

r∈R

∣

∣ϕn(r) − |r|
∣

∣ = 0.

Now, suppose ρ1, ρ2 ∈ L2(
;C([0, T ];H−1)) ∩ L2(
;L2(0, T ;H 1)) are both solutions
to (6.1). By the generalized Itô formula in Proposition A.1, for any test function ψ ∈ C∞

0 (O),
we have

(6.5)
〈

ϕn

(

ρ1(t) − ρ2(t)
)

,ψ
〉

H =:
5

∑

k=1

Ik,n(t),

where

I1,n(t) :=
∫ t

0

〈

ϕ′
n

(

ρ1(s) − ρ2(s)
)(

F
(

ρ1(s)
)

− F
(

ρ2(s)
))

,ψ
〉

H ds,

I2,n(t) := −
∫ t

0

〈

ϕ′′
n

(

ρ1(s) − ρ2(s)
)(

∇ρ1(s) − ∇ρ2(s)
)

·
(

b
(

ρ1(s)
)

∇ρ1(s) − b
(

ρ2(s)
)

∇ρ2(s)
)

,ψ
〉

H ds,

I3,n(t) := −
∫ t

0

〈

ϕ′
n

(

ρ1(s) − ρ2(s)
)(

b
(

ρ1(s)
)

∇ρ1(s) − b
(

ρ2(s)
)

∇ρ2(s)
)

,∇ψ
〉

H ds,

I4,n(t) := 1

2

∫ t

0

〈

ϕ′′
n

(

ρ1(s) − ρ2(s)
)

∞
∑

i=1

∣

∣

[

σg

(

ρ1(s)
)

− σg

(

ρ2(s)
)]

Qei

∣

∣

2
,ψ

〉

H

ds

and

I5,n(t) :=
∫ t

0

〈

ϕ′
n

(

ρ1(s) − ρ2(s)
)[

σg

(

ρ1(s)
)

− σg

(

ρ2(s)
)]

dwQ(s),ψ
〉

H .

By the boundedness of ϕ′
n and ϕ′′

n , (6.5) is also valid for any ψ ∈ H 1 ∩ C(O) with ψ = 0
on ∂O by approximation; that is, there exist ψn ∈ C∞

0 (O) converging to ψ in both L∞ and
H 1 norms. In particular, here we take the test function ψ to be positive superharmonic with
nonpositive �ψ ∈ L2. Thanks to (6.3) and the Lipschitz continuity of F ,

I1,n(t) ≤ c

∫ t

0

〈∣

∣ρ1(s) − ρ2(s)
∣

∣,ψ
〉

H ds.

For the second term, thanks to (5.6), (6.3) and the Lipschitz continuity of b,

I2,n(t) = −
∫ t

0

〈

ϕ′′
n

(

ρ1(s) − ρ2(s)
)

b
(

ρ1(s)
)(

∇ρ1(s) − ∇ρ2(s)
)

·
(

∇ρ1(s) − ∇ρ2(s)
)

,ψ
〉

H ds

−
∫ t

0

〈

ϕ′′
n

(

ρ1(s) − ρ2(s)
)(

b
(

ρ1(s)
)

− b
(

ρ2(s)
))(

∇ρ1(s) − ∇ρ2(s)
)

· ∇ρ2(s),ψ
〉

H ds

≤ c

n

∫ t

0

〈∣

∣∇ρ1(s) − ∇ρ2(s)
∣

∣

∣

∣∇ρ2(s)
∣

∣,ψ
〉

H ds

≤ c‖ψ‖L∞(O)

n

∫ t

0

(∥

∥ρ1(s)
∥

∥

2
H 1 +

∥

∥ρ2(s)
∥

∥

2
H 1

)

ds.

For the third term and by the definition of b, we have b(ρ)∇ρ = ∇g−1(ρ); from which we
have

I3,n(t) = −
∫ t

0

〈

ϕ′
n

(

ρ1(s) − ρ2(s)
)(

∇g−1(

ρ1(s)
)

− ∇g−1(

ρ2(s)
))

,∇ψ
〉

H ds

=
∫ t

0

〈

ϕ′′
n

(

ρ1(s) − ρ2(s)
)(

∇ρ1(s) − ∇ρ2(s)
)(

g−1(

ρ1(s)
)

− g−1(

ρ2(s)
))

,∇ψ
〉

H ds
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+
∫ t

0

〈

ϕ′
n

(

ρ1(s) − ρ2(s)
)(

g−1(

ρ1(s)
)

− g−1(

ρ2(s)
))

,�ψ
〉

H ds.

Thanks to (6.3) and the Lipschitz continuity of g−1,

∣

∣ϕ′′
n

(

ρ1(s) − ρ2(s)
)(

g−1(

ρ1(s)
)

− g−1(

ρ2(s)
))∣

∣ ≤ c
∣

∣ϕ′′
n

(

ρ1(s) − ρ2(s)
)∣

∣

∣

∣ρ1(s) − ρ2(s)
∣

∣ ≤ c

n
.

Since ϕ′
n is increasing and ϕ′

n(0) = 0, we have signϕ′
n(r) = signr . Then, as g−1 is also in-

creasing, we have

ϕ′
n(r1 − r2)

(

g−1(r1) − g−1(r2)
)

≥ 0, r1, r2 ∈ R.

Together with �ψ ≤ 0 on O, for every t ∈ [0, T ], we have

I3,n(t) ≤ c

n

∫ t

0

〈∣

∣∇ρ1(s) − ∇ρ2(s)
∣

∣, |∇ψ |
〉

H ds

≤ cT ‖ψ‖H 1

n

∫ t

0

(∥

∥ρ1(s)
∥

∥

2
H 1 +

∥

∥ρ2(s)
∥

∥

2
H 1

)

ds.

For the fourth term and by Assumption 1, we have

I4,n(t) = 1

2

∫ t

0

〈

ϕ′′
n

(

ρ1(s) − ρ2(s)
)

∞
∑

i=1

∣

∣σi

(

·, g−1(

ρ1(s)
))

− σi

(

·, g−1(

ρ2(s)
))∣

∣

2
,ψ

〉

H

ds

≤ c

2

∫ t

0

〈

ϕ′′
n

(

ρ1(s) − ρ2(s)
)∣

∣ρ1(s) − ρ2(s)
∣

∣

2
,ψ

〉

H ds

≤ c‖ψ‖H

n

∫ t

0

(∥

∥ρ1(s)
∥

∥

H +
∥

∥ρ2(s)
∥

∥

H

)

ds

≤ cT ‖ψ‖H 1

n

∫ t

0

(∥

∥ρ1(s)
∥

∥

2
H 1 +

∥

∥ρ2(s)
∥

∥

2
H 1

)

ds.

Therefore, we take the expectation of (6.5) and combine the estimates for I1,n(t), I2,n(t),
I3,n(t) and I4,n(t) to obtain

E
〈

ϕn

(

ρ1(t) − ρ2(t)
)

,ψ
〉

H ≤ cT

n

(

‖ψ‖H 1 + ‖ψ‖L∞(O)

)

∫ t

0

(

E
∥

∥ρ1(s)
∥

∥

2
H 1 +E

∥

∥ρ2(s)
∥

∥

2
H 1

)

ds

+ c

∫ t

0
E

〈∣

∣ρ1(s) − ρ2(s)
∣

∣,ψ
〉

H ds.

Now, we take the limit above, as n → ∞, and we get

E
〈∣

∣ρ1(t) − ρ2(t)
∣

∣,ψ
〉

H ≤ c

∫ t

0
E

〈∣

∣ρ1(s) − ρ2(s)
∣

∣,ψ
〉

H ds

which implies that
〈∣

∣ρ1(t) − ρ2(t)
∣

∣,ψ
〉

H = 0, a.s. on 
 × [0, T ].

Since this is true for all positive superharmonic ψ ∈ C(O) ∩ H 1 with zero boundary value
and nonpositive �ψ ∈ L2, we have ρ1 = ρ2, and the uniqueness follows. �

7. The convergence result. Now, we are ready to prove the convergence of the solutions
to (1.1) and to identify the limit as the unique solution of the quasilinear parabolic equation
(1.6).
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THEOREM 7.1. Suppose Assumptions 1, 2 and 3 are satisfied and, for each μ > 0,
let (uμ, ∂tuμ) denote the unique solution to equation (1.1) with the same initial condition

(u0, v0) ∈ H1. Then, for every δ > 0 and p < ∞, and for every η > 0,

lim
μ→0

P
(

‖uμ − u‖C([0,T ];H−δ) + ‖uμ − u‖Lp(0,T ;H) > η
)

= 0,

where u ∈ L2(
;X1 ∩X2 ∩L2(0, T ;H 1)) is the unique solution of equation (1.6) with initial

datum u0.

REMARK 7.2. Here, we only consider deterministic initial data (u0, v0) ∈ H 1(O) ×
L2(O), independent of μ. Actually, it is easy to generalize our result to the cases of ran-
dom initial data (uμ(0), ∂tuμ(0)) ∈ H 1(O) × L2(O), depending on μ, such that, for some
u0 ∈ H 1(O),

lim
μ→0

(

E
∥

∥uμ(0) − u0
∥

∥

2
H 1(O) + μ2

E
∥

∥∂tuμ(0)
∥

∥

2
L2(O)

)

= 0.

PROOF. We recall that, in the previous section, we have introduced the two Polish spaces
X1 and X2, endowed with the distances d1 and d2, defined in (5.8) and (5.9), respectively.
Here, for every T > 0, we denote

KT := [X1 ∩ X2]2 ×
[

C
(

[0, T ];H
)]2 × C

(

[0, T ];U
)

,

where U is the Hilbert space containing HQ, with Hilbert–Schmidt embedding (see (2.4)).
In Theorem 5.1 we have proved that, for any sequence (μk)k∈N converging to zero, the

sequence (L(ρμk
,μk∂tuμk

))k∈N is tight in [X1 ∩ X2] × C([0, T ];H). Hence, the Skorokhod
theorem assures that, for any two sequences (μ1

k)k∈N and (μ2
k)k∈N converging to zero, there

exist two subsequences, still denoted by (μ1
k)k∈N and (μ2

k)k∈N, a sequence of random vari-
ables

Yk :=
((

ρ1
k , ϑ1

k

)

,
(

ρ2
k , ϑ2

k

)

, ŵ
Q
k

)

, k ∈ N

in KT , and a random variable

Y :=
(

ρ1, ρ2, ŵQ)

in [X1 ∩ X2]2 × C([0, T ];U); all defined on some probability space (
̂, F̂, P̂), such that

(7.1) L(Yk) = L
((

ρμ1
k
,μ1

k∂tuμ1
k

)

,
(

ρμ2
k
,μ2

k∂tuμ2
k

)

,wQ)

, k ∈ N,

and for i = 1,2

(7.2)
lim

k→∞

(∥

∥ρi
k − ρi

∥

∥

X1
+

∥

∥ρi
k − ρi

∥

∥

X2
+

∥

∥ϑ i
k

∥

∥

C([0,T ];H)

+
∥

∥ŵ
Q
k − ŵQ

∥

∥

C([0,T ];U)

)

= 0, P̂-a.s.

Notice that, due to (4.10) and (7.2), we have

(7.3) ρi ∈ L2(


;X1 ∩ X2 ∩ L2(

0, T ;H 1))

, i = 1,2.

Next, a filtration (F̂t )t≥0 is introduced in (
̂, F̂, P̂) by taking the augmentation of the canon-
ical filtration of (ρ1, ρ2, ŵQ), generated by the restrictions of (ρ1, ρ2, ŵQ) to every interval
[0, t]. Due to this construction, ŵQ is a (F̂t )t≥0 Wiener process with covariance Q∗Q (for a
proof, see [13], Lemma 4.8).

Now, if we show that ρ1 = ρ2, we have that ρμ converges in probability to some ρ ∈
L2(
;X1 ∩X2 ∩L2(0, T ;H 1)). Actually, as observed by Gyöngy and Krylov in [18], if E is
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any Polish space equipped with the Borel σ -algebra, a sequence (ξn)n∈N of E-valued random
variables converges in probability if and only if for every pair of subsequences (ξm)m∈N and
(ξl)l∈N there exists an E2-valued subsequence ηk := (ξm(k), ξl(k)) converging weakly to a
random variable η supported on the diagonal {(h, k) ∈ E2 : h = k}.

In order to show that ρ1 = ρ2, we prove that they are both a solution of equation (6.1),
which has pathwise uniqueness due to Theorem 6.2. To this purpose, we use the general
method introduced in [13].

Due to (7.1), both (ρ1
k , ϑ1

k ) and (ρ2
k , ϑ2

k ) satisfy equation (5.5) with wQ replaced by ŵ
Q
k .

Then, by first taking the scalar product in H of each term in (5.5) with an arbitrary but fixed
ψ ∈ C∞

0 (O) and then integrating by parts, we get

(7.4)

〈

ρi
k(t) + ϑ i

k(t),ψ
〉

H =
〈

g(u0) + μkv0,ψ
〉

H −
∫ t

0

〈

b
(

ρi
k(s)

)

∇ρi
k(s),∇ψ

〉

H ds

+
∫ t

0

〈

F
(

ρi
k(s)

)

,ψ
〉

H ds

+
∫ t

0

〈

σg

(

ρi
k(s)

)

dŵ
Q
k (s),ψ

〉

H , i = 1,2.

Now, since g is invertible, we can define

ui
k(t, x) = g−1(

ρi
k(t, x)

)

, ui(t, x) = g−1(

ρi(t, x)
)

, (t, x) ∈ [0, T ] ×O.

Due to the Lipschitz continuity of g−1, we have that ui
k and ui belong to L2(
;X1 ∩ X2 ∩

L2(0, T ;H 1)) and, in view of (7.2),

(7.5) lim
k→∞

(∥

∥ui
k − ui

∥

∥

X1
+

∥

∥ui
k − ui

∥

∥

X2

)

= 0, P̂− a.s.

Moreover,

∇ui
k(s) = b

(

ρi
k(s)

)

∇ρi
k(s), ∇ui(s) = b

(

ρi(s)
)

∇ρi(s)

so that
∫ t

0

〈

b
(

ρi
k(s)

)

∇ρi
k(s),∇ψ

〉

H ds −
∫ t

0

〈

b
(

ρi(s)
)

∇ρi(s),∇ψ
〉

H ds

=
∫ t

0

〈

∇ui
k(s),∇ψ

〉

H ds −
∫ t

0

〈

∇ui(s),∇ψ
〉

H ds

= −
∫ t

0

〈(

ui
k(s) − ui(s)

)

,�ψ
〉

H ds.

In particular, due to (7.5), we have that

(7.6) lim
k→∞

∫ t

0

〈

b
(

ρi
k(s)

)

∇ρi
k(s),∇ψ

〉

H ds =
∫ t

0

〈

b
(

ρi(s)
)

∇ρi(s),∇ψ
〉

H ds, P̂-a.s.

Now, for i = 1,2 and t ∈ [0, T ], we define

M̂ i(t) =
〈

ρi(t),ψ
〉

H −
〈

g(u0),ψ
〉

H +
∫ t

0

〈

b
(

ρi(s)
)

∇ρi
k(s),∇ψ

〉

H ds

−
∫ t

0

〈

F
(

ρi(s)
)

,ψ
〉

H ds.

By proceeding as in the proof of [13], Lemma 4.9, thanks to (7.2), (7.6) and the Lipschitz
continuity of F , we have that, for every t ∈ [0, T ],

〈

M̂ i −
∫ ·

0

〈

σg

(

ρi(s)
)

dŵQ(s),ψ
〉

H

〉

t

= 0, P-a.s.,



900 S. CERRAI AND G. XI

where 〈·〉t is the quadratic variation process. This implies that both ρ1 and ρ2 satisfy equation
(6.1). Namely, for every ψ ∈ C∞

0 (O) and i = 1,2,

〈

ρi(t),ψ
〉

H =
〈

g(u0),ψ
〉

H −
∫ t

0

〈

b
(

ρi(s)
)

∇ρi(s),∇ψ
〉

H ds

+
∫ t

0

〈

F
(

ρi(s)
)

,ψ
〉

H ds +
∫ t

0

〈

σg

(

ρi(s)
)

dŵQ(s),ψ
〉

H .

As we have recalled above, thanks to the remark by Gyöngy–Krylov in [18], this implies
that ρμ converges in probability to some random variable ρ taking values in X1 ∩ X2, as μ

goes to zero. Due to (7.3), we also have that ρ belongs to L2(
;X1 ∩ X2 ∩ L2(0, T ;H 1))

and satisfies equation (6.1).
Now, we set

u = g−1(ρ).

Due to the Lipschitz continuity of g−1, we have that u ∈ L2(
;X1 ∩X2 ∩L2(0, T ;H 1)) and
uμ converges in probability to u in X1 ∩X2, as μ goes to zero. In order to conclude, we have
to identify u with the solution of equation (1.6). We apply the generalized Itô formula, stated
in Proposition A.1, to u := g−1(ρ) with

U = HQ, Ji(t) = σg

(

ρ(t)
)

Qei, i ∈ N

and

F(t) = F
(

ρ(t)
)

, G(t) = b
(

ρ(t)
)

∇ρ(t)).

Actually, since

(

g−1)′
(r) = 1

γ (g−1(r))
,

(

g−1)′′
(r) = − γ ′(g−1(r))

γ (g−1(r))3 , r ∈ R,

for any ψ ∈ C∞
0 (O) we can conclude that

〈

u(t),ψ
〉

H = 〈u0,ψ〉H −
∫ t

0

〈 ∇u(s)

γ (u(s))
,∇ψ

〉

H

ds −
∫ t

0

〈

∇
(

1

γ (u(s))

)

· ∇u(s),ψ

〉

H

ds

+
∫ t

0

〈

f (u(s))

γ (u(s))
,ψ

〉

H

ds −
∫ t

0

〈

γ ′(u(s))

2γ (u(s))3

∞
∑

i=1

(

σ
(

u(s)
)

Qei

)2
,ψ

〉

H

ds

+
∫ t

0

〈

σ(u(s))

γ (u(s))
dwQ(s),ψ

〉

H

which means that u is a solution to (1.6).
In order to prove the uniqueness of the solution of equation (1.6), if u1 and u2 are two

solutions, we apply Proposition A.1 to ρj = g(uj ), j = 1,2 with

U = HQ, J
j
i (t) = σ(uj )

γ (uj )
Qei, Gj (t) = ∇uj (t)

γ (uj (t))
, i ∈N

and

F j (t) = f (uj (t))

γ (uj (t))
− γ

(

uj (t)
)

∇
(

1

γ (uj (t))

)

· ∇uj (t)

− γ ′(uj (t))

2γ (uj (t))3

∞
∑

i=1

(

σ
(

uj (t)
)

Qei

)2
.

Then, it turns out that both g(u1) and g(u2) are solutions to (6.1). Thus, by the uniqueness
result in Theorem 6.2, we can conclude that g(u1) = g(u2), and this implies that u1 = u2.

�
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APPENDIX: A GENERALIZED ITÔ FORMULA

In [13] it proved a generalized Itô formula for the weak solutions of the following general
class of equations:

(A.1) du(t) = F(t) dt + divG(t) dt + J (t) dw(t), u0 ∈ H,

where H = L2(Td), d ≥ 1. In the present paper we are dealing with Dirichlet boundary
conditions in general bounded open sets O. In what follows, we adapt the formulation of
[13], Proposition A.1, to our situation, and we briefly describe the modification we have to
do in the proof.

PROPOSITION A.1. Let ψ ∈ C∞
0 (O) and ϕ ∈ C2(R) with bounded second-order deriva-

tive. Suppose W is a space-time white noise, that is,

w(t) =
∞
∑

i=1

eiβi(t),

where (βi)i∈N are mutually independent standard Wiener processes on the stochastic basis

quadruple (
,F, (Ft)t∈[0,T ],P) and (ei)i∈N is a complete orthonormal system in a separa-

ble Hilbert space U. Assume that F and Gj are adapted processes in L2(
;L2(0, T ;H)),
j = 1, . . . , d and J is an adapted process in L2(
;L∞(0, T ;L2(U;H))). For every i ∈ N,
let Ji(t) := J (t)ei . If the process

u ∈ L2(


;C
(

[0, T ];H−1))

∩ L2(


;L2(

0, T ;H 1))

solves (A.1) in H−1, then almost surely, for all t ∈ [0, T ],

(A.2)

〈

ϕ
(

u(t)
)

,ψ
〉

H =
〈

ϕ(u0),ψ
〉

H +
∫ t

0

〈

ϕ′(u(s)
)

F(s),ψ
〉

H ds

−
∫ t

0

〈

ϕ′′(u(s)
)

∇u(s) · G(s),ψ
〉

H ds

−
∫ t

0

〈

ϕ′(u(s)
)

G(s),∇ψ
〉

H ds + 1

2

∫ t

0

〈

ϕ′′(u(s)
)

∞
∑

i=1

J 2
i (s),ψ

〉

H

+
∫ t

0

〈

ϕ′(u(s)
)

J (s) dw(s),ψ
〉

H ds.

Moreover, if we further assume that ϕ has bounded first-order derivative, the assumption on

F could be relaxed to L1(
;L1(0, T ;L1(O))), and we still have (A.2) to be true.

PROOF. It is enough to prove the result for any smooth ψ with compact support in O.
Given a fixed ψ ∈ C∞

0 (O), suppose it is supported on the compact set K ⊂ O, and let δ0 :=
d(K,Oc) > 0. We fix a positive smooth function ξ supported on the unit ball with integral
equals to 1 and define ξδ(x) = 1

δd ξ(x
δ
). Then, if for any f ∈ H , we define f δ = f ∗ ξδ ; for

δ < δ0, we have
∥

∥f δ
∥

∥

L2(K) ≤ ‖f ‖H ,
∥

∥f δ − f
∥

∥

L2(K) → 0.

Now, we apply the mollifiers ξδ to u(t), and we have

uδ(t, x) = uδ
0(x) +

∫ t

0
F δ(s, x) ds +

∫ t

0
divGδ(s, x) ds +

∞
∑

i=1

∫ t

0
J δ

i (s, x) dβi(s),
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for all x ∈ K . Thus, we can apply the Itô formula to ϕ(uδ(t, x))ψ(x), and, after we integrate
in x, we get

(A.3)

〈

ϕ
(

uδ(t)
)

,ψ
〉

H

=
〈

ϕ
(

uδ
0
)

,ψ
〉

H +
∫ t

0

〈

ϕ′(uδ(s)
)

F δ(s),ψ
〉

H ds +
∫ t

0

〈

ϕ′(uδ(s)
)

divGδ(s),ψ
〉

H ds

+ 1

2

∞
∑

i=1

∫ t

0

〈

ϕ′′(uδ(s)
)(

J δ
i (s)

)2
,ψ

〉

H ds +
∞
∑

i=1

∫ t

0

〈

ϕ′(uδ(s)
)

J δ
i (s),ψ

〉

H dβi(s)

=
〈

ϕ
(

uδ
0
)

,ψ
〉

H +
∫ t

0

〈

ϕ′(uδ(s)
)

F δ(s),ψ
〉

H ds +
∫ t

0

〈

div
(

ϕ′(uδ(s)
)

Gδ(s)
)

,ψ
〉

H ds

−
∫ t

0

〈

ϕ′′(uδ(s)
)

∇uδ(s) · Gδ(s),ψ
〉

H ds + 1

2

∞
∑

i=1

∫ t

0

〈

ϕ′′(uδ(s)
)(

J δ
i (s)

)2
,ψ

〉

H ds

+
∞
∑

i=1

∫ t

0

〈

ϕ′(uδ(s)
)

J δ
i (s),ψ

〉

H dβi(s).

At this point, using the same argument as in [13], we can take the limit above, as δ goes to
zero, and obtain (A.2). �
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Brzeźniak, Martina Hofmanovà and Irena Lasiecka for several interesting and useful conver-
sations about this problem.

Funding. The authors were partially supported by NSF Grants DMS-1712934—
Analysis of Stochastic Partial Differential Equations with Multiple Scales and DMS-
1954299—Multiscale Analysis of Infinite-Dimensional Stochastic Systems.

REFERENCES

[1] BARBU, V. (2010). Nonlinear Differential Equations of Monotone Types in Banach Spaces. Springer Mono-

graphs in Mathematics. Springer, New York. MR2582280 https://doi.org/10.1007/978-1-4419-5542-5
[2] BIRRELL, J., HOTTOVY, S., VOLPE, G. and WEHR, J. (2017). Small mass limit of a Langevin equation on a

manifold. Ann. Henri Poincaré 18 707–755. MR3596775 https://doi.org/10.1007/s00023-016-0508-3
[3] CERRAI, S. and FREIDLIN, M. (2006). On the Smoluchowski–Kramers approximation for a system with

an infinite number of degrees of freedom. Probab. Theory Related Fields 135 363–394. MR2240691
https://doi.org/10.1007/s00440-005-0465-0

[4] CERRAI, S. and FREIDLIN, M. (2006). Smoluchowski–Kramers approximation for a general class of
SPDEs. J. Evol. Equ. 6 657–689. MR2267703 https://doi.org/10.1007/s00028-006-0281-8

[5] CERRAI, S. and FREIDLIN, M. (2011). Small mass asymptotics for a charged particle in a magnetic field and
long-time influence of small perturbations. J. Stat. Phys. 144 101–123. MR2820037 https://doi.org/10.
1007/s10955-011-0238-3

[6] CERRAI, S., FREIDLIN, M. and SALINS, M. (2017). On the Smoluchowski–Kramers approximation for
SPDEs and its interplay with large deviations and long time behavior. Discrete Contin. Dyn. Syst. 37

33–76. MR3583470 https://doi.org/10.3934/dcds.2017003
[7] CERRAI, S. and GLATT-HOLTZ, N. (2020). On the convergence of stationary solutions in the

Smoluchowski–Kramers approximation of infinite dimensional systems. J. Funct. Anal. 278 108421,
38. MR4056993 https://doi.org/10.1016/j.jfa.2019.108421

[8] CERRAI, S. and SALINS, M. (2014). Smoluchowski–Kramers approximation and large deviations for infi-
nite dimensional gradient systems. Asymptot. Anal. 88 201–215. MR3245077 https://doi.org/10.3233/
asy-141220

[9] CERRAI, S. and SALINS, M. (2016). Smoluchowski–Kramers approximation and large deviations for
infinite-dimensional nongradient systems with applications to the exit problem. Ann. Probab. 44 2591–
2642. MR3531676 https://doi.org/10.1214/15-AOP1029



S-K APPROXIMATION WITH STATE-DEPENDENT DAMPING 903

[10] CERRAI, S. and SALINS, M. (2017). On the Smoluchowski–Kramers approximation for a system with
infinite degrees of freedom exposed to a magnetic field. Stochastic Process. Appl. 127 273–303.
MR3575542 https://doi.org/10.1016/j.spa.2016.06.008

[11] CERRAI, S., WEHR, J. and ZHU, Y. (2020). An averaging approach to the Smoluchowski–Kramers ap-
proximation in the presence of a varying magnetic field. J. Stat. Phys. 181 132–148. MR4142946
https://doi.org/10.1007/s10955-020-02570-8

[12] DA PRATO, G. and ZABCZYK, J. (2014). Stochastic Equations in Infinite Dimensions, 2nd ed. Encyclo-

pedia of Mathematics and Its Applications 152. Cambridge Univ. Press, Cambridge. MR3236753
https://doi.org/10.1017/CBO9781107295513

[13] DEBUSSCHE, A., HOFMANOVÁ, M. and VOVELLE, J. (2016). Degenerate parabolic stochastic partial dif-
ferential equations: Quasilinear case. Ann. Probab. 44 1916–1955. MR3502597 https://doi.org/10.
1214/15-AOP1013

[14] FREIDLIN, M. (2004). Some remarks on the Smoluchowski–Kramers approximation. J. Stat. Phys. 117

617–634. MR2099730 https://doi.org/10.1007/s10955-004-2273-9
[15] FREIDLIN, M. and HU, W. (2011). Smoluchowski–Kramers approximation in the case of variable friction

J. Math. Sci. 179 184–207. MR3014105 https://doi.org/10.1007/s10958-011-0589-y
[16] FRIZ, P., GASSIAT, P. and LYONS, T. (2015). Physical Brownian motion in a magnetic field as

a rough path. Trans. Amer. Math. Soc. 367 7939–7955. MR3391905 https://doi.org/10.1090/
S0002-9947-2015-06272-2

[17] GRIESER, D. (2002). Uniform bounds for eigenfunctions of the Laplacian on manifolds with bound-
ary. Comm. Partial Differential Equations 27 1283–1299. MR1924468 https://doi.org/10.1081/
PDE-120005839

[18] GYÖNGY, I. and KRYLOV, N. (1996). Existence of strong solutions for Itô’s stochastic equations via
approximations. Probab. Theory Related Fields 105 143–158. MR1392450 https://doi.org/10.1007/
BF01203833

[19] HERZOG, D. P., HOTTOVY, S. and VOLPE, G. (2016). The small-mass limit for Langevin dynam-
ics with unbounded coefficients and positive friction. J. Stat. Phys. 163 659–673. MR3483250
https://doi.org/10.1007/s10955-016-1498-8

[20] HOFMANOVÁ, M. and ZHANG, T. (2017). Quasilinear parabolic stochastic partial differential equations:
Existence, uniqueness. Stochastic Process. Appl. 127 3354–3371. MR3692318 https://doi.org/10.1016/
j.spa.2017.01.010

[21] HOTTOVY, S., MCDANIEL, A., VOLPE, G. and WEHR, J. (2015). The Smoluchowski–Kramers limit of
stochastic differential equations with arbitrary state-dependent friction. Comm. Math. Phys. 336 1259–
1283. MR3324144 https://doi.org/10.1007/s00220-014-2233-4

[22] HU, W. and SPILIOPOULOS, K. (2017). Hypoelliptic multiscale Langevin diffusions: Large deviations,
invariant measures and small mass asymptotics. Electron. J. Probab. 22 Paper No. 55, 38. MR3672831
https://doi.org/10.1214/17-EJP72

[23] KRAMERS, H. A. (1940). Brownian motion in a field of force and the diffusion model of chemical reactions.
Physica 7 284–304. MR0002962

[24] LEE, J. J. (2014). Small mass asymptotics of a charged particle in a variable magnetic field. Asymptot. Anal.
86 99–121. MR3181826 https://doi.org/10.3233/asy-131185

[25] LV, Y. and ROBERTS, A. J. (2012). Averaging approximation to singularly perturbed nonlinear stochastic
wave equations. J. Math. Phys. 53 062702, 11. MR2977678 https://doi.org/10.1063/1.4726175

[26] LV, Y. and ROBERTS, A. J. (2014). Large deviation principle for singularly perturbed stochastic damped
wave equations. Stoch. Anal. Appl. 32 50–60. MR3175814 https://doi.org/10.1080/07362994.2013.
838681

[27] LV, Y., WANG, W. and ROBERTS, A. J. (2014). Approximation of the random inertial manifold of singularly
perturbed stochastic wave equations. Stoch. Dyn. 14 1350018, 21. MR3190213 https://doi.org/10.1142/
S0219493713500184

[28] NGUYEN, H. D. (2018). The small-mass limit and white-noise limit of an infinite dimensional gen-
eralized Langevin equation. J. Stat. Phys. 173 411–437. MR3860220 https://doi.org/10.1007/
s10955-018-2139-1

[29] SALINS, M. (2019). Smoluchowski–Kramers approximation for the damped stochastic wave equation with
multiplicative noise in any spatial dimension. Stoch. Partial Differ. Equ. Anal. Comput. 7 86–122.
MR3916264 https://doi.org/10.1007/s40072-018-0123-z

[30] SIMON, J. (1987). Compact sets in the space Lp(0, T ;B). Ann. Mat. Pura Appl. (4) 146 65–96. MR0916688
https://doi.org/10.1007/BF01762360

[31] SMOLUCHOWSKI, M. (1916). Drei Vortage über Diffusion Brownsche Bewegung und Koagulation von
Kolloidteilchen. Physik Zeit. 17 557–585.



904 S. CERRAI AND G. XI

[32] SPILIOPOULOS, K. (2007). A note on the Smoluchowski–Kramers approximation for the Langevin equation
with reflection. Stoch. Dyn. 7 141–152. MR2339690 https://doi.org/10.1142/S0219493707002001


	Introduction
	Organization of the paper

	Preliminaries
	Well posedness of equation (1.1)
	Energy estimates
	Tightness
	Uniqueness for the quasilinear parabolic equations
	The convergence result
	Appendix: A generalized Itô formula
	Acknowledgments
	Funding
	References

