TRANSFER OPERATORS AND HANKEL TRANSFORMS BETWEEN

RELATIVE TRACE FORMULAS, II: RANKIN-SELBERG THEORY

YIANNIS SAKELLARIDIS

ABSTRACT. The Langlands functoriality conjecture, as reformulated in
the “beyond endoscopy” program, predicts comparisons between the
(stable) trace formulas of different groups G1, G2 for every morphism
LGy — "G between their L-groups. This conjecture can be seen as a spe-
cial case of a more general conjecture, which replaces reductive groups by
spherical varieties and the trace formula by its generalization, the relative
trace formula.

The goal of this article and its precursor [Sak] is to demonstrate, by ex-
ample, the existence of “transfer operators” betweeen relative trace for-
mulas, which generalize the scalar transfer factors of endoscopy. These
transfer operators have all properties that one could expect from a trace
formula comparison: matching, fundamental lemma for the Hecke alge-
bra, transfer of (relative) characters. Most importantly, and quite surpris-
ingly, they appear to be of abelian nature (at least, in the low-rank exam-
ples considered in this paper), even though they encompass functoriality
relations of non-abelian harmonic analysis. Thus, they are amenable to
application of the Poisson summation formula in order to perform the
global comparison. Moreover, we show that these abelian transforms
have some structure — which presently escapes our understanding in
its entirety — as deformations of well-understood operators when the
spaces under consideration are replaced by their “asymptotic cones”.

In this second paper we use Rankin-Selberg theory to prove the lo-
cal transfer behind Rudnick’s 1990 thesis (comparing the stable trace for-
mula for SL with the Kuznetsov formula) and Venkatesh’s 2002 thesis
(providing a “beyond endoscopy” proof of functorial transfer from tori to
GL2). Asit turns out, the latter is not completely disjoint from endoscopic
transfer — in fact, our proof “factors” through endoscopic transfer. We
also study the functional equation of the symmetric-square L-function
for GL2, and show that it is governed by an explicit “Hankel operator”
at the level of the Kuznetsov formula, which is also of abelian nature. A
similar theory for the standard L-function was previously developed (in
a different language) by Jacquet.
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6. INTRODUCTION TO THE SECOND PART

This paper is a continuation of EI In this part, I use Rankin-Selberg
theory to prove the geometric statements about transfer between the Kuz-
netsov formula and the stable trace formula for SL,, to calculate a formula
for the Hankel transform (on the Kuznetsov formula) for the symmetric-
square L-function of GL3, and to develop the local transfer behind Venka-
tesh’s thesis, for the “beyond endoscopy” transfer from tori to the Kuznetsov
formula of GL».

1Any references to sections or equations numbered 5 or lower refer to [Sak]. I continue
using the notation of that paper, see
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It is surprising, at first, that Rankin-Selberg theory is so powerful that it
can be used to prove all these theorems that, in their previous treatments
using analytic number theory (whenever available, such as in Rudnick’s
and Venkatesh’s theses), seemed like an unrelated collection of identities
and tricks. It may also appear disappointing to whom hopes to discover a
“beyond endoscopy” approach to functoriality that is unrelated to current
methods for studying L-functions. Eventually, though, what seems to be
happening is that different methods to study the same problem “descend”
to the same operators of functorial transfer when viewed from the point of
view of trace formulas. The hope is that this transfer operator generalizes
to cases where methods such as the Rankin-Selberg method do not.

For example, in the course of proving functorial transfer from one-dimen-
sional tori to the Kuznetsov formula of GLy (or, more correctly, of the group
G = G,, x SLg), we run into the endoscopic transfer from tori to the trace
formula of SLa. Our transfer operator, in that case, factors as:

S(N,Y\G/N, ) —= Si(52) <= S(T)W (6.1)
between the pertinent spaces of test functions, where S,’j(g%z) denotes the
space of “kappa-orbital integrals” on the conjugacy classes represented by
the torus 7' (which is indicated in our notation by the appearance of the
quadratic character n associated to the torus T'), and the second arrow is
the local endoscopic transfer of Labesse and Langlands. The first arrow
can now be constructed directly using the Rankin-Selberg method.

The same method provides a trace formula-theoretic approach to the
functional equation of the symmetric-square L-function of GLy. The re-
sult is a “Hankel transform” between test measures for the Kuznetsov for-
mula of G, which acts on relative characters by the gamma factor of the
local functional equation of this L-function. This is an analog of the de-
scent of Fourier transform from the space of 2 x 2 matrices, computed by
Jacquet in [Jac03], which corresponds to the standard L-function. Quite
agreeably, these Hankel transforms are all expressed in terms of abelian
Fourier transforms, despite the fact that they express functional equations
for non-abelian L-functions. Thus, they are amenable to an application of
a global Poisson summation formula, to give an independent proof of the
functional equation (as was done for the standard L-function and its square
in [Her12| Sak19al).

The Hankel transform of the symmetric-square L-function and the trans-
fer operator for the functorial lift from tori to GLy (which, in terms of L-
functions, is detected by poles of the symmetric-square L-function) are
closely related: the former can naturally be written as a symmetric se-
quence of abelian operators, and the latter is, roughly, “half” of this se-
quence. I do not know if this is just a byproduct of the proof, or reflects
something deeper.

Let me now describe in more detail the basic constructions of this paper.
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6.1. The Rankin—-Selberg variety. Unlike the first part of the paper, in this
second part we fix notation for certain groups and spaces, that will be used
consistently. We will denote by G the group

G = (Gm x SL3)/{£1}47%,

which can also be identified with the subgroup of those pairs of elements
in GLy x GLy which have the same determinant. The notation G is used for
the group

G = Gm X SL2 .

More canonically, SLs is understood as SL(V'), the group of symplectic
linear transformations of a two-dimensional symplectic space V, and the
Gm-factors appearing in the definitions of G and G have a different inter-
pretation: the group G' can be more canonically written

G = (A x SL(V)?)/{x1}e,
where A = B/N is the universal Cartan of SL(V), identified with G,,, via
the positive half-root character, while
G = Aad X SL(V),

where A,q = A/{£1} is the universal Cartan of PGL(V), identified with
G, via the positive root character.
The group G acts on the “Rankin-Selberg variety”

SL(V)?,

which is a two-dimensional symplectic vector bundle over SL(V)4128\ SL(V)? ~
SL(V), with the “factor” A of G acting by a scalar on the fibers through the
positive half-root character. The open G-orbit on X will be denoted by X.

diag

X = v xSL0)

Rankin-Selberg theory uses an Eisenstein series on PGL‘Qiiag c (G,\G),
which can be constructed from a Schwartz function on V (=the fiber of X
over 1 € SL(V)). There is no harm in smoothening this Schwartz function
as a generalized function on X, and multiplying it by an invariant measure,
thus our point of departure will be the Schwartz space S(X) of measures
on X.

We consider the diagonal action of SL(V) = SLs on X. Notice that
X/SL(V) = % (where N denotes, as before, a maximal unipotent sub-
group, and the horizontal quotient line refers to the conjugation action),
so the quotient [X/SLy#] can be though of as a stacky embedding of the
adjoint quotient % The corresponding invariant-theoretic quotients are

equal, and we fix an isomorphism
SLo
N

a b
<c d> — (¢t =tr=a+d).

~ A2
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We let S(X/SLs) denote the push-forward of S(X) to the invariant-theoretic
- , SL
quotient X / SL38 — TQ
Taking the quotient by the SL(Q1i8~g action can be thought of as the analog
of imposing the condition m; = ™ ® (x o det) =: 7 to the Rankin-Selberg
L-function. In that case, this L-function factors:

L(my x m9,5) = L(x x Sym?(n), s)L(x, ). (6.2)

Thus, it is natural to think of the space S(X/SL2) as the geometric incarna-
tion of the L-function L(x x Sym? (), 1)L(x, 1).

In Section [§ we extract a subspace S(X/SL2)° of S(X/SLy), that is re-
sponsible for the factor L(x Sym?(r),s) in (6-2). In the non-Archimedean
case, this “Sym?-space” of measures is relatively easy to describe, since the
inverse of the local L-function L(y, s) can be thought of as an element of
the completed Hecke algebra of the torus A,q, which acts on S(X/SLy),
and can be used to “kill” the factor L(x, s). In the Archimedean case, one
needs a more delicate description based on Mellin transforms. The techni-
cal, although quite elementary, results that are needed for these definitions
are presented in Section [/, which the reader can skip at first reading, and
consult when necessary.

Fiberwise Fourier transform on the symplectic vector bundle X defines
an endomorphism of S(X), which descends to an endomorphism Hx of
S(X/SLy) — this endomorphism acts on the appropriate notion of relative
characters by local gamma factors

v(x x Sym*(m), 1, )v(x, 1, 9).

In Theorem we describe a factor HS of Hx which preserves the
subspace S(X/SL2)° and acts on relative characters by the local gamma
factor

7(x x Sym*(m), 1, ).

The space S(X/SL2)°, and its endomorphism H;, are the basis for all

the constructions in this paper.

6.2. Functional equation of the symmetric square L-function. The space
S(X/SLy)° is used, in Section @ to construct a non-standard space of test
measures
S syt (N UAG/N, )

for the Kuznetsov formula of the group G = G, x SLy, via the unfolding
method: at the level of spaces “upstairs”, the Rankin-Selberg method relies
on “unfolding” the Rankin-Selberg period to the Whittaker model; this can
be understood as a morphism

U:S(X) >SS (NY\G),
where N = N x N is a maximal unipotent subgroup of G =19 xyl,
and S~ denotes some enlargement of the usual space of test measures.
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If we “descend” the morphism modulo SL3* and restrict to the “Sym?-

subspace” S(X/SL2)°, we obtain the de51red map
U:S(X/SLy)° = Sy sym2 1) (N> \G/N, ).

(Notice that [N, 9\G/SL3*¢] = [N, \G/N, ¢]; the characters here define
complex line bundles over the F-points of the stacks indicated.)

The unfolding map has various applications. First of all, taking G,-
coinvariants, we obtain the geometric comparison between the Kunzetsov
formula and the stable trace formula for SLy (see Theorem , men-
tioned already in the first part of this paper (Theorem {4.2.1] The reason is
that through the embedding 52 < [X/SL,], inducing % L2 [X/SLs xG,,],

SL SL

the push-forward of S(SLs) to ?2 = S:LQ coincides with the push-forward
_ 2

image of S(X/SL3)°. Thus, the unfolding map descends to an isomor-

phism between the space S (SLQ) of test measures for the stable trace for-
mula of SLs, and an extended space of test measures for the Kuznetsov
formula of G/G,,, = SLs.
Moreover, combining U/ with the endomorphism #5 of S(X/SL2)°, we
compute the Hankel transform Hg,,» for the symmetric-square L-function.
The Hankel transform is best described as a map between spaces of half-
densities, so let us denote by

DZ(SymZ,%) (N7 w\G/Ny ¢)

the space of half-densities for the Kuznetsov formula that is analogous to
SL’(SmeJ) (N,¥\G/N, ). (The notational difference L(Sym?, 1) vs. L(Sym?, §)
is due to a volume factor.) This space contains a “basic vector” which cor-
responds to the Dirichlet series of the local unramified L-value L(Sym?, 1)

By inverting the G,,-coordinate, we get the corresponding space
DZ((Sme)v 7%) (N7 ¢\G/N7 dj)

for the dual of the symmetric square representation.
The Hankel transform is an isomorphism:

Mgt Dy 1y (N ONG/N, ) S D (N 0A\G/N, )

L(Sym?,%)
which satisfies the fundamental lemma for basic vectors, as well as sev-
eral other properties, the most important of which being that it acts by the
gamma factor of the local functional equation of the symmetric-square L-
function on relative characters of irreducible generic representations:

H*

Sym?

Jﬂ' = 7(71—7 Sym2 7¢) : J7r-

1
2
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I use the unfolding map and the operator HS to compute an explicit
formula for Hg,,2, see Theorem

Heym2 = Mngz—a,%)~ ¥ “34.d 001 ye-20Mm2_40F ~%o,3 © Mc2— 4056/1;\_,%7
(6.3)
where the notation is as follows:

e Generic orbits for the quotient N\G/N are represented by the el-
-l
ements (a, < ¢ ¢ >> € G,, x SLs; the set of such elements is

identified with the universal Cartan Aq of G, with ¢ being the value
of the character §.

e The coweights A_, Xo, Ay into Ag are the weights of the symmetric
square representation, with the first being anti-dominant and the
last dominant. The multiplicative Fourier convolutions .%_ 5 1 as-

sociated to those cocharacters were defined in §2.1.7]of the flrst part
of this paper.

e Then, we have the intermediate factors d,_,c-2 and 7.2_4. The first
is multiplicative translation by the factor (1 — 4¢2) along the G,;,-
coordinate. The second is multiplication by the quadratic character
associated to the extension F'(/¢? — 4), again in the same variable.
Finally, A(n:2_4,7) denotes a certain scalar attached to that exten-
sion, expressing a ratio of abelian gamma factors.

We notice that every one of the factors of the above operator satisfies,
in principle, a global Poisson summation formula for the sum over ratio-
nal pairs (a,(). There will be analytic intricacies in order to prove such
a formula, but one can expect that a variant of the methods employed in
[Sak19a] will work, leading to a trace formula-theoretic proof of the func-
tional equation of the symmetric square L-function. Moreover, the formula
is similar to a formula proved by Jacquet [Jac03] for the Hankel transform
associated to the standard L-function for GL,, see (which should also
underlie the proof of the functional equation of the standard L-function by
Herman in [Her12]]). The formula there reads:

HStd = —&, 1 @) 1/}( ) f_é27é, (64:)
where ¢, & are the weights of the standard representation of the dual
group, and e~ “ denotes the negative root character.

In both cases, if we omit the intermediate factors and keep only the mul-
tiplicative Fourier convolutions, we obtain the Hankel transform for the de-
generate Kuznetsov formula (when 1 is replaced by the trivial character), see
this is operator on functions on the universal Cartan A¢ of the group
which acts by the gamma factor

1
’Y(Xarojv §7w)
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on characters, where j denotes the canonical embedding of L-groups j :
LAg — LG, and r = Sym? or Std, depending on the case that we are
considering. Hence, we see that there is a lot of structure in these Hankel
transforms, which hopefully can be generalized to other L-functions.

6.3. Functorial transfer from tori to GL;. Finally, the “symmetric square
subspace” S(X/SL2)° gives us insights into Venkatesh'’s thesis, and functo-
rial lifts from tori to GLs or, more correctly, to G = G, x SLy, corresponding
to a map of L-groups:

L7 - L@ = G,, x PGLy. (6.5)

In fact, it gives a direct link between the construction of Venkatesh and the
endoscopic construction of the same functorial lift.
Here is how this works (see Section[10): We have already seen that the in-

verse U " of the unfolding map is an isomorphism, by definition, between

the “symmetric square space” SL_(Sme 1y (N, \G/N, ) of orbital integrals
2

for the Kuznetsov formula, and the symmetric square subspace S(X/ SL2)°
of measures on the Rankin-Selberg variety. An element ¢ of the latter is un-
derstood, as we have seen, as a measure on the affine plane A? with coor-
dinates (c, t), where ¢ denotes the trace. This measure is smooth away from
¢ = 0, but its behavior as ¢ — 0 depends, it turns out, on the x-orbital inte-
grals of a Schwartz function ® on SLa, where “k-orbital integral” means, for
us, the usual orbital interal over a split regular semisimple orbit (i.e., when
t? — 4 is a square), and the alternating sum of orbital integrals inside of a
non-split, stable regular semisimple orbit. The function ® is the restriction
on the zero section SLs — X of a measure ®dz which maps to ¢ under the
quotient map composed with a certain projector S(X/SLa) — S(X/SLa)°.

It turns out that, if we fix the trace coordinate t # +2, a measure ¢ €
S(X/SLy)° is oscillating in the c-coordinate, as ¢ — 0, by (essentially) the
quadratic character 7;2_, attached to the extension F(v/t?> —4). Thus, fix-
ing a character 7, the asymptotic behavior of ¢ at points where 7,24, = 7
(these are the conjugacy classes represented by the torus 7" associated to
n!), can be “captured” by the pole of a Tate integral, as in Venkatesh’s the-
sis. Locally, this detects poles of the symmetric-square L-function at zero;
the good news is that these local poles manifest themselves geometrically,
at the “boundary” ¢ = 0 of the Rankin-Selberg quotient X // SLs.

More precisely, the transfer operator

Sy sy (N \G/N, ¥) = S(T), (66)

which is (G, n)-equivariant (this is the G,,-component of the dual map

(6-5)) is constructed as follows: First, we will apply the inverse U ~! of the
unfolding map, followed by the endomorphism H% of S(X/SL2)°, and a
Tate zeta integral against the character 7. The pole of the local Tate integral
at s = 0 will pick up the x-orbital integrals of some Schwartz function on
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SLo only at those conjugacy classes represented by elements of 7'. This es-
tablishes the link between the Kuznetsov formula for G and the endoscopic
parts of the trace formula for SLy (Theorem [10.3.2). By the endoscopic
transfer of Labesse and Langlands, these are the same (up to scalar trans-
fer factors) as the “orbital integrals”, that is, the values, of some Schwartz
function on 7. This is the transfer map behind Venkatesh’s thesis.
We verify that it satisfies our usual list of properties for transfer operators,
namely the fundamental lemma for the Hecke algebra, and transfer of rel-
ative characters (Theorem [10.1.T).

6.4. Acknowledgements. As with the first part, this paper would not have
been possible without the constant encouragement, numerous conversa-
tions, and many references and ideas provided by Ng6 Bao Chau, who in-
vited me to spend the winter and spring quarters of 2017 at the University
of Chicago. I also thank Daniel Johnstone for a presentation of Venkatesh’s
thesis which initiated my understanding of it. I thank Valentin Blomer for
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thank the referees for their corrections and suggestions for improving the
exposition.

This work was supported by NSF grants DMS-1502270, DMS-1801429,
DMS-1939672, and by a stipend to the IAS from the Charles Simonyi En-
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7. ORBITAL INTEGRALS AND MELLIN TRANSFORMS ON A
2-DIMENSIONAL SPACE

This section collects relatively elementary, but technical facts about the
Schwartz space of the quotient of a 2-dimensional vector space by a torus,
Paley-Wiener spaces and Mellin transforms. The reader might use it as a
reference, rather than reading it linearly.

7.1. Review of orbital integrals for A?/T. Let E/F be a quadratic exten-
sion (possibly split, i.e., FF @ F), Vg = Resg /FGa under the action of T' =
ker NE, where NE is the norm map. For the rest of this subsection, we
feel free to denote Vg simply by V' — in our application to the symplectic
bundle X — SL(V) in later subsections, Vi will be the fiber over a regular
semisimple point of SL(V).

The norm map defines an isomorphism of V' /T with G,. Welet S([V /T])
denote a simplified version of the Schwartz space of the quotient stack
[V/T'] over F, defined in [Sak16]; namely, S([V/T']) will be a space of mea-
sures on G,(F') = F, equal to the push-forward of H 0 of the Schwartz com-
plex attached to the stack [V /T] in [Sak16]E| This is less complicated than it
sounds, and the reader does not need to know the formalism of Schwartz
spaces on stacks in order to understand the definition; here is an explicit

2Lemma shows that this push-forward can actually be identified with H 0 of the
Schwartz complex.
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description of this space: If E is split, it coincides with the image of the

E !
push-forward map S(F) W, Meas(F'). However, if E is non-split, it is

the image of the sum of push-forwards:

S(B)® S(E*) NEX, Meas(V /7).

Here, o stands for the class of a non-trivial T'-torsor, and for such a T-torsor
R, wesetV® =V xT R* and E* = V®(F). Then E® is a free E-module of
rank one, but without a distinguished base point. Moreover, the norm map
NE canonically extends to E<, and has image equal to the non-norms (and
zero). This construction is completely analogous to the construction of the
Schwartz space of [V /{+1}] in §3.4

Notice that E is a vector space and, hence, has a distinguished zero
point, which will be denoted by 0%; moreover, any Haar measure dz on E
induces a Haar measure dz® on the vector space £ as follows: choose a
base point k € E® to identify E 5 e > ex € E%, and define dz%(ke) =
|k|dz(e), where, by definition, |x| = |[NEx|.

Choosing a Haar measure dt on 7', we can define an push-forward (or-
bital integral) map ¢ — O,(®) from Schwartz functions on E to functions
on F'\ {0}. Given a Haar measure dx on E, we have an integration formula

ﬁ O (v)dzx(v) = J O¢(®)dE, (7.1)
1% F

for a suitable choice of Haar measure d¢ on F'. The orbital integrals and the
integration formula extend to £, for a unique Haar measure dz® on E“.
In practice, of course, we have fixed a measure d§ on F, so we will make
sure to choose the measures dz on E and dt on T' compatibly. The space of
functions on F'* obtained this way will be denoted by F([V /T1]).

We can also define a push-forward of Schwartz half-densities, by send-
ing the half-density @(v)(dv)% on E to the half-density O¢(®)(d¢ )% on F*
(and similarly for £%). By abuse of language, we will be saying “half-
density on V' /T, although it is not defined at zero. The push-forwards of
functions and half-densities depend on choices of measures, but the image
spaces F([V/T), D([V/T]) do not.

There is another, equivalent, description of the space S([V/T']), which
will be the one relevant to our intended application. Consider an embed-
ding T < SLy, and the variety V = V x” SL,. Then the stack quotients
[V/T] and [V/SLs] coincide, hence by [Sak18, Theorem 2] have the same
Schwartz space. In this case, this means the following: The affine quotient
V' J/ SLy coincides with V J/ T ~ A', and S([V//T1]) is equal to the image of
the push-forward map: S(V) — Meas(F). If instead we work with func-
tions on V, and SLy-orbital integrals, the integration formula remains
true for an appropriate choice of Haar measure on SLs.
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The elements of S([V/T']) can be explicitly described as follows, cf. [Sak13)
Propositions 2.5 and 2.14]: they are smooth measures of rapid decay away
from a neighborhood of 0 € G,(F'), and in a neighborhood of zero they are
of the form

F(&) = C1(§) + C2E)n(S), (7.2)
if F is non-split, with n the quadratic character associated to F, and
F(&) = C1(&) + C2(8) log([€]), (7.3)

if E is split, with C, C two smooth measures.

We would like to think of elements of S([V/T']) as sections of a cosheaf
over G,(F') = F. In particular, we define the fiber S([V /T'])¢ as the quotient
S([V/T))/IS([V/T]), where I < C,,,(F) is the ideal of those smooth, tem-
pered functions that vanish at 0. (The word “tempered” means “moderate
growth for all derivatives”, and itis included to ensure, in the Archimedean
case, that these functions act on S([V/T1).) Explicitly, S([V/T)o is a two-
dimensional space, whose dual is spanned, in the notation of (7.2), (7.3), by
the distributions o N

1 2
fre GO, and £ S20).

For any of the above descriptions of the space S([V'/T]), the push-forward
map can be identified with the coinvariant quotient:

7.1.1. Lemma. The quotient maps S(E) @ S(E*) — S([V/T]) (with E* to be
ignored in the split case), resp. S(V)) — S([V/T1]) identify S([V /T]) with the
T-coinvariant space, resp. SLo-coinvariant space, of the source.

The coinvariant space, in the Archimedean case, is defined as the quo-
tient of the original space by the closure of the subspace spanned by vectors
of the formv — g - v.

Proof. This is stated as Lemma 2.3 in [Sak13], but a couple of typos and
omissions oblige me to briefly revisit this argument: First, the coinvariant
space S(V)sr, (and similarly for the other model) can be seen as the space
of sections of a cosheaf over G, = V // T. The quotient [V /SLy] — G, =
V JSLy = V J/ T is a stack isomorphism away from 0 € G,, and this imme-
diately identifies the subspace S(F'*) with the coinvariants of the Schwartz

space of V'~ := the preimage of G, ~. {0}. Then, one checks that the distri-

butions f — %(0) and f — %(0) above span the space of distributions on

the fiber of the cosheaf S(V)gy,, over 0, i.e., on the space S(V)sr,/IS(V)sL,,
where I < Cfg,,,,(F) is the ideal of smooth, tempered functions on /' van-

ishing at zero. This completes the proof in the non-Archimedean case,
where the fiber coincides with the stalk S(V)sr,/S(V " )sL,. In the Archimedean
case, [Sak13, Proposition B.4.1] implies that the stalk is generated by any set

of generators of the fiber under the action of Ctg,,,,(F"), and this implies that

the kernel of the map S(V)sy,, — S([V/T]) is trivial. O
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7.2. Paley-Wiener spaces. Let T be a torus over F. We want to describe
various spaces of measures on 7' = T'(F') via their Mellin transforms, gener-
alizing the Paley-Wiener Theorem [2.1.2]for the Schwartz space of T', and its
extension of Proposition to the Schwartz space of the affine line. For
that purpose, we generalize the Paley—Wiener space of Proposition as
follows:

Let p : “T — GL,(C) be a diagonalizable representation of the L-group
of T'. Here, we are using the version LT = T x Wp of the L-group which
is an extension of the Weil group of F', but for simplicity of exposition we
will only allow non-negative half-integer twists of the Galois version, that is, we
have p = @, p;, where p; = the product of a character of 7' x Gal(F'/F)
by the character | e |* of the Weil group, where | o | is the absolute value
(normalized, in the non-Archimedean case with residue field of order ¢, to
send a Frobenius element to ¢~ 1), and 2s € Z~.

This gives rise to a local L-function x — L(x, p,0), which we will con-
sider as a function on the character group Tec. (Recall that T denotes the

group of all complex characters of 7', and T its subgroup of unitary charac-
ters.) Given the possibility of Weil twists, the point of evaluation 0 is really
a red herring, and everything that follows will be applied later, without
further explanation, to L-values of the form L(x, p, s), simply by under-
standing them as L(x, p|  |*,0).

Our restrictions on s imply the following about the poles of L(x;, p,0) in
the Archimedean case: Recall that there is a canonical factorization of the
character group of T as Ty x t (see (2.3)), with T =the maximal compact
subgroup of T'. We will define a meromorphic, non-vanishing function &,

on t¢, such that, for every element of the discrete subgroup Ty, the restric-
tion of L(x, p,0) to the coset represented by this element is a holomorphic
multiple of &,. This function is

&, = Hp;‘ej, (7.4)

where & was defined in as I'(s), when F = R, and T'(2s), when
F = C, and by pf : tt. — g;, ¢ = C we denote the map induced by the
restriction of the one-dimensional factor p; of p to 7.

We state this as a lemma:

7.2.1. Lemma. For F Archimedean, the function L(x, p,0) on Tc is a holomor-
phic multiple of the pullback of &, from the factor t¢.

Proof. It is enough to treat the case when p is one-dimensional; then, by our
assumptions, it has the form

T xWr 3 (r,w) — Ar)p(w)|w|® € C*,

where ) is a Galois-stable character of T, j is a character of the Galois group
pulled back to the Weil group, and s is a non-negative half-integer. We
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can consider A as a cocharacter G,, — T, and p as a (quadratic, at most)
character of F'*, and then the local L-factor can be written

L(Xa P, 0) = L((X © )‘) "y 5)‘
The statement then follows from the analogous statement on Archimedean
L-factors of Hecke characters, recalled in §2.1.4] O

7.2.2. Definition. The Paley—Wiener space
PW 7
H7 (e p.0) (1)

of (C-valued) functions on the character group Tc consists of polynomial
multiples, in the non-Archimedean case, or holomorphic multiples, in the
Archimedean case, of the function x — L(x;, p, 0), which have the following
properties:
e in the non-Archimedean case, they are supported on a finite number
of connected components of Te;

e in the Archimedean case, factoring the character group of T" as To x
t¢, as above, they belong to the completed tensor product

¢ (To) © Hy (C),

where HEXV(C) denotes the Fréchet space of holomorphic multiples
of the function &,, which are of rapid decay in bounded vertical
strips, and %(ﬁ) is the Harish-Chandra-Schwartz space of the dis-
crete abelian group ﬁ, consisting of those of functions ¢ such that,
for any norm || e | on the vector space To @z R, and any N > 0, the
function |n||Y¢(n) is bounded.

In the Archimedean case, the space HEE’YP 0) (Y/E) inherits the struc-

ture of a Fréchet space, as a closed subspace of ¢ (/TB) ® Hg:’v(@).

7.3. Mellin transforms, and the space S([V/T])°. We return to the 2-di-
mensional space of with an action of the torus 7', to study the Mellin
transforms of measures.

For any f € S([V/T]), we define its Mellin transform f(x), where x varies
in the characters of F'*, as

0= | ranct@lel 75)

for R(x) « 0 (i.e.,, x(z) = xo(z)|x|® for some unitary o and R(s) « 0 —
R(s) < 1 suffices here), and by meromorphic continuation in general. The

shift by |z| ~2 is such that, if we normalize the action of the group A := G,
of scalar dilations on S(V) to be unitary:

a- f(v) =la] " f(v), (7.6)
and normalize the action of its quotient A,q := A/{+1} ~ G,, on S([V/T1)
accordingly, the map f > f(x) is (Aad, x)-equivariant.
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The following proposition describes Mellin transforms of the elements
of S([V/T]), and the fiber at 0 in terms of those, generalizing Proposition
2.1.51

7.3.1. Proposition. Mellin transform defines an isomorphism between S([V /T'])
and the space

IHIL(. 1) L(e—1n, )(FCX)'

Moreover, if f € S([V/T)) is the image of a measure ®dx € S(E), in the
split case, and (Pdzx, d*dx®) € S(F) ® S(E®), in the non-split case (where the
measures dx and dx® correspond as above), and [ has the form of or (7.3),
we have the following expressions for the coefficients of the Laurent expansion of f
at x = 1andn:

e in the non-split case,

& L(0) = —AvgVol(E*)(®(0) + ®(0%)), and

Ress%m 1) = ~AvgVol(F*) ¢
es,_y Fnl# ') = = AvgVol(F) (2 (0) = ~AvgVol(E*)(@(0) ~ 2(0%));

(7.7)

e in the split case,

e %)2}(‘ o°) = Ressz%gb(] e |°) = —AvgVol(F )Eljg( ) = AvgVol(E™

and if Cy = 0, Resszéf(] ¢ |°) = —AvgVol(F (7.8)

Cy
92O
The notion of “average volume” was introduced in (2.6). Note that
L(e™ !, %)L(o_ln, %) is shorthand (in the context of Definition i for L(e,

where p = (Std¥ @ Std” @ 7)) ® | o |%, where 7) is the associated quadratic
character of the Weil /Galois group.

Proof. The pullback of Mellin transform f(x) to the space S(E) is the Tate
integral

1
Z(q)ax_loNFEai_s)

on E*. The results now follow from Proposition (and an easy adap-
tation to the space E“), except for the relations with the coefficients C1, Cs,
which can be established as follows:

In the non-split case, the Mellin transform of the sum C(§) + C2(§)n(§)
can be broken up into two Tate integrals on F'*, and the result follows again
by Proposition[2.1.5} same for the split case, when C = 0.

For the relation of % (0) with AvgVol(E*)®(0) in the split case, see [Sak13),
Proposition 2.5]. O

We can also express the functionals above in terms of the space V =
V xT'SLy. Let [v, g] represent the class of an element of V' x SLy in V.

)2(0),

p,0),
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7.3.2. Corollary. Fix an invariant measure on T\G and use it to construct, for
any Haar measure dz on 'V, an invariant measure dzon V.

In the split case, if f € S([V/T]) is the image of an element ddz € S(V), then
we have

1

i (5 — 5)2F( o) = AveVol(E™) [ @((0.g)dg.  (79)
s—5 T\SLg

where AvgVol(E™) is taken with respect to the measure d* x.
In the non-split case, if f € S([V /T']) is the image of an element ®dx € S(V),
then we have

Res,

F(lo1*) = —AvgVol(E¥) f( iy 209D, and

N

Res, 1 F(1]  |¥) = —AvgVol(E%) f(T\SL L, 205bnte)dg, 710

N\»—A

where, on the right hand side, n is identified with the function on (T\ SLg)(F)
which is equal to 1 on the SLy(F')-orbit represented by the identity, and —1 on the
other orbit.

In our application, T\ SLy will correspond to a stable semisimple conju-
gacy class in the group SL», in which case the integrals on the right hand
side of (7.9), are stable and “k-orbital integrals”.

We let S([V/T])° = S([V/T]) denote the subspace whose elements are
of the form

C(En() (7.11)

in a neighborhood of zero, in both the split and non-split cases, where C
is a smooth measure. The corresponding subspaces of functions and half-
densities will be denoted by F([V/T])°, D([V /T])°, respectively.

Proposition easily implies:

7.3.3. Corollary. Mellin transform defines an isomorphism between S([V /T'])°
and the space

HPE’Y 17772)(F(g).

Moreover, if f € S([V/T])° is of the form (7.11)) in a neighborhood of zero, then
Foul+ ) = ~AveVol(F) &
In the non-Archimedean case, let h be the element of the completed Hecke algebra

S(FX) (see 3 whose Mellin transform is h(x) = L(x,3)" . Then, the
normalized action of h (descending from (7.6)) gives rise to an isomorphism:

(0). (7.12)

1
Ss= 2

S([v/T) > S([v/1))°.
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Proof. By its definition, and Proposition the space S([V/T'])° corre-
sponds precisely to the subspace

PW - PW I
oy (FE) S et 1)1y 3) ()

under Mellin transform.

The residue formula (7.12) follows from and (7.8).

In the non-Archimededean case, the function L(y, 5) ! is polynomial in

X, hence is the Fourier transform of an element of S(#*). For the normal-
ized action (7.6) on S(V) (we don’t normalize the action on S(G,,)), we have

—

(h- £)(x) = h(x~") f(x) for any h € S(F*), hence the result follows. O

In the Archimedean case, the corresponding element is not a multiplier
(the reciprocal of the Gamma function is not of polynomial growth in ver-
tical strips), and that creates some technical complications when studying
the space S([V/T])° and all related spaces.

7.4. Hankel transform on A?/T. We will define two Fourier transforms
on a two-dimensional vector space V: one, denoted by .#, by identifying V/
with the additive group of a quadratic extension E; and another, denoted
3§, by endowing V' with a symplectic structure.

For now, we continue as in the previous subsection, where I = Resp, / 7Gq.
We use the trace pairing (x,y) — tr(zy) to identify V' with its linear dual,
but keeping in mind that the G,,,-action is inverted under this identifica-
tion.

Consider Fourier transform, as an endomorphism of the space D(V') of
Schwartz half-densities on V, defined by the formula

D=

F(®(x)(dr) ) (y) = (fv @(ww(tr(xy))dx) (dy)?

using a self-dual measure on V' with respect to the character ¢ otr, or, equiv-
alently,
_ 1
FEW = [ elay el 713)

X

Note that, since we are using the orthogonal pairing (z,y) — ¥ (tr(zy)) to
define Fourier transform on V, we are using different notation, .#, from the
Fourier transform § defined by a symplectic pairing.

When E/F is non-split, gives a natural way to extend this trans-
form to the “pure inner form” E<, so Fourier transform becomes an endo-
morphism of D(E)®D(E®). The transform is anti-equivariant with respect
to the action of T on V, hence descends to T-coinvariants, which can be
identified with the space D([V/T]) (Lemma [7.1.T). We denote the descent
by 7, for “Hankel”:

A D(V/T]) = D([V/T]).
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Let A\(E/F, 1) be the scalar that satisfies

7(17 S, 1/})7(777 S, W = A(E/‘F7 ¢)7E(1a S, 1/] © tI‘) (714)
for the gamma factors of the Tate zeta integrals (see §2.1.4), the one on
the right hand side being on the field F; this is the A-constant defined
in [Lan70], cf. also [JL70, Lemma 1.1]. We will also denote this scalar by
A(n,1), where 7 is the quadratic character associated to the extension E/F.

7.4.1. Proposition. Fixing the norm coordinate for V' || T', we have

*

Ao = f P(ENE (@) (tr(a)) |z Fd*z

o
_ f *X o) V) (ltr(e)] o [fa*e) () (715)

(for ¢ € D([V/T))), where the notation §* means that the integral, which does not,
in general, converge, should be interpreted as a Fourier transform of a generalized
half-density (or, equivalently, of an L*-half density). Moreover, we have

A€ = ME/FA) () o | 3d%0) x (b(Lm(e)] o |37 ) % (&),
(7.16)
where 1 is the quadratic character of F* associated to E, and the convolution is
understood in the regularized sense of

Proof. This was proven in [Sak13| Propositions 2.15 and 2.16], but was miss-
ing the factor A. (The mistake originates in an erroneous version of
in [Sak13, (2.29)].) This scalar of course is 1 in the split case £ = F' @ F’; in
the non-split case, it can be computed by taking the leading coefficients at

s = 1 and employing (2.7):

B v(1,1,9) AvgVol(F*) — 2v(n,1,9)

)‘(E/Fa 1/}) - 7(777 17¢) ’YE(L 17w o tr) - 7(777 Lw)AVgVOI(EX) - VOl(T) )
(7.17)
dm

where the average volume of F'* is taken with respect to the measure
where dz is self-dual for the character ¢, the average volume of E* is simi-
larly taken using the self-dual measure for 1 o tr, and T is the kernel of the
norm map, endowed with the fiber measure of the latter with respect to the
former.

|

7.4.2. Remark. This formula is the result of the following formal calculation,
for functions:

JJ D(tr(ate " ))dedt £ €| 1J f (xt71E)dtap(tr(x))dr  (7.18)

— 167 [ 0@ (N (0 0 tr(e)ae) (),
a (7.19)
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where £ is a liftof £ € V J T toV, and we have set O¢(®) = ST ft )dt.
By (NE), (¢ o tr(e)de) we denote the push-forward of the dlStI‘lbuthl’l P o
tr(z)dx via the norm map, which can be decomposed into a convolution of
distributions as in (7.16). I leave it to the reader to check the details of the
exponents when one translates from functions to half-densities. The point
of this remark is that, while interchanging the two integrals in the step de-

noted by = is not justified in the sense of convergent integrals, it is justified
when we interpret the resulting exterior integral in terms of Fourier trans-
forms of generalized half-densities (or L2-half densities).

We now study the subspace D([V/T))° < D([V/T]), defined by the as-
ymptotic condition (7.11) in a neighborhood of zero.

7.4.3. Proposition. The map
1 1
AP(E7) = ME/F, )T () )n(e)] o [ 72d* ) x 0(6),

where the convolution is understood again in the regularized sense of is an
automorphism of the space D([V /T)°.

Proof. This follows immediately from Corollary and the fact that reg-
ularized convolution by (¥(1)n(e)| e |~ 3d% e o) multiplies Mellin transforms

by the factor v(x 'ng, 3, v), see 2.12). O

Now assume that the same space V' is also endowed with an alternating
form w. There is a unique D € E \ {0} with tr(D) = 0 such that

w(z,y) = tr(Day),
where y denotes the Galois conjugate of y. A standard basis for this alter-
nating form is the pair (1, —(2D)™!), and the discriminant of the quadratic
form z — NE (z) in such a basis is — ;.
The symplectic Fourier transform §, defined as in (3.12) but now for half-
densities:

F@ )] () (") = ( | <1><v>w<w<v,w>>|w|<v>) el ()

is related to the “orthogonal” Fourier transform by

Sp(y) = F(Dy). (7.20)

Again, the transform extends canonically to the “pure inner form” E<,

in a completely analogous way as in and it keeps satisfying (7.20). In

particular, since y and y are equivalent modulo 7', it descends to the space
[V/T'], and we have a commutative diagram

D(E) ® D(E*) — > D(E) ® D(E®) (7.21)

l i

D([V/T]) — = D([V/T]),
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(the space E“ is to be ignored in the split case), with the Hankel transform H
given by the following formula:

Ho(e™) = #p(NED)E™)
= MB/FA) ()] o |73 0) x (6 me(e)| o |“2d* o)« o((NED)'€),
by applying (7.16).

We summarize the results, by taking a different point of view: assume
that we start with a symplectic space (V,w), and a quadratic form @ on it
of discriminant d. Then we can identify V' with the space of the quadratic
extension F(v/—d), in such a way that @) corresponds to the norm map.

Then we apply the above with d = — 1>, and we get:

7.4.4. Proposition. Let (V,w) be a symplectic space, () a quadratic form on it
of discriminant d, and T = SO(V, Q). Identify the quotient V' j| T with G, via
Q, then the symplectic Fourier transform § on D(V') (or D(V) @ D(V®), if T'is
non-split) descends to a Hankel transform on D([V /T']), and we have the formula:

() = Al o) ((D)ls[ 2" &) (b D)n(o) o[ 2" o) xp(dd€), (7.22)

where n is the quadratic character associated with the extension E = F(v/—d),
and X(n,v) = AN(E/F, ) for the same extension.

For the subspace D([V /T])°, we have the following corollary of Proposi-
tion

7.4.5. Corollary. The map

Hop(e™) 1= Al o) W(Ln(e) o [ 2 0) wp(dd - ©), (723)

where the convolution is understood again in the reqularized sense of is an
automorphism of the space D([V /T])°.

7.5. The Hankel transform in terms of Mellin transforms. We will also
need another description of the Hankel transform H°, which presents it as
the descent of some “Fourier transform”, as in (7.21). For this, we need
to find a way to “erase” the factor (¢(1)| e \_%d “e) of (compare with
(7.23)) already from the Fourier transform §. Unfortunately, since the action
of the multiplicative group A,q on V' /T does not lift to V, this is not directly
possible on S(V'), and we will need to use the language of Schwartz spaces
on stacks, and the invariance of the Schwartz space on the presentation of
a stack (see [Sak18, Theorem 2]).
Namely, we will use the isomorphism of stacks:

[V/T] = [Vaa/Taal,
where V,q = [V/{£1}] and T,q = T'/{#1}. (The notation is adapted to our

later use where T" will be a torus in SLy, and T} its image in the adjoint
group PGLj.) As we will see, the spaces S([V/T)°, D([V/T])° descend
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from certain spaces S(V,q)°, D(Vaq)® of measures and half-densities on V,q,
and the Hankel transform 7#° descends (Proposition|7.5.9) from a transform
§° on them, which is a “factor” of Fourier transform.

7.5.1. Mellin transforms on V. Let us start by discussing Mellin transforms
on V' with respect to the G,,-action. The main result will be Proposition
describing the Mellin image of S(V') as Paley-Wiener sections of a

certain Fréchet bundle &} over the character group Ac.

In order to distinguish the G,,-action on V' from the G,,-actionon V' /T
(where the former descends to the square of the latter), we will now denote
the group of scalar multiplication on V by A4, its defining character by e?,

and the absolute value of that by 5. (This notation is adjusted to thinking
of A as the universal Cartan of SL(V').) We can define Mellin transform f —
fonS(V), where, for every y € Ac, F(x) is valued in the space S(A\V*, L)
of measures on A\V* valued in a line bundle £,, where V* is, as before,
the complement of zero on V, and L, is the line bundle whose sections are
(A, x)-equivariant functions on V* under the normalized action. It is given,
for |x(a)| = |a|” with ¢ « 0, by the formula

7o) = L a- F(0)x ' (a),

where a - f denotes the normalized action (7.6). Notice that we do not need
a measure on A — the result is naturally a measure valued in the afore-
mentioned line bundle over A\V*. The Mellin transform extends ratio-
nally /meromorphically (in the non-Archimedean, resp. Archimedean case)
to all characters of A; we will give a complete description of its image.

We let &y denote the bundle over /Alc whose fiber over the character x
is S(A\V*, Ly). In the non-Archimedean case, it is naturally a direct limit
of finite-dimensional algebraic vector bundles. In the Archimedean case,
choosing a smooth section of the map V* — RY\V* (where R} c A is em-
bedded in the split subtorus of the restriction of scalars to R), and a smooth
non-vanishing measure on A\V*, we can identify all spaces S(A\V*, L)
as subspaces of C*(R\V*), and this allows us to consider it as a holomor-
phic Fréchet bundle. For convenience, by abuse of language, we will often
just say “Fréchet bundle” to refer to both cases.

In fact, in the Archimedean case, it has more structure than that of a
Fréchet bundle: it can be identified as a subbundle of a constant Fréchet
bundle, hence it makes sense (in the Archimedean case) to talk about its
“Paley-Wiener sections”, extending Definition to sections of this bun-
dle. That is, for a diagonalizable representation p of the L-group of A, we

define HEX/ID 0) (AE;, Pyv) as in Definition|7.2.2, with the only difference that

it does not consist of scalar-valued meromorphic functions on flg;, but of
meromorphic functions valued in the Fréchet bundle %y,. Note that this
notion does not depend on the choice of a smooth section of the quotient
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map V* — R5\V*, since any two such sections are “polynomially equiva-
lent”.

We have an isomorphism S(V') = F(V)dv, where dv is a Haar measure.
Consider the blow-up V — V at the zero section. By pullback, we get an
embedding F (V) < F(V). The measure dv on V pulls back to a mea-
sure on V which is not smooth, but vanishes to order 1 close to the ex-
ceptional divisor, i.e., if € is a local coordinate for the divisor, it is of the
form |e(v)|u(v), where p is a smooth measure — these can be thought of
as smooth measures valued in a complex line bundle .Z ; over V, where
the notation is to suggest the character by which A = G, acts on the fibers
of this line bundle over the exceptional divisor of V. Thus, the pullback of
smooth measures from V' to the blow-up gives rise to an injective map:

S(V) — S(f/,fé%).

If we embed A — G, via its defining character, we have an isomorphism
V = V* x4 G,, in terms of which the space S (f/, ‘Z& i ) has the following
description:

Notice that, for a space of the form X x¢Y = (X x Y)/G%28, where G
acts freely on the product X x Y and the quotient map is surjective on F-
points, for the unnormalized action of G on the various Schwartz spaces of
measures, the convolution (push-forward) with respect to the map X xY —
X x@Y gives rise to an isomorphism:

S(X x9Y) ~ S(X) & 5(0)S(Y).

Here, ®s(¢;) denotes the quotient of the completed tensor product ® by the
closed subspace generated by the kernel of the tensor product over S(G).
However, for the normalized action of A on S(V*), we are multiplying the

unnormalized action by the character § ~2. This gives rise to a canonical
isomorphism:
S(V,2Z,3) =S(V*) ® 5(4)5(Ga). (7.24)

Under Mellin transform, the tensor product ® s(4) translates to multipli-
cation. This shows:

7.5.2. Lemma. Mellin transform gives rise to an isomorphism:
S(V,.Zy) = Hy {11y (Ac, Dv).

Proof. This follows from (7.24) and Proposition (Recall that Mellin
transform on S(G,), evaluated at a character y, corresponds to the zeta
integral Z (e, x "1, 1).) O

The image of S(V) in HE?’Y,l 0 (Ac, Dy) is characterized as follows: Note
that the poles of x — L(x !, 1) coincide with the characters x such that the
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SL(V)-representation %y, = S(A\V*,L,) has a finite-dimensional sub-
module; indeed, there is an isomorphism of representations

SAV* Ly) ~I(x71),

where I(x71) = IndSBL(V) (x7 1o %), a principal series representation, where

X is understood as a character of the universal Cartan of SL(V') via the iden-
tification G,,, — A defined by the positive coroot. In the non-Archimedean
case, L(x"',1) has a pole only at y = § 2, which is precisely the point
where the trivial representation is a subrepresentation of I(x~!). In the
Archimedean case, compare with [JL70, Theorems 5.11 and 6.2].

Let 25" be the subsheaf of 2y whose sections belong to the finite-dimensional
subrepresentation of S(A\V*, L, ), at the poles of L(x~!,1) = L(x, —d,1).
Let & = 28n(—[L(e~1,1)]), that is, the bundle whose sections are ratio-
nal/meromorphic sections of 2{i", with poles bounded by the poles of the
function xy — L(x7!,1). It is the subsheaf of 2y (—[L(e~!,1)]), where the
Paley—-Wiener sections of Lemma are valued, determined by the con-
dition that the residues are valued in the finite-dimensional subrepresenta-
tion, at all poles of L(e~1,1).

We have the following description of the image of Mellin transform:

7.5.3. Proposition. Mellin transform defines an isomorphism
S(V) = HY (A, &).
The sheaf &y is generated by its global Paley—Wiener sections.

I remind that in the non-Archimedean case, the notation HF'W for Paley-
Wiener sections refers, simply, to polynomial sections, and that the sheaf
being generated by a space I of sections means that elements of I" generate
the sections of the sheaf in any small neighborhood of any point, by mul-
tiplying them by the sections of the appropriate structure sheaf (=polyno-
mial functions on Ac in the non-Archimedean case, holomorphic functions
in the Archimedean case).

Proof. Indeed, by the above, the Schwartz space S(V/, .,2”5 1) of the blow-up
is identified with
YW (e, 2v) = H™Y (Ae, 2 (~[L(e74,1)]))

The condition that the residue of a section at the poles of L(x~1,1) lie in
the finite-dimensional submodule is precisely the condition that the el-
ement of F(V)dv = S(f/,.ﬁfé%) descend to F(V)dv = S(V). At every
pole of L(e~1, 1), then, the residue of the Mellin transform (considered as
a meromorphic section of %y ) is determined by derivatives of the delta
function at zero, which give rise to a surjection from S(V) to the finite-
dimensional subrepresentation in the fiber of %y,. This shows that Paley—
Wiener sections generate the sheaf & around those points; away from



TRANSFER OPERATORS AND HANKEL TRANSFORMS, 1I 23

poles of L(e~1, 1) this is obvious, already by considering Mellin transforms
of elements of S(V*). O

Locally around the poles of L(x !, 1), those are precisely the sections that
are obtained as the image of R} !, the inverse of the standard intertwining
operator (see §3.3). Thus, the bundle & can be identified with the bundle
X — S(A\V*, L, 1) (notice the inverse character!) around the poles of the
L-function (but not globally over 21@!).

If V is endowed with a symplectic form w, we can divide measures by

the Haar half-density |w|% to replace S(V) in Propositionby the space
of Schwartz half-densities D(V'). Notice that, by our normalization of the
A-action, this map S(V) — D(V) is equivariant, and also recall that the
argument y of Mellin transform refers to the normalized action of A. The
symplectic Fourier transform

§:D(V) = D(V)
is A-anti-equivariant, hence induces isomorphisms

By 1 Eyy-1 — Evy- (7.25)
(Compare with §3.3])

7.5.4. Mellin transforms on V,q. We now carry over this discussion to the
stack V,q = [V//{+1}], which is a stack with an action of PGL(V). Its (iso-
morphism classes of) F-points can be identified, as in with the disjoint
union

@V (P21},

where a runs over all quadratic extensions of F, including the split one
F @ F, and V* is the tensor product of V' with the imaginary line of that
extension. Correspondingly, the Schwartz space S(V,q) is the direct sum:

693 ) {21}

where the index {+1} denotes coinvariants, but of course we can identify
those with invariants.

This has an action of A,q = G,,/{+1}, which also acts faithfully on the
quotient V' / T. Thus, we will define Mellin transform f — fonsS (Vad),

with the image lying in the space of sections over A,q¢ of the bundle y —
S(Aaa\V)5, Ly). This is also a Fréchet bundle, which will be denoted by
Dyv,,. If s : A — A,q is the quotient map (for “square”, when we identify

these groups with G,,), it induces a pullback map of characters s* : Apac —
Ac, and there is a canonical isomorphism

( ad\ ad’ ) S(A\V*v[’s*x)a
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induced by the isomorphism of stacks A\V = A,4\Vaq, s0 Py, as a Fréchet
bundle, is really the pullback:

kk
Dy, =5 Dy,

but endowed with an action of PGL(V'), so that the fiber over x € Za\d(c
is isomorphic the principal series representation obtained by normalized
induction from y .

Let V ,q be the quotient of the blow-up V by +1; there is a pullback map

S(Vad) - S(Vada 35% )7

where ,Zé 1 denotes the pullback of the line bundle denoted by the same

notation on V. We have isomorphisms
Vad = Vo x4 Gy = V* x4 [Go/{£1}] = Vi x4 [Go/{£1}],
which give rise to an isomorphism of Schwartz spaces:
S(Vaa: Z,3) = S(Vai) ® 5(4,0)S([Ga/{£1}]), (7.26)
as in (7.24).

The F-points and Schwartz space of [G,/ + 1] are described in a com-
pletely analogous way as the F-points and Schwartz space of V,4, and the
space S([G,/ £ 1]) can be identified, through the push-forward under the
map G, 3 2 — & = 22 € G, J {£1}, with the space of measures on the
line which away from zero coincide with Schwartz measures, while in a
neighborhood of zero are of the form

€172 Y. Cu(©)w(€), (7.27)

where w runs over all quadratic characters of F'*, and C,, is a smooth mea-
sure. The analog of this statement for zeta integrals is the following: if we
identify both A and A,q with G,,,, through, respectively, the cocharacters &
and %, the L-function L(s*x~!,1) = L(x, —&, 1) has a pole at y € Z;lc if
and only if the L-function L(wx !, %) = L(wy, —%, %), has a pole for some
quadratic character w.

From it follows that Mellin transform on A,q = G,,, € G, J/ {1} ~
G, defines an isomorphism:

S([Ga/ £ 1]) — gHEx—l.wé)(AadC%
where the right hand side is understood as a subspace of the space of mero-

morphic functions on Z;lc, endowed with the quotient topology from the
direct sum of the summands. Again, we do not introduce any normaliza-
tion to the action of A,q on G, / {£1}. Since the poles of the functions
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L(e~! - w, 1) are distinct for different w’s, the right hand side can also be
writte

—

S([Ga/ + 1]) HF[WL( L, )(Aad(C)
For V .4, this means, by (7.26):

SVats Z,y) > HY 1 (Auac P, (7.28)
Moreover, as in the case of SL(V') (see the discussion before Proposition
[7.5.3), the poles of the sections on the right hand side coincide with the
poles of L(s*x~!,1) which, as we saw above, correspond to the points
where the space S(A,4\V., Ly) =~ S(A\V*, L+, ) contains a finite-dimensional
representation of PGL(V').

Thus, we have analogous bundles over A,q¢:
= g** fin
R, = 5" D

(characterized by the fact that sections are valued in the finite-dimensional
subrepresentation at poles of L(s*x, 1), i.e., poles of some L(wy, 3), with w
quadratic), and

kk n 1
S 1= 6 = A (-] [ Bl )

As a corollary of Proposition we have:
7.5.5. Corollary. Mellin transform defines an isomorphism
S(Vaa) = H™WY (Auac, ). (7.29)
The sheaf &y, is generated by its global Paley—Wiener sections.
Let now &7  denote the bundle

S = (L™ D) = ZE [T 7w ). (730)

w#1
That is, the sections of &  are meromorphlc sections of @ ', as for &y,

but without poles at the poles of L(e7 1, 3).
We define a subspace S(V,q)°, consisting of those elements of S(V,q)
whose Mellin transform (7.29) is valued in the subbundle &, :

ad”’

S(Vaa)® =~ HY (Auac, &5.). (7.31)

3When F = R, this requires an explanation: Suppose that ® is a Paley-Wiener holomor-
phic multiple of [ [, L( ™' - w, 3). There are two w’s here, the trivial and the sign character.
We need to show that & = ®; + ®yzn, where each summand is a Paley-Wiener holomor-
phic multiple of the corresponding L(e ™" - w, ). We will construct ®; as the Mellin trans-
form of an element f € S(R); notice that, in that case, the residues of ®; at the poles of
L(e~', 1) are determined by the derivatives of arbitrary order of f at 0. We can prescribe
those derivatives, so that the residues equal the residues of ® at those points. Then, ®; = f
and ®.zn = ¢ — P, satisfy our requirements.
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Embed A,q — G, via the character e, which pulls back to the square of
the defining character of A = G,, < GL(V'). Then there is a well-defined
push-forward map:

S(Vad)® & §(4,1)078(Ga) — S(Vaa), (7.32)

as can be seen by considering Mellin transforms. It is easily seen in the
non-Archimedean case to be an isomorphism, and I conjecture that this is
the case in the Archimedean case as well (but we will not need this). The
following will be enough for our purposes:

7.5.6. Lemma. The sheaf &  is generated by its global Paley—Wiener sections.

In the non-Archimedean case, the action of the element h € S@) whose Mellin
transform is L(x, %, %)_1 gives rise to an isomorphism:
h' o
S (Vaa) — S(Vaa)“.

Proof. The normalized action of an element % of the completed Schwartz

algebra S (Aad) of A,q translates on Mellin transforms to multiplication by
h(x™).

In the non-Archimedean case, we can take h to be the element of the com-
pleted Hecke algebra whose Mellin transform is L(y, 4, )}, and this de-
fines a bijection between “Paley—Wiener” (polynomial, supported on finitely
many components) sections of the sheaves &y,, and &7, . The result now
follows from the analogous statement for &y, , (Corollary|7.5.5).

In the Archimedean case, to apply the analogous statement for &y, ,,

we need to find a multiplier i € S(Aaq), whose Mellin transform h has
zeroes at the poles of the L-function L(x, , 1), simple ones at any cho-
sen point. Identifying A,q with G,, as before, one can take a measure
h(z) = H(a:)|x]%dxx € S(F*), where H is a Schwartz function on F*
whose Fourier transform (considered as a function on F') is also a Schwartz
function on F'* (i.e., all its derivatives at zero vanish). Then, the functional
equation of Tate zeta integrals implies that the Mellin transform of h
vanishes at all poles of L(, 1), and it can easily be arranged that the van-
ishing is simple at any chosen point. In that case, the normalized action of
h on §(V,q), sends Paley-Wiener sections of the sheaf éava . to Paley—Wiener
sections of the sheaf &}, ; and, at any pole of L(x~ , 3) where h(x~') has a
simple zero, it will 1dent1fy the fibers. O

7.5.7. Remark. The space S(V,q)° is not the space of rapidly decaying sec-
tions of a sheaf over the affine quotient V' / {£1}, since the condition that
Mellin transforms lie in the subbundle & ~depends on integrals of the
functions over A,4-orbits, i.e., itis notlocal. As we will see, however, its im-
age in S([V/T) will be the space S([V/T'])° that we defined before, which
islocal over V' J/ T.
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We define the space D(V,q) precisely as we defined the space S(V,4), by
using half-densities instead of measures on the “pure inner forms” V(F').
The isomorphism carries over to half-densities, and we have an anal-
ogous subspace D(V,4)°. The analog of is now a convolution map

Py : D(Vaa)® ® 5(4,0)P(Ga) = D(Vaa), (7.33)

depending on the choice of a Haar measure on A,q.

The symplectic Fourier transform § on D(V') descends canonically to an
involution of D(V,4), as was explained in this also follows from the
isomorphisms between the fibers of the bundle &/, and the fact that

8v,, is the pullback of &y to Auqc. Tt admits the following factorization:

7.5.8. Proposition. There is an A,q-anti-equivariant endomorphism §° of D(V,q)®,
such that, if §1 : D(G,) — D(G,) denotes Fourier transform on the line defined
by the character 1), we have, in terms of the map of (7.33):

§oPy(ey ®¢1) = Pr(F ey @Fie1). (7.34)

In terms of Mellin transforms, under the isomorphism

—_—

D(Vaa)® = H™W (Aaac, 67,

the transform §° is induced by the isomorphism
1 -1 o ~ o
7()(7 5) 77/}) gX : éavad,X,1 - éa\/ad,x
(see (7.25)).

Proof. Indeed, v(x, %, 1) 71Fy is an isomorphism between the fibers of &
as stated, because v(x, %, 1) has a simple pole where L(y !, %) does, and
a simple zero where L(x, ) has a pole. It is holomorphic and non-zero
everywhere else, and, in the Archimedean case, of polynomial growth in
vertical strips (by Stirling’s formula), thus preserves the spaces of Paley—
Wiener sections. Hence, by the definition of §(Vaq)°, the family of
isomorphisms (x, %, 1/1)_ISX induces an endomorphism §° of this space,
which is A,4-anti-equivariant.
On the other hand, for ¢; € D(G,) we have

§12100 =100 3 DT,

by the functional equation of Tate’s thesis, so if ¢ = Py (¢}, ® ¢1) and
¢ = Py(3°0y ® §101), we have

P(x) = 106 5. 9) " Fxo ()00 5 B = 8y (F 0 - BY)

(notice that @1 (x ') is a scalar), in other words ¢'(x) = & @(x™!), thus
¢ =T O

Finally, we descend to coinvariants:
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7.5.9. Proposition. The image of S(V,q)° under the push-forward map to mea-
sureson 'V || T = V,q /| Taq is dense in the space S([V /T'])°, and we have a
commutative diagram

D(Vaq)® 5 D(Vaa)® (7.35)

| i

(¢] HO [¢]
D([v/T])* —D([V/T]),
where H° is the Hankel transform of Corollary

Proof. First, let us compare Mellin transforms of elements of S(V,q) and

of S([V/T]): the former are, by Corollary Paley—-Wiener sections of
the sheaf &y, ; the latter were defined in (7.5) as scalar valued functions on
FE = Za\dc/ after fixing an identification V /T ~ A!, but we can also think

of them as valued in a bundle C, : x — C, over Aqac, where C, denotes
(Aad, x)-equivariant functions on V' / T' \ {0} (for the normalized action
descending from (7.6)).

The rationality /meromorphicity of Mellin transforms of elements of S([V/T1]),
together with the generation of &y, by its global sections (Corollary

imply that there is a rational /meromorphic map of sheaves over A,q¢:
éavad - C'?

defined by a convergent integral when x vanishes sufficiently fast at infin-
ity. This relates the Mellin transforms of elements of S(V,q) with those of
their push-forwards to S([V/T']). The description of the image of Mellin
transform on S([V/T]) in Proposition implies that the poles of this

map are precisely the poles of L(e~!,2)L(e 19, 1), so we get a surjective,
holomorphic map of sheaves:
1 1
Sy = Cal= (107, )L, ) (7.36)
In particular, we get a map of subsheaves
o a1 1
g 1= Svaa([L(e7 5] = Co(=[L(e . ), (7.37)

hence the Mellin transforms of push-forwards of elements of S(V,q)° are
Paley-Wiener sections of the subsheaf Co(—[L(e~'7, 3)]), hence, by Corol-
lary[7.3.3) the image of S(V,q)° belongs to S([V/T1])°.

In the non-Archimedean case, the element / of the completed Hecke al-

gebra S(A,q) whose Mellin transform is 2(x) = L(x, 1) acts on S(V,a), resp.
S([V/T]), and maps it onto S(V,q)®, resp. S([V/T'])° (or, the corresponding
spaces of half-densities); the action of A,q commutes with all arrows in
the diagram, and the result follows easily from the commutative diagram
(7.21)).
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For the Archimedean case, where no such multiplier exists, we will need
a different argument. The difficulty lies in showing that the map S(V,q)° —
S([V/T])° has dense image; the commutativity of the diagram then follows
as in the non-Archimedean case. The argument is quite technical, and the
reader might choose to skip it at first reading.

The case of non-split 1" is easiest: Let us identify again V' with the addi-
tive group of a quadratic extension E, and 7" with the kernel of the norm
map. (The precise coordinates do not matter here.) In the non-split case,
T is a compact subgroup of £*; thus, we can identify invariants and coin-
variants, i.e., the map

S(E) @SB - S([V/T])

is an isomorphism, where E“ is the “pure inner form” attached to the qua-
dratic extension splitting 7. We can thus lift any element f° € S([V/T)°
to S(B)" @ S(E*)T = @, S(E”), where 8 runs over all quadratic exten-
sions. The image of the lift under S(E) ® S(E®) — S(V,q) will have Mellin
transform with no poles at the poles of L(x !, 3), and with values in &G
since the trivial T-type belongs to the finite-dimensional subrepresentation
of the principal series I(x ™).

For the split case, we will show that the push-forward map S(V,q)° —
S([V/T])°, interpreted in terms of Mellin transforms as a map of Paley-
Wiener sections:

HEW <Aad(Ca 5§ad> - HEE}&W%) (Aad([h C.)

has dense image. (Here, n = 1, but I will maintain it in the notation in order
to make the comparison with previous statements easier.) Knowing already
that the corresponding map is surjective on Paley—Wiener sections
(by Proposition [7.3.1), the difficulty lies in showing that by imposing the
extra condition of vanishing at the poles of L(s~!, 1) that defines &y o we
still have enough Paley—Wiener sections to generate a dense subspace of
Paley-Wiener sections of the image sheaf C,(—[L(s~!n, 3)]).

It would be desirable to have a simple argument of complex analysis for
this; unfortunately, I do not know such an argument. The difficulty lies in
the fact that L(e 1, 1)~1, a reciprocal Gamma function, is not of polynomial
growth in vertical strips, hence cannot be used as a multiplier.

Therefore, I will use some representation theory. Notice that the map
V* — V' J/ T is smooth and surjective on F-points (when T is split), there-
fore the push-forward map S(V*) — S(V/T') has image equal to the space
S(V JJ T) of Schwartz measures on the affine line, whose Mellin transforms

—

are precisely the Paley-Wiener sections HE?’YQW 1 <Aad© (C.), by Propo-
]

sition (Recall that we are here parametrizing Mellin transforms on

V' /J T according to the normalized action of A,4, which explains why the

poles appear at poles of L(e~'7, 3).) The same will, obviously, hold if we

replace V* by V.¥,. Thus, we have two maps into the same space:
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SVx) = H™ (A, v, ) (7.38)

\

2y (i)

S

The upper arrow is surjective, and we want to show that the lower arrow
has dense image. The spaces S(V.}}) and S(V,q)° are not directly compara-
ble, as the study of their Mellin transforms shows: the latter have Mellin

transforms in &y, which are meromorphic sections of %y, , with poles at the

poles of [],,.; L(e~" - w, §); but also with the condition that at any pole x

of L(e~'w, }), including w = 1, they are valued in the finite-dimensional
subrepresentation of the fiber of &y ; this condition at poles of L(e 11
shows that 9y, is not a subsheaf of &} . Thus, S(V5)) is not a subspace of
S(Vad) :

But both spaces are smooth Fréchet representations of PGL(V'), and, fix-
ing a good maximal compact subgroup K, their spaces of K-finite vectors
are dense. For every K-type (=irreducible representation of K) 7, we will
denote by an exponent (K, 7) the subspaces of vectors belonging to this
K-type.

We have the following observation:

S(Vaa)® = HY (e

7.5.10. Lemma. For every K-type T, the quotient
SWa) "7 /S(Vi) T 0 S(Vaa) T

is finite-dimensional, and supported on a finite number of poles of L(e~', 1), as an
A, q-module.

Proof of the lemma. The essential observation, here, is that at poles of L(e 1 %)
the given K-type belongs to the finite-dimensional subrepresentation of

Dy, x, for all but a finite number of x’s. The polynomial D, on A,q which
has simple zeroes at precisely those x’s (it can be thought of as the Mellin

transform of a multiplier D, € S(A,q)) gives rise to a map:
D, : S(VE)ET) S ST A S(Voq) 2T

whose cokernel, as an A,4-module, is supported only on this finite set of
X’s. O
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—_—

Let J denote the space HE(.AU 1 (Aad@, C.) , J° the closure of the image
2

of 8§(V,q)° under (7.38), and J' = J/J° — it is a smooth Fréchet repre-
sentation of A,q of moderate growth, or SF-representation, in the language
of [BK14]. Let I2 < I, denote, respectively, the images of S(V)™) ~
S(Vaq)>57) and S(V*)E) in J. By the fact that I = J°, and Lemma
we deduce that J’ is has a (countable) dense subspace of A,q-finite
vectors, with eigencharacters among the poles of L(e™!, 1). If we enumer-
ate these poles x1, x2, ..., and let J, be the x,-eigenspace, we claim that
any continuous seminorm on J' is zero on all but a finite number of J)’s.
Indeed, any continuous seminorm is bounded by some seminorm that de-
fines (after completion) a Banach representation of A,q4, in particular has the
property that the action of any a € A,q is bounded; but if we take a € A,q
with d(a) > 1, its eigenvalues on the spaces J;, (i.e., the values x,,(a) for
Xn ranging in the poles of L(e~!, 1)) are unbounded. Hence, the seminorm
should be zero for n » 0.

Hence, J' is the inverse limit of its A,q4-finite quotients, i.e., is defined
by a system of A,q-finite seminorms. But the only A,q-finite seminorms
HEW

L(e=tn,z) \" %
at various points of A,q¢ (let us call them “delta functions”). On the other
hand, by Lemma(7.5.6, Paley-Wiener sections generate the sheaf &7, hence
their images under the surjective map generate global sections of
Cu(—[L(s7'n, 3)]). In particular, no non-trivial linear combination of deriva-
tives of delta functions is zero on J°. We deduce that J’ = 0, concluding
the proof of Proposition[7.5.9] a

onJ = (Z;i@ (C.) are bounded by derivatives of the sections

7.5.11. Remark. Besides issues about the existence of sufficiently many Paley—
Wiener sections, we can explain representation-theoretically why the sheaves
D, (representing S(V3)) and &3 | (representing S(Vaq)?) both surject onto

Co(—[L(s7'n, 3)]). On one hand, sections of &y, considered as rational

sections of %y, ,, have poles at the poles of [ ], .; L(¢ ™! -w, 3), with residues
in finite-dimensional representations. But the torus 7,4 acts by non-trivial
characters on these finite-dimensional spaces of residues (when n = 1),
thus they do not appear when we mod out by 7,4. On the other hand, at
any pole x of L(e~1n, 1), the sections of &y land in the finite-dimensional
subrepresentation W, of the fiber v, , ~ I(x ') (a principal series repre-
sentation for PGL»). In this case, it is not true that the map of coinvariants
W)ty — (I(x™1)r,, is an isomorphism. However, push-forward to V' //
T does not see the difference. The reason is that, in the split case, the quo-
tient stack [V /T.a] = [V*/T] is isomorphic to a non-separated scheme:
the affine line with the origin doubled. The push-forward map S(V*) —
S([V/T1]) has image in the usual Schwartz space S(V // T') of the affine line,
and does not see the “doubled” origin, i.e., the map S(V}))1,, = S(V*)r —
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S([V/T)) has a non-trivial kernel, modulo which the map (W, )., — (I(x™'))7.,
becomes an isomorphism.

8. THE RANKIN-SELBERG VARIETY

8.1. The space and its orbital integrals. Let (V,w) be a two-dimensional
symplectic space, and let X be the variety of pairs (v,g) withv € V,g €
SL(V), with an action of the group G = (G, x SL(V)?)/{+1}%a by

(v.9) - (a,91,92) = (avg1, 97 ' 9g2).

In particular, X has a G-equivariant map to V x V by (v,9) — (v,vg),
and is a two-dimensional symplectic vector bundle over Y := SL(V) =
SL(V)diag\ SL(V)2. If we identify V with the fiber over the identity, we can
also write

diag

¥ _ 11 qSL(V)? _ SL(V
X—m%mmmV—Vx()

SL(V)2.

The space X is a spherical variety under the action of G, whose open G-
orbit, the complement of the zero section of the bundle, we will be denoting
by X.

If we fix a standard symplectic basis (e1,e2) of V (i.e., w(er,ez) = 1)
to identify SL(V') with SLy and V* = V ~ {0} with N\ SLy, where N =
the stabilizer of ea = the upper triangular unipotent subgroup, then X =
N diag\(SLQ x SLg), with the coset of 1 corresponding to the element (e; €
V,1 e SL(V)), and X is its affine closure.

Throughout this paper, we denote by A the universal Cartan of SL(V),
and by A,q = A/{+1} the universal Cartan of PGL(V). We let G be the
group (AxSL(V))/{£1}9#8, and identify G with the group (AxSL(V)?)/{x1}die
via the character g, the positive half-root on A. By this identification, we
maintain our convention of considering the universal Cartan A as a sub-
group of the automorphism group of such a variety X by using a Borel op-
posite to the stabilizer N4 of a point. In other words, if B is the normalizer
of N in SL$8, we let the quotient A = B/N act by G-automorphisms on X
as: a-Nx = N("a)z, where wy is the longest element of the Weyl group. By
this convention, the points of Y are limits of the form lim;_,o(\(t)x), where
x € X and A is a dominant cocharacter of A. The action of A on functions or
measures on X will be normalized, again, as

a- p(w) = 6(a)"Zp(a - ) (8.1)
and on functions by

a-®(x) = 6(a)2d(a- ), (8.2)
so that it is an L?-isometry with respect to the (SLg)?-invariant measure.
(We will call an (SLs)2-invariant measure on X a “Haar measure” — notice

that it is a smooth measure on X.) For half-densities, no such normalization
is needed. Under these normalizations, the maps

F(X) - D(X) > S(X)



TRANSFER OPERATORS AND HANKEL TRANSFORMS, 1I 33

from Schwartz functions to Schwartz half-densities and measures, that are
given at every step by multiplication by a Haar half-density, are equivari-
ant.

The symplectic structure gives rise to a Fourier transform:

3:D(X) > D(X), (8.3)
defined fiberwise as in Multiplication or division by a fixed Haar
half-density turns (8.3) into a morphism between spaces of measures or
functions. ~

The transform is anti-equivariant with respect to the G-action, in the sense
that it twists the G-action by the automorphism of G that is induced from
the inversion map on A. B

We now consider the quotients X /SL(V') and X /SL(V), where SL(V)
acts diagonally. If we use a symplectic basis to identify X = N8\ SL.2,

as above, we have an isomorphism X /SL(V) = S%, which we fix to be the
following:
—1
N gy, gg) — S, (8.4)

This is compatible with the isomorphism SLy ~ SL$*\ SL2 by the right
orbit map on the identity element.
In terms of invariant theory, we have
Cx:=X /SL(V) =X JSL(V) ~ A%

with coordinates (c,¢) coming from the invariants of the projections X —
V x V and X — SLy; more specifically,

C(Uag) = _W(’U,Ug), and

tv,g) = tr(g). (8.5)

We have put a negative sign in the first invariant so that, in terms of the

- SL
isomorphism X // SL3?8 — TQ of (8.4), the coordinates (c, t) are:

a b
(c d) — (¢, t:=tr=a+d).
We will eventually define several spaces of measures on €x:
S(X/SLQ) c S(X/SLQ)O c S(X/SLZ)

The first and last are self-explanatory: S(X/SLs) and S(X/SLs) are, cor-
respondingly, the push-forwards of the spaces of Schwartz measures on X
and on X. The intermediate space S(X/SL2)° is the most important one.
In a sense that will be discussed, the space S(X/SL2) corresponds to the
(L-function of the) sum of the symmetric square with the trivial represen-
tation of the group G, while S(X/SLs)° corresponds to just the symmetric
square representation (for which the space S(X/SL2) would be too small).
If we think of spaces, such as (suitable) algebraic varieties and stacks, as



34 YIANNIS SAKELLARIDIS

incorporating L-functions — for instance, the G,,-space A! incorporating
the standard L-function of G,,, with the subspace G,, = A! incorporat-
ing the trivial (degree 0) L-function — it might be appropriate to think
of §(X/SL2)° as the Schwartz space of a “motive” between X/SLs and
X /SLy. Unfortunately, I do not know how to make sense of such a “mo-
tive”.

8.2. Hankel transform for the Rankin-Selberg variety. Let ® ¢ F(X),
and let f be the push-forward of ®dz to €x, where dz is an invariant mea-
sure on X. Itis easy to see that there is a Haar measure on SL; such that
the following integration formula holds:

J O(z)dx = f O,y (®)dcdt, (8.6)
X ¢

where O(.) is the orbital integral of ® for the diagonal SLy-action, and
dc, dt denotes our fixed Haar measure on F. (Notice that SLy acts freely
over the open subset with ¢ # 0.) Thus, the push-forward of the measure
ddx is

f(C, If) = O(C7t)(@)dcdt = O(c,t) ((I))’C| : ‘t‘ ~d*ed*t.
We define the push-forward of the half-density @(dx)% to be
1
O(c,t) (®)(dcdt)z.

This way, we obtain spaces F(X/SL2) and D(X/SL2) of densely defined
“push-forward” functions and half-densities on €x. B

The fiberwise symplectic Fourier tranform § on D(X') descends to a “Han-

kel transform” Hyx on SLglag-Coinvariants, which can identified with the
space D(X/SL2). Rather than proving this identification, we will directly
prove that the Fourier transform descends to an endomorphism of D(X /SLs),
together with an explicit formula for it.

8.2.1. Theorem. We have a commutative diagram

D(X) ——=D(X)

| |

D(X/SLy) = D(X/SLy),

where the bottom horizontal arrow is given by
_ 1 I
Hxplent) = Ana-a ) (0] o5 o)e,
1 —1x 2\ —1
W()mz—a(@)[ o[ 72d"e) xc 0 | (4= t7)c™ 1), (87)

where:
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o Ep denotes the quadratic extension F(\/D), and np the associated qua-
dratic character of F*;

e x. denotes multiplicative convolution in the variable c (with fixed t), un-
derstood in the reqularized sense of

8.2.2. Remark. We also translate this formula to push-forwards of Schwartz

measures and push-forwards (orbital integrals) of Schwartz functions on

X, using the integration formula (8.6). Here we will use the regular multi-

plicative convolution in the c-coordinate, without any normalization:
Fourier transform on measures descends to the involution

C2

4—t2

1
2

Hax fle,t) = Maz_g )"

(@) e sl e) e £ ) (4= A ) 68

on S(X/SLy).
Fourier transform on functions descends to the involution
1
i l4—t22
Oet)(§®) = A0, )™ |—5—| -
1 _ 1 _ _
- (<w<.>\ o |70 ) xe (VI a(o)] @ | o) % o<.,t><1>) ((4-2)c )

(8.9)
on F(X/SLy), fort # +2 and ¢ # 0.

Proof. The fiber of X over a fixed value t # +2 is isomorphic to V; = V xTt
SL(V), where T; is the centralizer of a g € SL(V) with tr(g) = ¢, and V
is identified with the fiber V' x {g} of X over g. Equivalently, T; can be
identified with the special orthogonal group of the quadratic form c(v) =
—w(v,vg). If t2 — 4 # 0, this quadratic form is non-degenerate, and 7} is a
torus. For any ¢ € D(X/SLs), the section

o ., o)
1 - t — 1
@ (i
is a section of elements of the spaces D([V/T}]) (when t # +2), and since
symplectic Fourier transform is defined fiberwise, the Hankel transform

H x exists, and satisfies:
H ot
(dt)2 (dt)2

where H; is the symplectic Hankel transform of Proposition[7.4.4, now with
an index ¢ to denote the specific fiber.

One immediately computes that the discriminant of the quadratic form
c(v) = —w(v,vg) is d = —1(tr(g)? — 4) = —%(t* — 4). Applying now Propo-
sition [7.4.4} the result follows.
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O

8.2.3. Remark. Let us also explicitly see how is obtained from a formal
calculation (which is justified by Proposition [7.4.4):

We identify X with N8\ (SL,)?2, and represent its points by pairs (g1, g2)
of elements in SLy. The fiber of X over 1 € Y = SL, is thus identified with
A2, the affine closure of N\ SLy, and Fourier transform on this fiber is ob-

tained by identifying the point (z,y) € A% with the coset <; ;) e N\ SLy,
and using the symplectic form dz A dy on A% Explicitly, if ¢ is a function
on A? its symplectic Fourier transform on the fiber is given by

plend) = | oleg)ilad = o) 8.10)

and the Fourier transform § on S(X) is induced from this fiberwise Fourier
transform. In particular, if ¢ is the restriction of ® over the fiber of 1 € Y,
the evaluation of F® at the point represented by 1 in N4128\(SLy)? is given
by setting ¢ = 0 and d = 1. Translating by (g1, g2) on the right, we
obtain the formula

§2(91,92) = LQ ® ((y: y> 91, (y; y> 92) Y(z)dudy.

For ¢ # 0, we can choose a section of the map X — X // SLy by (c,t =
_p—1 .
tr) — (C ¢ ) ,1) (modulo N¥#8 on the left). We compute the orbital

integrals for the SLSiag—action:

S I R (G| A MG B R

We are justified to change the order of integration (see Remark|7.4.2) and
write

[ Lf((‘”xl NI y)‘lg,g) dgu(a)dzdy =

*
= JFQ O(c*1m2+txy+cy2,t) (‘I)W_l (x)dxdy

We can write

2 (4 2)- 1,2
c_1x2+t:vy+cy2=c_1(4—t2)x * 1 )" v =c 14 —tHN(2),

where v = txr + 2cy, and z = is an element in the quadratic
extension E = E;2_, = F(+/t? — 4) (so that x = tr(z)). The measure dzdy =

1
z+(t?—4)" 2 cv
2
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|2¢|~tdxdv is |c2(4—12) |% times the measure dz on E,_,» which is self-dual
with respect to the character ¢g = ¢ o tr on E. Hence, we can write

Ed
_ 1 _
Ole)(FP) = [c>(4—17)|2 JE O(e-1(a—12)N (o)1) (R)V 5 (2)dz

which, again by Remark is (8.9).

8.3. The Sym?-subspace. The Rankin-Selberg method allows us to study
the tensor product L-function of two automorphic representations. This is
because, locally, there is an unfolding map (that we will study in the next
section)

U: F(X) - CO(N,)2\G),

such that the characteristic function of 1 X (o) for I non-Archimedean with
ring of integers o, maps to a Whittaker function which is the generating
series for the local unramified L-function L(m x w2, s). We will study this
unfolding operator in the next section.

In this paper, we study the descent of F(X) modulo the diagonal action
of SLa, which can be spectrally decomposed in terms of representations (of
SL32 /{+1}%28) of the form 7m; ® 7 with m; = 7. If we set 7w := 1, = 73, the
L-function L(7; x 79, s) decomposes as L(, Sym?, s)((s).

In this subsection, we want to extract a subspace S(X/SL2)° of S(X/ SL2)
that is “responsible” for the factor L(m, Sym?, s). Geometrically, it will cor-
respond to the spaces S([V/1;])° on the various fibers, which we saw in
in the sense that its elements, divided by the measure dt and restricted
to fibers with ¢ # +2 will indeed be elements of S([V /T;])°. However, this
geometric property does not fully describe the space here, because it gives
us no control over the behavior as t — +2.

In the non-Archimedean case, the space S(.X / SL2)° can be obtained from
S(X/SLy), as in the case of S([V/T)°, by applying the element of the com-

pleted Hecke algebra h € Sm) with Mellin transform (x) = L(x, &, )71
Again, such a multiplier is not available in the Archimedean case, so we
will work with Mellin transforms, imitating the description of S([V /T'])°

in 73]

8.3.1. Mellin transforms. Let 2 be the Fréchet bundle over the character
group Ac whose fiber over y is the space S(A\X, L,) of Schwartz measures
on A\ X, valued in the line bundle £, whose sections are (A, x)-equivariant
functions on X, for the normalized action. The space S(A\X, L, ) is in non-
degenerate duality with the space C{%,, (A\X, £, 1) of tempered (A, x')-
equivariant functions, and integrating such functions against Schwartz mea-
sures on X we get a Mellin transform:

S(X) 3 f = f(x) € S(AX, Ly).
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Asin there is a natural notion of Paley-Wiener sections H'W (A¢, 2)
of this Fréchet bundle. Moreover, since

X ~ V* x SL(V) = V* xSHV)

diag

SL(V)?,
where V* denotes the complement of zero in V/, we have
Dy = S(AX, L)) =~ S(A\V*, L) @ S(SL(V)) = Dy @ S(SL(V)),
in the notation of and the Paley-Wiener sections of Z are
HPW (A, 2) = HPWY (A, 2v) @ S(SL(V)).

It immediately follows by induction from V* that the image of Mellin
transform on S(V*) is the space of Paley—Wiener sections of 7, giving rise
to an isomorphism

S(X) 2 HW (Ac, 2). (8.11)

Proposition allows us, by induction, to extend the transform and the
description of its image to S(X):

8.3.2. Proposition. Mellin transform converges on S(X) for |x| = §° with
R(s) « 0, and admits rational/meromorphic continuation to all Ac, giving rise
to an isomorphism

S(X) S HW(Ag, &), (8.12)

where & < P (—[L(e,—d, 1)]) is the subsheaf of those sections whose residues at
the poles of L(e, —c, 1), where the fiber

SL(V)?2
Dy = gy (| usee P
contains the induction W, := Indgiggimg

tion Wy, of SL(V), lie in W .

W, of a finite-dimensional representa-

We will define the Sym?-subspace S(X/ SL2)° by descending from a space
“upstairs” but again, for that purpose, we need to work with the quotient
stack X,q = [X/{£1}] which already carries an action of A,4. Notice the
isomorphism of stacks:

[X/SLs] = [Xaa/PGLa), (8.13)

which implies that the push-forward space S(X/SLy) is also the image of
the Schwartz space S(X ,q). In terms of (isomorphism classes of) F-points,

Xad admits a similar description as the stack V,4 that we encountered in

§7.5| namely,
Xad(F) = UXQ(F)/{il}a

where a runs over all quadratic extensions of F, and X is the X-torsor
over the same base Y = SL(V') that we obtain by twisting X by a Z/2-
torsor. Thus, the Schwartz space S(X,q) can be identified with the space of
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{£1}-coinvariants (or invariants) of the sum
P SXU(F
(0%
We have an isomorphism

Xad = Vad XS v )d”g SL(V)

and this immediately implies from Corollary [7.5.5 that the Schwartz space
S(Xaa) admits a Mellin transform with respect to the action of A,q4 (I leave
the definitions to the reader, since they are completely analogous to the
previous ones), whose image is described by the following;:

8.3.3. Proposition. Mellin transform gives rise to isomorphisms:

S(Xad) - HPW(Aad(Ca gad)a (814)

and
S(Xad) > H'W(Auac, &ua), (8.15)

where Dyoq, baa are the pullbacks of 9, & under the natural map s* : Za\dc — 21@.

The space S(X/SLy)° that we are after will arise, as in the case of S([V/T])°,
from the subsheaf &) = &ua([L(e, -5, %)]) ie. those sections of &,q which
vanish at poles of the local L-function L(y, —§, 2) Notice that, as mero-
morphic sections of the bundle Z,4 = s**Z, those are holomorphic at the
poles of this L-function, and valued in the induction of the finite-dimensional
subrepresentation of the principal series I ( 1) of SL(V)%88; they may
have simple poles at the poles of L(xw, — 2, 3), for w a non-trivial qua-
dratic character, but their residues also lie in the induction of the finite-
dimensional subrepresentation. We define S(X ,q)° as the subspace of S(X »q)
which, under the Mellin transform of Proposmon 3) coincides with the
subspace HPW(AadC,éO;d) Pushing forward to €X = X // SLa, we de-
fine S(X/SLy)° as the closure of the image of S(X,q)°. We have a cor-
respondmg space D(X,q)° of half-densities, d1v1d1ng by the half-density

(dc) (dt)

8.3.4. Lemma. The sheaves &,q and &, are generated by their global Paley—
Wiener sections. In the non-Archimedean case, the action of the element h €

Sm) whose Mellin transform is L(x, $,3) ™" gives rise to an isomorphism:
— h- — °
S(Xad) - S(Xad) .

Proof. The proof is identical to the one of the analogous statements for V'
(Corollary and Lemma |/.5.6). O

Recall that X ~ V x SL(V) and X.q ~ Vaq x SL(V). If we fix a Haar
measure dg on SL(V), the quotient % consists of functions:
g

SL(V) = D(Vaa)®
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On the spaces D(V,q)° we have, by Proposition[7.5.8] an endomorphism
§°. In this subsection (and later), we will denote by §° the induced endo-
morphism of D(X,q)°, defined fiberwise. It is A,q-anti-equivariant under
the normalized action.

Here is the main result of this subsection:

8.3.5. Theorem. We have a commutative diagram

o

D(Xaq)° D(Xaq)° (8.16)

——

D(X/SLy)° —=> D(X/SLg)°,

where

o _ 1 1 _
Hxp(e t) = Amez—a,¥) ™ ((w(.)nt2_4(°)| o|72d*e) % w) ((4=tH)e™h ).
(8.17)
8.3.6. Remark. The operators HS, H x are related by
szf%éo?{%:?{}ogf , (8.18)

&
-3,

[N

where .Z ! areithe Fourier convolutions of for the A,q4-action on
half-densities on X // SLo.

Proof. Notice that for every g € SL(V) with ¢ := tr(g) # +2, the centralizer
of g is a torus T}, and the fiber of the stack [X/SLs] = [X.q/ PGLs] over g
is isomorphic to [Vi/Ti] = [Vi.ad/Tt.aa], Wwhere V; ~ V is the fiber of X over
g, and the notation is otherwise analogous to the one of Proposition
the result now follows from that proposition. O

8.3.7. Corollary. On Mellin transforms, we have

Yoy a 1 5

Hxe(x) =7(x 2 5##) ~Hxe(X) (8.19)
for every ¢ € D(X/SLa)°.
Proof. This follows from the above and (2.12). O

8.3.8. Remark. On the analogous space of measures S(X/SLs)°, again with-
out normalization of the convolution action in the c-variable, the Hankel trans-
form HS, will read:

C2

M f(e,t) = A, )~ ‘4—t2

(W3 aloas) «c 1) (4= 0,
(8.20)
cf. (8.8).
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8.4. Basicvectors. We will be talking about “unramified data” for the space
X when F is non-Archimedean, unramified over the base field Q, or F,((¢)),
and, if we denote by o the ring of integers of F', the symplectic space V used
to define X is defined over o, with an integral and residually non-vanishing
symplectic form w. Assume this to be the case for this subsection.

Let ®° € F(X) be the characteristic function of X(0). We define the
basic vector fg of S(X/SLz) to be the image of ®°dz in S(X/SLy), where
dz(X(0)) = 1. We have a normalized action of A,q on X; if we act on

—_

fx by the element h = h a 1y of the completed Hecke algebra S(A.q)

whose Mellin transform is x — L(, %, %)*1, we obtain an element f$ €

S(X/SLz)° which will be our basic vector for this space:
f;( = hL(%7%)71 . fX (8.21)

Notice that fg is Aaq(0)-invariant, so we can replace h by its image A" in
the unramified Hecke algebra of A,4; our conventions on Mellin transforms
are inverse to usual conventions on Satake transforms, hence the Satake
transform of A", as a polynomial on the dual torus A4, will be is (1 —
q*%e*%), where e~ 2 is understood as a character of A,4. By construction,
the Mellin transforms of these two basic functions satisfy:
Fx(0 = Lix.—3, %)f} (X)- (8.22)
For later use, I note that we have one more distinguished unramified
vector in §(X), namely, the invariant probability measure on X (0); its im-
age in S(X/SLy) will be denoted by fx. The element in the unramified
Hecke algebra of A whose Satake transform is (1 — ¢~!e~®) maps (under
the normalized action) the characteristic function of 1% ,) to the character-
istic function of 1 x(,); multiplying by an invariant measure, and taking into
account that the ratio between the measures of X (o) and X (o) is (1 — ¢~ 2),
we obtain that

hp@ay-— - fx =1 —a ) fx, (8.23)

where hp 4 1)-1 € S@;) has Mellin transform x +— L(x, &, 1)t
On the spaces of half-densities D(X/SLs), D(X/SL2)°, we define the
basic vectors, denoted by the same symbols f5 and f5, as the quotients of

the corresponding basic measures by the half-density (dc dt) 2.
As usual, it makes sense to act on the basic vectors by an element of the
unramified Hecke algebra of G, by acting on the defining measures on X.

8.4.1. Theorem. The Hankel transforms H x, resp HS,, map
resp.
Hx +h- fx — (Fh)- %,
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for any element of the unramified Hecke algebra of C‘: where 1 : G — G is the invo-
lution induced from inversion on the “factor” A of G = (A x SL(V)?)/{£1}dia,

Proof. Symplectic Fourier transform preserves the characteristic function of
X (0), and is (G, t)-equivariant, hence the statement about Hy.
For H% it follows by considering Mellin transforms, and invoking -

and 2.12).

9. HANKEL TRANSFORM FOR THE SYMMETRIC SQUARE L-FUNCTION OF
GLs.

The representation Sym? of GLj factors through GLg /{+1} ~ G,, x
PGLy, the dual group of G := G,, x SLy, and coincides with the tensor
product of the identity representation of G,,, with the adjoint representation
Ad of PGLy. We wish to study the functional equation for its L-function,
at the level of the Kuznetsov formula of G. In what follows, the group G
will be identified with the group that, in the notation of the previous sec-
tion, was A,q x GL(V), with A,q identified with G,, via the positive root
character.

We denote the three weights of Sym? by A;, \g and \_, considered as
coweights of the universal Cartan of G, so that A_ is anti-dominant and A,
is dominant.

The main goal of this section is to describe a local transformation (“Han-
kel transform”) between certain spaces of non-standard half-densities for
the Kuznetsov formula, which is responsible for the functional equation of
the symmetric-square L-function:

7-[Syrn2 : DZ(Sme,%)(N7 w\G/N7 w) - Dz((sme)v 1)(N7 w\G/N7 w)

To describe it, we denote by 7p the quadratic character associated to the
quadratic extension F'(v/D), considered as a character of the G,,-factor, and
identified with the operator of multiplication by this character. We denote
by d, the operator of multiplicative translation by a, under the G,,-action
on N\G J/ N ~ G,, x (N\SLg /N). The letter { denotes the coordinate on
N\SLy /N (hence also on N\G // N, by projection) that was fixed in

Notice that, since G, is a direct factor of G (hence also of N\G // N), for
any space of half-densities on N\G / N and any character x of G,,(F"), one
has a (G, x)-equivariant projection map to half-densities on N\ SLsy /N,
given by an integral over the G,,-factor — assuming that this integral con-
verges. This integral will depend on the choice of a Haar measure on G,,,
which we fix to be the standard one used throughout this paper (= %‘T,
where dz is self-dual with respect to the fixed additive character ). We
will call this integral the (G, x)-equivariant integral of the given space of
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half-densities. Explicitly, for a half-density ¢ on N\G / N, its “(G,, |  |*)-
equivariant integral” is the following half-density on N\ SLy /N:

= me o(a, O)lal~*(d*a)}.

Throughout this section, including in the main theorem that follows, we
make use of the non-standard spaces SE( Ady) (N, ¢\ SLg /N, ) of test mea-
sures for the Kuznetsov formula of SL,, introduced in — where, we
recall, when x = | ¢ |*, we replace it simply by s in the notation — and the
related spaces of half-densities D (Ads) (N, 9\ SLg /N, 1) introduced at the
end of that section. These spaces were defined explicitly in terms of their
germs; in contrast, we will not provide such descriptions for non-standard
spaces of test densities for the Kuznetsov formula of GG, which live over a
2-dimensional space of orbits — rather, they will be defined abstractly in
the beginning of as images of certain spaces associated to the Rankin—
Selberg variety.

9.0.1. Theorem. There is a space D;(Symz 1 (N, Y\G/N, ) of (densely defined)
2

half-densities on N\G )| N, containing D(N,{\G/N, ), whose (G, | ® |*)-
equivariant integrals converge for R(s) » 0, admit meromorphic continuation to
the entire complex plane, and have image equal to DZ( Adlts) (N, ¢\ SLy /N, 1),
for every s away from the poles. ’

Moreover the transform:

Hoym2 = )\(7742,4,170)_13375\%% 0 0] _g¢-20M¢2_40 ‘?*5\0,% On2_g 0 F_5_ 1

_i
(9.1)
is a Gy,-equivariant isomorphism

D sym 1y (N AG/N, ) = Do 1) (N UAG/N, ),

where the space on the right is the analogous space with the G,,-coordinate in-
verted, hence descends for every s € C away from the poles to an isomorphism

7-[Ad,s : D;(Ad,%—&-s)(N’ ¢\SL2 /N7¢> o D;(Ad,%—s)(N’ ¢\SL2 /N7¢>

As 7 varies in a family of representations twisted by the character | o |* of G,
the Hankel transform satisfies:

1
/H;me Jr = ’Y(Tﬁ SymZ’ 57 Q;Z)) : Jﬂ'a (92)

as meromorphic families of functionals on DZ(Sym2 1 )(N ,Y\G/N, ), where J
2

are the relative characters for the Kuznetsov formula (see , and ~v(, Sym?, %, )
is the local gamma factor for the functional equation of the symmetric-square L-

function (see §9.5).

Finally, the space D (Sym2,1) (N,Y\G/N, 1) contains the “basic vector” f L(Sym?,1)

attached to L(Sym?, 1) (defined in . The Hankel transform Hg,,2 maps
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h- fL(Sme,%) to h- fr((sym2yv, 1y for any element h of the unramified Hecke alge-

bra.

1
2

The proof of this theorem will occupy this section. The statement will be
obtained by the “unfolding” method from the Hankel transform for
the Rankin-Selberg variety. In the process, we will also prove the outstand-
ing statements of Theorem[4.2.T|for the comparison between the group and
Kuznetsov trace formulas for SLs.

9.1. Unfolding. Let V' a two-dimensional symplectic vector space, and X,
X, A, A,q as in the previous section. I remind that the group acting on
the Rankin-Selberg variety X is G' = (A x SL(V)?)/{£1}. The group G =
G, x SLg will, more canonically, be identified with the group A,q x SL(V),
and as the quotient of the group G (as varieties), with the quotient map
induced by

(a791792) s (aad791951)7 (93)
where a,q is the image of a through A — A.q.

The name of unfolding is given to the method which, globally, proves that
the Rankin-Selberg integral of two cusp forms is equal to an Euler product,
by relating it with the Whittaker/Fourier coefficients of the cusp forms.
Locally, it translates to an explicit L?-isometry:

U: L*(X) = L}(N,9\G),
where N = N x N is a maximal unipotent subgroup of G, endowed with
the non-degenerate character Y =1 x 1)~ The goal of this subsection is to
compute the descent of the unfolding map to coinvariants, giving rise to a
morphism
U: S(X/SLa) — 8~ (N.W\G/N, )

(the image being a non-standard space of test measures for the Kuznetsov
formula), see Proposition[9.1.4

The map U is described as follows:

Recall that X ~ V x SL(V) comes with a map 7 : (v,g9) — (v,vg) to
V x V. This can be used to identify X with the space classifying triples
(v,w, g), where v,w € V and g € SL(V') with vg = w. The open subset X =
V* x SL(V) is a G,-torsor over its image V* x V*, as follows: As we have
seen in the symplectic structure on V' gives rise to a trivialization of
the inertia group scheme over V*:

S :={(g,v) e SL(V) x V¥|vg = v} ~ G, x V*. (9.4)

We recall that we fixed this isomorphism so that G, ~ SL(V'), acts on the
set of vectors w with w(v, w) = 1 by - w = w — zv. This group scheme acts
on X over V* x V*, turning it into a G,-bundle; our convention will be that
S is identified with the inertia group scheme of the first copy of V'*.

We let SV be the dual vector bundle over V*; of course, this is again
isomorphic to G, x V*, but it will be good to distinguish one from its dual.
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Welet Z = SV x V* — itis canonically isomorphic to G, x V* x V*. Finally,
we set

EZXXV*X\/*ZZXXV* SVZGGXX (95)
for the base change of this vector bundle to X (where the second fiber prod-
uct is over the first copy of V*). The complements of the zero sections of Z,

Z will be denoted by Z, resp. Z.
Thus, we have a Cartesian diagram, where the labels on the arrows de-
note the group or group scheme for which they are torsors:

7
2N
X A
V* x V*.

To reformulate, Z classifies SL(V')-equivariant isomorphisms S — G, x
V*, together with points on V* x V*, and it has a canonical section

VE*xV* > Z

corresponding to the canonical trivialization (9.4).
Group-theoretically, the above diagram corresponds to the diagram

Z = Ndiag\ G (9.6)

X = Al ydiag\ Z =N\G

\ /

Ve vE = AN G,

Here, Ag(iiag denotes the diagonal embedding of A,q in all three factors of
the product N\G' ~ A x N\SL(V) x N\SL(V)/{x1}%2¢, Recall our con-
vention that the universal Cartan A = B/N acts on N\ SL(V) via a twist
of the natural action by the non-trivial Weyl group element, which is why
the stabilizer of a point on X over the diagonal of V* is, indeed, Aging diag
The identification of Z — X as a Gy,-torsor corresponds to the identifi-
cation A,q — G, via the positive root character. Similarly, we have an
isomorphism

Z ~ Ayq x (V¥ x V*), (9.7)

when we identify A,q with G,,, via the positive root character.
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9.1.1. Remark. To avoid any confusion, I stress that the “factor” A of G acts
diagonally on this product (namely, via its canonical quotient on A,q, and
via the positive half-root character on (V* x V*)).

For an element (¢, g1, g2) in A x N\ SLy x N\ SLg, we will be denoting by
[t, 91, 92] its image in Z. The group A acts “on the left” on N\ SLy by the
same convention, hence A3/{+1}9 acts on Z. We let A>{*¢ denote the
anti-diagonal embedding a — (a,a™t,a™1) of A, into A3/{+1}, where the
first factor corresponds to the “factor” A of G; we identify AZjiag with Aaq
through this first factor. The embedding Z is then the space

adiag

Z =Gy x%aa - Z, (9.8)

where A,4 acts on G, via the positive root character. Explicitly, by taking N
to be the upper triangular unipotent subgroup of SLy, this is the quotient
of G, x N? x SL3 by the equivalence relation

1 1 1
a?2 a2 a?2
(ma’ [taNglaN.QQ]) ~ (ﬁ, [t< a_é) ,N ( a_;) glaN ( a_é) g2])a

1
where (a ’ 1 ) is written symbolically for an element of A,q = A/{£1}.
a2

Again, by our conventions for the action of A on N\ SL(V), the quotient
by the action of A:glag in translates to the embedding of A,q in the
stabilizer being the diagonal one. Notice also that the added orbit Ajéag\Z
corresponding to z = 0 lies at the “funnel” — that is: at the infinity of the
affine closure of Z.

Having fixed the additive character v, and its self-dual measure on F,
there is a natural notion of Fourier transform of functions on X along fibers
of the G,-bundle X — V* x V*, with image on a certain space of functions
on Z. The reader can consult [SV17, §9.5] for a more general discussion.
The issue here is that the fibers of X over V* x V* do not have a canonical
base point, in order to identify them with vector spaces. Here is where the

space Z comes to play a role, because it fixes not only a linear functional on

the structure group of X, but also a base point on it. Thus, a point of Z can
be represented as a pair (z, /), where z € X and ¢ is a linear functional on
the fiber S, of the structure group over z. If, moreover, the pair belongs to
Z (i.e., £ # 0), then ¢ is an isomorphism:

0: 8, > G,

so a point of Z gives both a base point on X and a trivialization of the
structure group (not necessarily the same as the canonical one (9.4)).
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We use these data to define Fourier transform: For a function ¢ on X,
we define a function on Z by

UD(z,0) = f Oz + 02y (2)dz. (9.9)
Ga
Whenever the above integral is convergent, the function Z/® has the fol-
lowing properties:

o Itis (Gg,¢)-equivariant on the G,-torsor Z— Z.
¢ Along the G,,-torsor Z — X, we have

lir% la| ' UD(z,a-0) = J d(01(2))dz,
the zeroth Fourier coefficient of ® along 7! (7 (z)) with the measure
defined by £~1, assuming that the Fourier transform of ® along this
G,-torsor is continuous at zero.

Thus, we can think of //® as a section of a certain complex line bundle
Ly over Z. In general, we will define, for every complex number s, a line
bundle L; as the tensor product of two line bundles on Z:

]Ls = ﬁ¢®$§a

The former, L, restricts to the Whittaker line bundle on Z, whose sections
are (G, 1)-equivariant functions on Z. This can be extended to a line bun-

dle over Z, whose restriction to Z . Z is the trivial line bundle; its sections
are functions on Z which satisfy ®(x,¢) = 1((z, £))®(z/, £) for any quadru-
ple (z,2/,2,0) € X? x S x Z over the same point of V* x V* such that
x = z - 2. The other line bundle, %, is the line bundle over Z whose sec-
tions are smooth functions on Z which in any small neighborhood of the
boundary are of the form |e|* - ®, where ® is a smooth function on Z and
e is a local coordinate compatible with the G,,-action. The notation ¢° is
justified by the isomorphism (9.8).

Similarly, we can define Fourier transform for half-densities and mea-
sures. This will land in half-densities on Z valued in Lj, and measures on
Z valued in L_4, respectively. Restricting to Schwartz functions, densities
or measures on X, Fourier theory on the line implies:

9.1.2. Proposition. The unfolding map defines isomorphisms

U:F(X)S F(Z,Ly),
U:D(X) > D(Z,Ly),
U:8(X)>8(Z,Ly).

For these to be equivariant with respect to the G-action, we need to be
careful about normalizations, since the action of A on F(X) and S(X) has
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been normalized in (8.2), (8.1). We therefore we need to let A act on sections
of L over Z by

a-®(x) =6(a)2®(a- ), (9.10)
and on measures valued in L, by
a-p(x) = 5(a)_%,u(a - T). (9.11)

In other words, we twist the usual action of G on its Whittaker functions or mea-
sures by the characters § 3. As usual, no normalization is needed for half-
densities. In terms of this normalized action, the group A acts on the

fibers of the sheaf of sections of .%j: over Z ~ Z by the character 68+%, and
on the fibers of the sheaf of measures valued in .Z5s by the same charac-
ter. There are now equivariant isomorphisms, depending on the choice of
a measure:

]:(ZyLl) - D(Z7L0) - S(Zval)a (912)
that are obtained as follows: Choose a G-invariant measure d*z on Z. (The
notation d* z will be explained below.) Notice that a G-invariant measure
d*zon Z has a triple pole at Z \. Z,i.e., in a local coordinate e is is a multiple
of |¢|~® by a smooth measure; indeed, under the unnormalized action A*{*
acts on d* z by the character § 2 and on the fibers over Z . Z of the bundle
of smooth measures by § — thus, the invariant measure is of the form |¢| 3
times a smooth measure on Z. The character § can be understood as a
function on Z via (9.7). Now define the maps by multiplying by

(0-d* z)%. It is immediately seen that these maps are equivariant for the
normalized action.

Let us be a bit more careful about choices of measures. Suppose an
SL(V)%-invariant measure chosen on V* x V* — for example, the one de-
termined by the symplectic form. Any identification of the group scheme
S with G, x V* x V* induces, by our fixed measure on G,, measures dx
on X and dz on Z which are dual with respect to Fourier transform. These
measures are SL(V)?-equivariant but vary by the character § of the quo-
tient G — A,q; this is the meaning of the notation d* z above, since by dz
we will denote a (G, §)-equivariant measure on Z. In any case, a choice of
such dual measures induces a commutative diagram

F(X) —4> F(Z,Ly) (9.13)

| |

S(X)—% 8(Z,L_y)

(and similarly for half-densities).
We extend the unfolding morphism, by the same formula, to the space
of Schwartz functions on X.

9.1.3. Lemma. The unfolding map converges absolutely on F(X).
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Proof. The map is given by an integral over a unipotent orbit; this orbit is
closed in the affine space X, where elements of F(X) are of rapid decay.
Thus, the integral is convergent. O

We extend it similarly to half-densities or measures to consider it as map
from D(X), resp. S(X); their images are spaces D~ (Z, Ly), S~ (Z, Ly) of
Whittaker half-densities and measures for G which contain D(Z, L), resp.
S(Z,L_1).

Now fix a point v € V*, a preimage z = (v, v,¥) of (v,v) in Z, let N be
the stabilizer of v in SL(V), and use ¢ to identify N — G,. This identifies
Z with N?\@G, and the map identifies Z/SL(V)48 with the quotient
N\G/N. Twisted push-forward as in gives a map

Now we fix coordinates: We recall that on the two-dimensional affine
space X // SLa we have fixed coordinates (c,t) in On the other hand,
we will identify N ~ G, with the upper triangular subgroup of SL», and
the space of ST (V,¢\G/N, ¢) with a space of scalar-valued measures on
N\G /J N, by choosing the section described in (or, more invariantly,
at the end of §2.2.2). Here our group is G = A,q x SL(V), so we have
coordinates (a, (), where ( is as in and a € G,, is the positive root
character applied to the factor A,q.

Consider a diagram

S(X) 45 (2,Ly)

| |

S(X/SLa) - - 48— (N, ¥\G/N, ),

where the last space is defined as the (twisted) push-forward of measures
in S__(Z, Eq/})

9.1.4. Proposition. The dotted arrow in the bottom making the above diagram
commute exists, and is given by the absolutely convergent integral

(f)(a,¢) f@m F(Ca, Cwyp (w)d w. 9.14)
For the analogous diagrams for functions and half-densities we have:
U@)(0,0) = | ®(¢a, )y (e 9.15)
for functions and
U(e)a.0) = | olcacupw w)lultdw. ©9.16)

m

for half-densities.



50 YIANNIS SAKELLARIDIS

In other words, if we identify the coordinates on the two sides by

t=¢ =t
{C e {a e (9.17)

and set f(a,¢) = f(Ca,¢), we have, for measures,
U(f)a,¢) = . flaw™, w)y™ (w)d*w = (¢~ (e)d" o) x5 f(a, (), (9.18)

where 5 denotes multiplicative convolution along the cocharacter \(z) :=
(a = x,( = z71) (without any normalization for the action of G,, on mea-
sures or functions). The inverse is given by

Fa,0) = ((e) o |d* @) x_5 Uf(a,C),

hence

u%@J):jh<ﬁ?;>¢@mmk 9.19)

For half-densities, with ¢(a, () = ¢((a, (), we have
U(e)(a,¢) = (w7 ()] o ]3d*e) 5 (. ). (9.20)
Proof. For what follows, for any element y € G, we will denote by (y); the

point on X represented by the pair (<1 Z{) ,1) € (SL2)2. We also denote
by d the modular character of the Borel, identified as a character of G via
projection to the A,4-quotient.

Let ®dz € S(X), so ® € F(X). Let dz be the (G, §)-equivariant measure
on Z that is dual to dz, see the discussion before Proposition

Let f be the push-forward of ®dxz to €x = X // SLy. By the integration
formula (8.6), if O(ct) (@) denotes the SLy-orbital integral of ® at the point
(¢, t) with ¢ # 0, for a suitable choice of Haar measure on SLy, we have

fle,t) = Oy (®)dedt = Ocp)(P)|c| - [t] - d*cd™t.

Similarly, the push-forward of (U®) - dz to €z = Z |/ SLy = Auq %
(N\SLz /N), is computed in terms of the orbital integrals of the function
U as follows: Recall that our trivialization of Kuznetsov orbital integrals
used the subvariety of anti-diagonal elements, which here can be repre-

sented by the elements
_Cfl
(a, < ) )
¢ |

inside of G. The subscript 1 indicates that the element belongs to the first
copy of SLy. The push-forward of U ®dz will be, here,

Uf(a,C) := O (UD)|al - [¢[*d ad™ ¢,

where d* a is a Haar measure on A,q; we identify the latter with G,, via the
positive root character.
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The unfolding formula (9.9), in our present coordinates, reads
ia, — 1 — —
U([tgr. ) = | oV (! ( i) g1 g2)Y )y, (9.21)

We compute the regular orbital integrals of /®, using this formula. Let
a’ € A with image a € A,q, with a identified as an element of G, through
the positive root character. We have

Ouows) = [ | @ (- wn ‘“)19) ¥ (w)dwdg

- LL2 J@a ® <<1 a_11w>1 (Ca —C_la_1>1 9> P~ (w)dwdg.

This clearly remains true even if a is not in the image of A(F) — A,q(F).
I claim that the above integral is absolutely convergent as a double in-
tegral. Indeed, if we let the group N x SLy acton X = N diag\ SL%, with
N acting as Nj, i.e. the unipotent subgroup in the first SLy-factor, and SL»
acting diagonally, then this action does not extend to X, but the orbits rep-

—¢! -
resented by < ¢ ¢ > with ¢ # 0 are closed in X: indeed, in the quotient

X /) SLy ~ ./A%C » they live over fixed, non-zero values for ¢, while XX

lives over ¢ = 0. Thus, the double integral is absolutely convergent.
Thus, we can interchange the order of integration, and then, with the
identification A,q 3 a — d6(a) = §(a’) € Gy, this reads

Ola,o)(UP) = j@ O¢arcw) (PP~ (w)dw.

a

Replacing functions by measures, we see that the push-forward mea-
sures satisfy:

Uf(a,¢) = O, (UP)|al|[¢|*d* ad*¢

~ ([ Oucur(@)s wrta) - g aa*c
~ ([ 1cal tcwtOucu@uf v widw ) aa

_ f@ F(Ca, Gy (w)d*w.
]

9.2. Hankel transform. Now recall the subspace S(X/SLy)° of and
the corresponding subspace of half-densities, D(X/SL2)°. We define the

space DZ(Sme’%) (N, Y\G/N, ) (resp. SL_(sme,l) (N, \G/N, 1)) tobe the im-
age of the subspace D(X/SLs)° (resp. S(X/SL2)°) under U:
Z:[ : D(X/ SL2)O — D;(Smeé)(N’ ¢\G/N7 ¢)
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(and similarly for SE(Sme’l) (N, Y)\G/N,)).

9.2.1. Remark. The passage from half-densities to measures on Z involves

multiplication by the half-density (§(z) - dxz)%, see the discussion after
Proposition on Z. On the quotient Z/SLy = N\G/N, this corresponds
to multiplication by (5(a) - d*a)2 - (§(¢) - d*¢)2 = (Jald*a)2 - (|C]? - d* ()2,
where (a, ) are coordinates as above, identified also with elements of the
universal cartan Ag = Auq x A. The first factor is responsible for the

fact that we use the notation DZ(Sym{ L for half-densities, but S L(Sym?.1)

for measures — it has to do with the L-function that one will obtain after
pairing with relative characters for the Kuznetsov formula. Of course, if
we descend the normalized action to the space Z/ SLy, this map from
half-densities to measures is equivariant.

We define
- _ .* —
DL (sym2yv 1)V NG/N, ) = 57D (N,\G/N, 1),

where j is the involution on N\G // N induced by the inversion map on the
Aaq-factor of G. We also define an unfolding map

Ui D(X/SL2)* = Do 1) (N U\G/N, )

ym?,1)

by
U’ =j*ol.
Now recall the I—[ankel transform HS, of Theorem which is an en-
domorphism of D(X/SL3)°. The composition

U oH oU -
is an isomorphism:
HSym2 : DZ(Sme’%)<N7 w\G/Na ¢> - D;((Sym2)v ’%)(Nv w\G/Nv 1/})
Putting together the formulas already proved, we have
9.2.2. Proposition. The operator Hgym? is given by the formula
Heym? = A(ne2—g, ¢)719_X+7% 0 01_yc—2 0 N¢2_y O 9_5\07% O 7¢2_y O 9_;\7,%,
where the Fourier convolutions are understood in the reqularized sense of
This is the formula of Theorem [9.0.11
Proof. By (9.20), the map that sends Uy — @ is given by the convolution
(v(o)] o Faxe) + 5.

The cocharacter — )\ is equal to the cocharacter that we denoted by —\_.
The half-density @, here, is expressed in coordinates a = ct~! and ¢ = t on
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a dense open subset of €x = X / SLy, so p(c,t) = ¢(ct™1,t). Applying the
operator HS to ¢ we get, according to (8.17),

Ho(e,t) = Mg, 9) ™! ((¢(1)nt2—4(°)| o|72d%e) % w) (CEDIN)

.
4 —t?
ct

= Al ) ™ (U(o)neza(o)] o [Fd*0) x_5, @) (1),

where — )\ is the cocharacter = — (a = ', = 1). If we set ’;fggo(a, () =
H%¢(Ca, () then we have, again by (9.20),

U Hcpla, Q) =U Hp(a™h, ()
= (W (o)l o 2% o) w5 Hiplah, Q)
= (o) o [2d%e) x5 #/(a,0),

where we have set ¢/(a,() = @(—a‘l, ¢), and X is the cocharacter z —
(a = 271,¢ = 271), which we can identify with —A. By the above, we
have

#(a,Q) = Hxp(—a~',0) = Hip(—Ca™', )
-1 1% ~ Cz —4
= Alncz—a,) 7 (@(O)za()] o % 0) x5, 8) O

= M1c2—g,®) "+ 0y _gc—2 02y F 0.k 0 N2 —4p(a; C).-

a,()

Moreover,
2(a,Q) = ()] o [Fd*e) x5 (Us),
and the result follows. O
9.3. Descent to A,4-coinvariants. Any character x : A,q — C* can be
understood as a densely-defined function on Z / SL(V) = N\G // N via the
product (9.7). We have twisted push-forwards
Pt 8 gy (N 0\G/N. ) — Meas(N\SL(V) / N),

defined by

f o m@ ),
whenever this push-forward converges, where

w:Z JSL(V) —- N\SL(V) J N

is the canonical quotient map. When x = §°, we will denote p, by ps.

The factor 6~ 3 is used in order to make the twisted push-forward (Aaq, x)-
equivariant under the normalized action descending from (9.11). If we also
let A.q act on measures on X // SLy by the normalization descending from
(8.1), the unfolding map U : S(X/SLz)° — SE(Sym2,1)(N’ P\G/N, ) is Aaq-

equivariant for the normalized actions on both sides.
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Dividing by the appropriate half-density (see Remark [9.2.1)), these are
the (G, x)-equivariant integrals of Theorem

9.3.1. Proposition. The twisted push-forward p,, converges when |x| = 6% with
o « 0, and extends to a rational (in the non-Archimedean case) or meromorphic
(in the Archimedean case) family, in the variable x, of maps

pX : SL_(Sme,l) (Nv w\G/Nv ¢) - S[_/(Ad,x—lzﬁ%oe%)(N’ ¢\ SL2 /N7 ¢)

These maps have at most simple poles at the poles of the local L-functions L(xn, —5
where 1 ranges over all quadratic characters, and are surjective away from these

poles.

Recall that the space SL_( Adx) associated to the character y/ = x ™16 Joe?

was defined in When y = 6%, this space is denoted, more simply,
by SL_( AdL ) (N, 9\ SLg /N, ). That space was defined explicitly in terms
2

of its germs, and the difficulty in this proposition is to identify it with the

twisted push-forward of the space S;(Sme 0 (N, \G/N, ) which was de-

fined indirectly as the image of the “Sym? space” S(X/SLs)° under the
unfolding map Y. The proof is quite long, and we break it down to several
intermediate statements.

Beginning of the proof: reduction to S(Z,1L_;). This is an exercise in identify-
ing the images of various subspaces of S(X,q) under pushforward and
unfolding maps.

First, we recall the definition of the space S(X/SL2)° ( as the push-
forward of a space S(X ,q)°, which in turn was defined in terms of its Mellin
transform, as Paley—Wiener sections of a sheaf &,.

Another space of importance is the Schwartz space of the complement
of the zero section in X ,q, S(Xaq), which corresponds to Paley—Wiener sec-
tions of a bundle Z,4, see (8.14). Under the push-forward map S(X,q) —
Meas(X // SLg), the image of S(X,q) is equal to S(X/SL3) (because of the
isomorphism [X,q/PGL3y| ~ [X/SLs]).

If we compare the sheaves Z,q and &, describing the Mellin transforms
of those subspaces, we will see that they are equal away from the poles of
[T, L(xn, —4 1), with n ranging over all quadratic characters. More pre-
cisely, sections of &, are meromorphic sections of Z,4 with at most simple
poles at the poles of [ ], ., L(xn, —42,3), whose residues (for n # 1) and
evaluations (for n = 1) at the poles of Hn L(xn, —%, %) (including n = 1)
satisfy a certain condition of lying in the induction of a finite-dimensional
representation. Both bundles are generated by their global Paley—Wiener
sections; this is trivial for Z,q, and for &7 see Lemma8.3.4]

The A,q4-equivariance of the unfolding map means that the proposition

will follow a fortiori if we replace the space S;(Sme N (N, Y\G/N, ) by the

image of S(X/SL3) under U, without, in the result, allowing poles at the

 3);



TRANSFER OPERATORS AND HANKEL TRANSFORMS, II 55
poles of the local L-functions L(xm, —%, %), with i # 1. That is, it suffices to
prove (besides the convergence statement) that p, defines a meromorphic
family of morphisms

u (S(X/SLQ)) - S;(Ad,xfl(s%oe%)(]\n 1/]\ SLQ /Nﬂl)),

with at most simple poles at the poles of L(x, —%, 1).
As we have seen, the image of S(X) under the unfolding map U is the
space of measures S(Z,IL_;), hence we are reduced to studying the image

of 8(Z,L_) in the bottom-right entry of the commutative diagram

_ Dy

S(Z,L_y) Meas(A\Z, Ly) (9.22)

| |

Sy symr.py (V- W\G/N, ) = Meas(N, ¥\ SLz /N, ),

where X
Py(f) =m0 2x 1)

for the quotient map 7 : Z — A\Z. The vertical arrows are our standard
twisted push-forwards for the Kuznetsov quotient, thus, the symbol
Meas(N, 9\ SLg /N, 9) really stands for a space of measures on N\ SLsy /N,
after applying our trivialization of the Kuznetsov push-forwards as ex-
plained in

Notice that p, is absolutely convergent for every y, since the A-orbits on
Z are closed. (The reader should not confuse this with the factor 4,4 in the
isomorphism Z = A,q x V* x V*, see Remark 9.1.1]) Therefore, our goal
is to show that the right vertical arrow is convergent when |x| = §7 with
o « 0, and can be continued to a meromorphic family of morphisms, with
at most simple poles at the poles of L(x,—%, 1), and image (away from

272
these poles) equal to the space S;(A s (N, 9\ SLy /N, ). O

d,x*l(s% oe2)
Second step: the image of p,. Our nextstep is to identify the image of S(Z,L_1)

under p, .
adia

By (9.8), we have Z = G, x“a"* Z. The action of A*¥#% on Z descends
to A\Z, and we have an isomorphism
AZ = G, x40 A\Z. 9.23)
Recall that the line bundle IL_; is defined as a tensor product of £, ®
Z5-1, where L, is the Whittaker line bundle (which extends to the trivial
line bundle over Z \. Z), and .%;-1 denotes the line bundle whose sections
are smooth functions on Z of the form |e(z)|~1®(z) close to Z \. Z, for a lo-
cal coordinate ¢ of this divisor, where ® is a smooth function on Z. Clearly,
both line bundles are pullbacks of line bundles on A\Z, which will be de-
noted by the same symbols.
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The isomorphism Z = G, x4 7 implies that for the unnormalized

action of A*{*¢ on spaces of measures we have
S(Z, 9%671) = (’ ° ‘_IS(Ga)) ®S(A:§iag)8(z).

For the twisted push-forward p, , we first multiply these measures by §~ 2 X1,
before pushing forward to A\Z; this is equivalent to replacing the factor
(| o |718(G4)) by (67 2x"1S(G,)), where we again identify A,q ~ G, by
the positive root character. It follows that, if p, was applied to the space
S(Z,%5-1), its image would be the space S(A\Z, Z 3 - ), where the bun-
dle .7, generalizes .Z; in the obvious way, recovering .Z; for x = 4°.

Generalizing, similarly, t}_le notation for L so that L, = £, ® .2, it
follows that the image of S(Z,L_1) under p, is the space

My = S(A\ZL 5 ).

We are left with computing the image of M, under push-forward to A\Z //
SL(V)d2e = N\SL(V) / N.
(]

Recall that N\ SL(V') / N is a one-dimensional affine space, and we have
tixed a coordinate (. We compactify it to P!, and then we have a rational
map Z — P'. This map is defined away from the intersection of the divisor
¢ = 0 with the divisor Z \ Z. The complement of this intersection is the
union: N

70 ZdISJ7
where the exponent “disj” denotes the locus over the set ¢ # 0, that is, over
the set of pairs (v, w) € V* x V* which are not colinear. We have a subspace

S(ANZ,Ly) +SAZML_y )= M, (9.24)

which we will denote by M.
The third step in the proof of Proposition will be to study push-
forwards of the elements in M.

Third step: the push-forward of M). We will see that the right vertical arrow
of (9.22) is absolutely convergent for every y on the subspace M7, and that

its i is th S” 5 (IV,¢\SLy /N
its image is the space L(Ad%_lé%oe%)( P\ SLa /N, ),

The elements of S(A\Z, L) are usual Schwartz Whittaker measures, so
their push-forward will be the space S(N, ¢\ SL(V)/N, ).

Over A\Z"™ we have an SL(V) = SL(V)di#8-equivariant isomorphism:
A\ZY ~ (P {0}) x SL(V)
(compatible with the map to P! > N\SL(V) / N), and from this it is easy

to see that the Whittaker line bundle £, admits an SL(V)%28-equivariant
trivialization. We also claim:



TRANSFER OPERATORS AND HANKEL TRANSFORMS, 1I 57

disj

The line bundle .,2”57 % restr1cted to 2% is the pullback

of the line bundle £ 1 over P! \ {0}, whose sections are
smooth functions of the variable (~!, multiplied by the char-
acter [([2x(ef (0)).

To see this, use the isomorphism (@.23) to write A\Z"™ as G, x A

(V*x V)48l /{4+1}, where (V* x V*)48 refers to pairs of vectors that are not

colinear. The group A*J* ~ A,q acts, here, by the positive root character
on G,, and by the inverse of the action of A,4, as we have defined it, on
(VExV* )disj, that is, by the action which descends from the diagonal action
of A on the vector space V' x V through the negative half-root character. The
group SL(V)4i28 acts freely on (V* x V*)dis, and the quotient is G,,, = P!,
with A,q ~ A1 acting on it through the negative root character. Thus,

g

AZT/SLV) = Gy x4 Gy ~ P {0},

with A,q ~ Azgiag acting via the positive root character on G, and via the

negative root character on P! < {0}. It is clear, now, from the definition

of 92”57% _, that it is pulled back from the line bundle on P! \ {0} whose
X

sections, in the local coordinate (~! at oo, are of the form described in the
claim above. o
The map Z™ — P1\ {0} is smooth, therefore the image of S(A\Z"™ L3

is equal to S(P! \ {0}, £6_3 _,)- Explicitly, these are smooth measures on
X

F> which are of rapid decay towards zero, and of the form

CCHICIZ X (€2 ()Y = CCHICI2 x(e? (€)d*¢

close to infinity — the asymptotic behavior of elements of the space that

was denoted by S™ (N ¥\ SLy /N, %) in §2.2.4
(Ad,x—162

We conclude that the 1mage of the subspace MY of (9.24) under push-
forward to N\ SLs /N coincides with the space

S N,¢¥\SLy /N,
L(Ad,x‘l520 % ( w\ 2/ 1/})

and the push-forward map is defined on this subspace for every x. It is
easy to see from our proof that, as x varies, the maps

- S N, ¢\ SLs /N, 9.25

onytshort) (Vo \SL2 /N ) (925)

vary polynomially (in the obvious sense), in the non-Archimedean case,

and holomorphically, in the Archimedean case. (One can even see that,

in the Archimedean case, the entire sections that one obtains are of Paley—

Wiener type, i.e., of moderate growth in bounded vertical strips.) O

Finally, let M, denote the quotient M, /M. We claim:

2x~
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For every x that is not a pole of L(x, —53), the coinvari-
ant space (VX)SL(V) is zero. For x( a pole of L(x, —%%),
forany h € S@) with Mellin transform /() vanishing (9.26)
at ', the coinvariant space (My,)st(vy is annihilated
by h.
This will imply that the entire family of maps extends meromor-

phically to the spaces M,, with at most simple poles at the poles of L(x, -5, 3),
completing the proof of Proposition[9.3.1]

Last step: proof of (9:26). Let Z' be the complement of Z U Z™. As we
have seen in (©.12), dividing by the appropriate measure dz on Z, ele-
ments of S(Z,IL_;) become elements of F(Z,LL;), i.e., Schwartz sections
of the line bundle L, and this operation is equivariant for the normal-
ized action of A. For a while, we will work with the space F (Z,L1), in
order to describe restrictions to those sections on Z' (or an infinitesimal
neighborhood of it, in the Archimedean case). More precisely, we wish to

describe the stalk of F(Z,1L;) at Z f which, by definition, is the the quo-
tient F(Z,1L1)/F(Z ~ Z',L}). In the non-Archimedean case, this coincides
with the space of restrictions of elements of F (Z ,Ly) to Z T, while in the
Archimedean case it is determined by the restrictions of all derivatives of
the elements of F(Z,1L1) to this subset.
Remembering that
Z ~ Gy x (V¥ x V*),
the space Z Mis the G’ := (A x SL(V)di88) /{+1}-invariant subset
{0} x {(v,w) € V* x V*|v and w are colinear} ~ G, x V*,

where both A and SL (V)48 act trivially on the G,,-factor, and by our usual
conventions on V*, so that the stabilizer of a point is the subgroup B8 ¢
G', where B422 denotes the embedding b — (a(b), b) of a Borel subgroup of
SL(V) (with a(b) the image of b under the defining quotient B — A), and
B.q = B/{+1}.

The stabilizer subgroup B of a point acts (unnormalized action) by
the character ¢ on the fiber of the complex line bundle LL; over that point,
and by the positive root character on the fiber of the (two-dimensional
over F') normal bundle of ZT over that point. Let C; be the complex, G'-
equivariant line bundle over V*, where the stabilizer B;l(ljag of some point
acts by the character §, and C,,, the line bundle where it acts by the charac-
ter ™ (in the Archimedean case).

Thus, the stalk of F(Z,11) at Z " be identified, in the non-Archimedean
case, with the space of Schwartz sections

F(Gm)®F (V*,Cy),
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and recall that the traslation action of G’ = (A x SL(V'))/{+£1} on this space

has been twisted, by our normalization (9.10), by the character 52,

In the Archimedean case, the stalk has a separable decreasing filtration,
indexed by n € N, by sections whose (n — 1)-st derivatives vanish over Z.
The n-th graded quotient can be identified with Schwartz sections of LL;
tensored by the n-th symmetric power of the conormal bundle (considered
as an R-vector space), i.e., with

F(G) & F (V*,C; ®r Symi (F2)),

where F? stands for a two-dimensional F-vector space space with a scalar

action of the stabilizer B;i(ilag (really, of Bgéag) by the positive root character.
This space is isomorphic to

F(Gm) @ F (V*,C1 ® Cna) @r Symg (F?), (9.27)

now with trivial G’-action on all but the middle factor. Again, our defini-
tion of the action of G’ on sections over V* includes the twist by § 7, by the

normalization (9.10)). ~
The map S(Z,L_1) ~ F(Z,L1) — M, descends to a map from the stalk

of F(Z,1Ly) over Z' to M, and, passing to SL(V)4#8-coinvariants, we get a
map:
— — — T N SE—
(FeLyFEz~Z2'L) = (R,
which is (A.q, x)-equivariant with respect to the normalized action on the
left.

We analyze the corresponding coinvariant spaces of the graded pieces
(9.27) (including n = 0, which includes the non-Archimedean case). The
group G’ = (A x SL(V))/{£1} only acts on the factor in the middle, which
can be identified with F(V*, C;)®C,,, where now the whole group G’ acts
on C,,, (in the non-Archimedean case) via the character e of its quotient
Aaq. Under the unnormalized actions of G/, the space F(V*,C,) is isomor-
phic to the space of Schwartz measures S(V*), hence its SL(V')-coinvariants

are simply a complex line with trivial A,q4-action. Under the normalized ac-
tion (9.10), this means that

F(V*Ci)sLvy =C

NI

)

as an A,q-module. Hence, the SL(V')-coinvariant space of (9.27) is an A.q-

eigenspace with eigencharacter x = §2 - €™, As n-varies, these are precisely
the poles of L(x, —%, 3).

This prove (9.26), concluding the proof of Proposition[9.3.1} O

As a special case, we can now prove Part (3) (hence also Part (I)) of The-
orem @4.2.1) which I recall here:
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9.3.2. Theorem. The equivariant Fourier transform Tsr,, := F1q,1 is an isomor-

phism

_ N SLo
Tste : Spaan) s ¥\SLz /N, ¢) — S(STQ)’

when both sides are understood as measures on the affine line, with our usual

coordinate  on the left hand side, and the trace coordinate t on the right.

(9.28)

Proof. Consider the diagram

u

S(X/ SL(V))O SL_(Sme,l) (Na w\G/Na d)) (929)

ips

S(X/ SL(V))(()Aad,gs) - = > S[T(Ad,%—s) (N7 1/]\ SLQ /N) 1/))

At the point s = —1, where p, is simply the push-forward from N\G J N
to N\ SLs /N, we also have a push-forward map

_ _ _ SL(V)
S(X/SL(V))® — S(X/SL(V)){a,, 55y — Meas(A\X /SL(V)) = Meas ﬁ .

I claim that its image is the same as the image of S(X/SL(V)). Indeed,
thinking of S(X/SL(V))° as a quotient of the space S(X,q)° which, un-
der Mellin transform, is identified with Paley—Wiener sections of the sheaf
&y over Auqc (see , the meromorphic family of maps to the spaces
SL_( AdLg) (N, ¢\ SLy /N, 1) corresponds to a meromorphic family of maps

2

;d,s - SL_(Ad,%—s) (N7 w\ SL2 /Na 1/})’

where & _ denotes the fiber of &, over 6° € Za\dc-

1
T2

_ SL(V
The image of S(X/SL(V))° in Meas (ﬁ) will be the image of £,
(since the sheaf is generated by its Paley-Wiener sections, Lemma (8.3.4).

But 42 isnota pole of the L-function L(xw, —%, 1), for any quadratic char-
acter w, so, by definition, the bundle &, coincides, around this character,
with the bundle Z,4 describing the Mellin transform of elements of S(Xq).
Thus, the image of S(X/SL(V))° under push-forward to A\ X / SL(V) =

SL(V)

is the same as the image of S(X,q), which is also the same as the

SL(V
image of S(X) (by the isomorphism of stacks [X/SLy| = [Xa.a/PGLz]);
that is, the image is the space & (glﬂ%;) of test measures for the stable trace

formula of SL(V):

SL(V)

S(X/SL(V))° - S (SL(V)> . (9.30)
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The map U is given, according to (9.18), by the convolution operator
(Y=t (e)d*e) x5; hence, its inverse will be the Fourier convolution .#_5 , =

(Y(e)| @ |d*e)x_5. For f € S L(S 271)(N, PY\G/N, 1), we can now compute

the push—forward of /"' f under the surjection (9.30), and it is immediately
seen to factor through a map

SL_(Ad,l)(Na Y\SLg /N,1p) - S <§EEK;>

given by the same Fourier convolution.7 5, |, where —X'is the image of —\

into the torus A ¢ Aut(N\SLs /N), which ‘coincides with the cocharacter
e : a — ¢ = a. Recall from (@.17) that the output of this convolution

operator, “evaluated” at a point ¢, corresponds to the “evaluation” of a

measure of S (SLEQ) at the point corresponding to trace ¢t = (. O

The same argument gives us a meaningful statement about a transfer op-
erator 7, for every character x of A,q: Define twisted push-forward maps

SL2 1
P : S(W) — Meas(A"),
SL SL
where Al = =2 = TQ has coordinate ¢t =the trace, by
2

P(@)(t) =t (sple )] 5x ()

SLo
where c is the same coordinate on == as before, and y is identified with a

character of G,,, through the positive half-coroot cocharacter of A,q.

The map p;( factors through (Bag, Xéé )-coinvariants for the unnormalized

conjugation action of B,q on S(3? SL2), but of course the choice of base points

with ¢ = 1 is important in reahzmg this coinvariant space as scalar-valued

ad7X6§

measures in the trace variable ¢. Denote the image of p| by S < Sk > .

9.3.3. Proposition. The operator
1. _a
72 x(e™ > (O)F 5 s
2

Id,xce2,

defines an isomorphism

L(Ad,x— 153 062 Baq, x02

5 (N, 4\SLa /N, §) > S (SL2> 9.31)

away from the poles of the local L-functions L(xn, —%, %), where n ranges over all
quadratic characters. Here, Id denotes the identity cocharacter of the multiplicative
group, acting on the one-dimensional space with coordinate ( = t.
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Proof. By the same argument as before, away from the poles of the local

. & 1 —
L-functions L(xn, —§, 3) we may replace SL(Ad,x*1§%oe%)(N7 Y\ SLa /N, )

by the image of S(X/SL2) under the unfolding map .
For notational simplicity, let us work with x = §°, denoting p/, by pj —
the general case is identical. The map (9.31), in this case, is

_ ~ SLo
SL(Ad,%fs) (N7 ¢\ SL2 /N7 1/}) — S (W) '

Let f € 8 g, e.1) (V- \G/N, ), and set p(c, 1) = U f(c,t) and $(a. ) =
¢(Ca, ¢). We will apply again the inverse of (9.18), which states that

pla,¢) = F_51f(a,Q) = (¥(o)] o |d*e) +_5 f(a, ).

We compute the push-forward of ¢(c, t)]c|*%*5 to the variable ¢t = (; in
the calculations that follow, ¢ and a are dummy variables that are being
integrated over when we push forward to ¢ = (:

i (et 2 7) = @ (#(a.Q)lcal 57
= 177G (Jal 2775, £(a, )

— 1ol e g llaz)

D=

N

= |C|7178C! (JFX |az!éSf(az,Czl)¢(Z)|Z’g+sdxz>

[N

¢T3 j pef(C2 (22l 0 d" 2
FX
1o

N

,sgzld,%-‘rs (p5f> .
O

9.4. Basic vector. Finally, we verify the statement of Theorem on the
basic vector. Here F' will be a non-Archimedean field of residual degree
¢, and the symplectic space V is defined over its ring of integers o, with
the symplectic form integral and residually non-vanishing. As a result,
all spaces X, Z etc. are defined over o. All choices made in the previous
sections should now be integral and residually non-vanishing; for example:
the point on V whose stabilizer we denoted by N, and the isomorphism
N ~ G,. We also assume that F' is unramified over Q, or F,,((t)), and recall
that in this case we take the additive character ¢/ to have conductor equal
to o; the corresponding self-dual measure gives mass 1 to o.

Fix an SL3-invariant measure dr on X and let dz be its dual measure on
Z,as in (9.13).

9.4.1. Lemma. If the measure of X (o) under dx is 1, then the measure of Z(o)
under dz is 1.
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Proof. Indeed, X and Z are fibered over SL(V'), with the former being an
affine bundle and the latter being the vector bundle dual to the structure
group of the former. Dual measures on the fibers (with respect to the char-
acter 1)) assign the same mass to the fibers of X (0) and of Z(0), hence the
claim. O

In we defined basic vectors fy and [ for the spaces S(X/SLa)
and S(X/SL2)°; the former was the image of the measure 1x,dz with
dz(X(0)) = 1. On the other hand, on the space SL(S (N, Y\G/N, 1)) we
defined in § " a “basic vector” f L(Sym?2,1), 85 the product of the generating
Whittaker function of the L-function L(Sym?, 1) by a Haar measure on Z
with Z(0) =1
9.4.2. Theorem. We have

qu (1 —-q )(1 - q_2)fL(Sym2,1)‘ (932)

Proof. The statement follows from (8.21) and the analogous statement about
fx

Ufs == DO =0 o oog

Indeed, by the A,q-equivariance of the unfolding map ¥, and by (8.21), it
suffices to apply the operator h L(a 1)1 to the image of f5 in order to ar-

(9.33)

rive at the image of f5; but this operator maps fL(Sym ®ed 1) to f1(sym?,1)-
(Notice that the action of h L(3 1)1 in (8.21) is the normalized one, which cor-
responds to the unnormalized action of the analogous element / (& 1)1 )

Consider the tensor product representation
® : G, x SLy x SLy — G — GLy, (9.34)

where the first arrow is dual to the quotient G — A, x PGL%, with A.q
identified as G, via the positive root character.

By Rankin-Selberg theory, the image of the function 1%,y under unfold-
ing is the Whittaker function which is a generating series for local tensor
product L-value L(®, 0):

U g() = . hgymi(g) * Fo, (9.35)
10

where Iy € F(Z,Ly) is the Whittaker function which is supported on
Z(0) = N?-G(0) and is equal to 1 on G(0), and our notation for elements
in the Hecke algebra (here denoted by a tilde, because of G) is as in
Here the convolution is as in (2.2.4), unnormalized. Equivalently, when the
measure dz = §(z)d*z on Z is normalized to have total mass 1 (this is not
our standard normalization! see below) on Z(0), we have

| utsp)wn): - L@,
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where W7 is the unramified Whittaker function of an unramified represen-
tation 7, normalized to have value 1 at 1; indeed, this is the statement of
[Jac72, Proposition 15.9]E|

We can multiply by the dual measures dx and dz but notice that, if
dz(X(0)) = 1, then dz(X (0)) = (1—¢2), hence by Lemma dz(Z(0)) =
(1—g72),and dz(Z(0)) = (1 — ¢ 1)(1 — g~2), hence the factor in (9.33).

To arrive at (9.32), we compute the image (push-forward) of the measure
U(1g())dz in S(N,Y\G/N,¢). By and the volume calculation that

we just did, it will coincide with

(1—=g H—q*p (Z q_im!(ﬁsymi(@)))) ) (9.36)

=0

where p, is the twisted push-forward of §2.2.1, and m, denotes push-forward
(essentially, convolution) with respect to the map

m:G — G
descending from the map
A x SL(V)? 3 (a, g1, 92) = (a, 9195 ") € A x SL(V).

9.4.3. Lemma. The following diagram commutes:

H(G,K) —>H(G, K)
C[G¢ C[&1°,

where the vertical arrows denote the Satake isomorphism, and the bottom horizon-
tal arrow is induced by the map of dual groups:

m*: G = G, x PGLy 3 (x,z) — [x, %, %] € G.

Proof of the lemma. The statement easily reduces to the corresponding state-
ment for the push-forward under G — G — SLo, simply by “slicing” a
Hecke element along preimages of A,q(0)-cosets in A,4. Thus, consider the
push-forward map

A\G ~ SL2 /{+1} ~ SO4 = SLy,

4As a check for the normalization, the intersection of X (o) with the preimage of
V* x V*(o) is equal to X (0); hence, over V* x V*(o) the function 1, coincides with
the characteristic function of X (o), and Fourier transform on the fibers takes it to the Whit-
taker function which, as a function on Z, is equal to 1 on a point (z, £) with = € X (0) having
image (v1,v2) € V¥ x V¥*(0), and £ : N — G, an integral isomorphism, where N is the
stabilizer of v;.
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where we have denoted again by m the action map on the identity element
of SL,. We want to show that it induces the morphism dual to the mor-
phism of dual groups
PGL, %% S1.2 /{+1}

on the Hecke algebra.

There is nothing special about SL5 here, besides the fact that the Cheval-
ley involution is inner. The general statement is that, for a group H with
center Z, the action map

H:=Hx?H™H
induced from (g1, g2) — g1 gy induces the map of Hecke algebras dual to
Hsg (59 €H,
where c is a Chevalley involution (corresponding to the map h — LY (g) =
h(g~—') on Hecke algebras).

The statement holds, because the Satake isomorphism is an algebra iso-
morphism, for the action maps

HxH—>H

and
Haq X Haq — Hag,

where H,q = H/Z. There is a canonical map of Hecke algebras, from the
Hecke algebra of H x H to that of H to that of Haq x Hyqg (push-forward
followed, if necessary, by convolution by the probability measure of the
hyperspecial subgroup of the target), hence we get a commutative diagram,
using the Satake isomorphism (and assuming that H is split, for notational
simplicity):

m

C [v]i]] inv (C[H] inv

| |

(C[Hsc X Hsc]inv — (C[Hsc]inva

where H. denotes the simply connected cover of the dual group (= the
dual group of H,q), and the exponent “inv” denotes invariants under con-
jugation.
The right vertical arrow is injective, hence Lemma follows from the
corresponding statement for H,q.
]

We continue with the proof of Theorem

The pullback of the tensor product representation of G under m* is equal
to the sum

(6% ® Ad) @ e%
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of representations of G = A,q x PGLy. When we identify A,4 with G,, by

the character e2, the second summand becomes the identity representation
of G,,, that we will denote by Id, while the first factor becomes the repre-
sentation Sym? of GLs, factoring through the quotient G,, x PGLs (with
the map to G, being the determinant). Thus, is equal to

(1-¢ (1 =g (Z qihSymi(Id(BSymz))

=0

= (1 - q_l)(l - q_2)p! ((Z q_ihSymi(Id)> * (Z q_ihSymi(Sym2)>>

i>0 i>0
=(1—-q¢H1-q?) (Z q_ihSymi(Id)> * P (Z q_ihSymi(Sym2)> ’
i=0 i>0

the last step because the action of 4,4 ~ G,, commutes with twisted push-
forward. )
This is the push-forward of U(1,))dz, i.e., the element U(fx), and ac-

cording to (8:2T), U(f5) will be obtained by applying to it, under the nor-
malized action, the element of S(A,q) whose Mellin transformis L(y, , 3) 7.
This cancels the factor (Zi>0 q_ihsymi(ld)>, and we arrive at the statement

of the theorem.
O

9.4.4. Corollary. The statement of Theorem on basic vectors holds: the vector
fL(Sme,%) is contained in DL(Sme,%)(Nv Y\G/N, ), and

Hsymz (1 Frisyme ) = P Frsym2) 1y
for any element h of the unramified Hecke algebra of G.

Proof. Notice that when passing from measures to half-densities as per Re-

mark 9.2.1, because of a factor of 52 the measure f L(Sym?,1) is mapped to
the half-density that we denote by f; (gym2)v, 1. It follows from Theorem

9.4.2that f; g2 1) is contained in DL(Sme,%)(N’ Y\G/N, ). Moreover, by

Sym?, 3

Theorems 9.4.2| and [8.4.1} it is mapped by H,. 2 to f 2y 1y. Since
PP Y "lsym L((Sym?)¥,3)

Hgym2 descends from a G-equivariant transform, the same is true when we

act by the unramified Hecke algebra of G, which by Lemma descends
to the action of the unramified Hecke algebra of G. O

Finally, we can now prove the remaining assertion (4) (the fundamental
lemma) of Theorem which we recall:

9.4.5. Theorem. At non-Archimedean places, unramified over the base field, the
transfer operator Tsy,, of Theorem satisfies the fundamental lemma for the
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Hecke algebra up to a factor of ((2) = (1—q~2)~1, namely: forall h € H(SLa, K) =
S(SLyg), it takes the element

h- fradn € S[_/(AdJ)(N? Y\ SLa /N, 1)
to the image of ((2)h in S(&)

Proof. By Statement (3) of Theorem [4.2.]] - proven at the end of §9.3 the
operator U descends to the operator 7! ﬁldll in the coordinates of the

theorem; this is the bottom arrow of diagram (9.29), for s = —%.
Now we descend Theorem [9.4.2} (8.21), and (8.23) to the bottom row of
diagram (9.29), for s = —% ; that corresponds to evaluating Satake trans-

forms for A,q at the character 5_%, and to push-forwards of measures to

SL
the spaces A,q\X / SLy = S:LZ and (N,v)\SLge /(N,4). Notice that the
2

SL
push-forward of fx to S:L2 is equal to the push-forward of the identity el-
2

ement of the unramified Hecke algebra of SL; under SLy — o= let us
2
denote it by fs.,. By (8.23) (or, directly from the definitions), this will be
SLo

the same as the push-forward of f5 which, by (8:21), is (1 — ¢~!)~! times
the push-forward of f5. By Theorem this will map to the element

(1= ¢ ) fr(adn) ISy yg 1y (N, ¥\ SLa /N, ), hence

T s = (1—q %) friad -

SL,
O
9.4.6. Remark. As a reality check, let us compute the limit (which stabilizes)
Tf sy
T

On one hand, a straightforward calculation using the formula 7 *
F14 a1 L shows that this limit is equal to the total mass of f SLQ , which is 1. On

the other hand, as we saw in (2.29), this is also the limit for (1 ) friad )

9.5. Relative characters. Let ¢ be the involution on G = (AxSLy)2/{+1}diag
that is induced from the inversion map on A. Recall that we have a canon-
ical identification Z ~ A,q x V* x V*; The inversion map on A,q gives rise
to an endomorphism j of Z which is (G, )-equivariant, i.e., it twists the
action of G by .

There is also an endomorphism of the line bundle £,,-1 which is com-
patible with j. It is described as follows: Recall that £,,—1 was obtained by

reduction (via the character ¢~ !) of the G,-bundle Z — Z, see whose
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points can be identified with triples (v,g,2) € V* x G x G,. Thus, it is
enough to define a lift j of j to Z. The obvious map (v, g, 2) — (v,9,271)
will not work, because it is not (G, ¢)-equivariant. Instead, we define
j(v,9,2) = (27 1v, 9,271

This induces an identification j*£,-1 ~ L1, but because of our normal-
ization (9.10) of the action on functions or sections, this does not quite in-

duce a (G, )-equivariant map on sections. We will instead work with half-
densities, denoting by D*(Z, L,,-1) the product of the space C*(Z, L,-1)
of smooth sections by (dz)% = ((5(z)dxz)%, see (9.12). (In particular, D*
contains the space of Schwartz half-densities, that we denote simply by D.)
Thus, we geta (G, 1)-equivariant pullback map of £,,-1-valued half-densities:
j* : DOO(Z, Ed)—l) i DOO(Z, ,Cw—l).

Explicitly, in terms of the isomorphisms (9.6), we have just identified
D*(Z, L-1) with Whittaker functions C* (N, {p_l\é) times the product of
52 (considered as a function on G) by a Haar half-density, and applied the
automorphism ¢ to G (which does not change the character ¢ of N); here,
N = N x N is the stabilizer of a point on the diagonal V* — V* x V*, and
1}_1 is the character by which it acts on the fiber of £,,-1 — it is of the form
¢~ X4 for the identification N ~ G, induced by the symplectic structure.

Let 7 be a generic irreducible representation of G. The composition 7 o ¢
is isomorphic to the contragredient 7 of 7. The (half-density-valued) Whit-
taker model of 7 is the subspace of D*(Z, L,,-1) that is isomorphic to 7; it
will be denoted by W(7). Thus, j*W(7) = W(7).

There is a G-invariant pairing

DX)@W(r) - C,
defined by the convergent integral

P @ W, > (W) = Lu(@m

when the central character of 7 is such that elements of WW(7) vanish suffi-
ciently rapidly on Z \ Z, and by meromorphic continuation otherwise.
By the (G, 1)-equivariance of the symplectic Fourier transform § on D(X),
the pairing
P Wr — <S¢a]*WT>

is also a G-invariant pairing between the same spaces, varying meromor-
phically in 7. By a multiplicity-one property, it has to be a meromorphic
multiple of the former, i.e., there is a meromorphic scalar

fY(T7 ®7 %7 w)
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such that
) 1
<3907]*WT> = 7(7—7@7 571/}) (907 WT> .

This is the Rankin—Selberg gamma factor, denoted by ¢’ (%, 7,%) in [Jac72,
(14.8.6)].

9.5.1. Remark. To compare to [Jac72], we need to identify the group G with
the group GLy xg,, det GL2 via the map that descends from

A x SL% 5 (a,g1,92) — (e%(a)gl,e%(a)gz).

The integral \Il(%, Wi, Wa, @) of Jacquet, then, iﬂ our pairing (®, W), ex-
cept that Jacquet defines the unfolding map by using the character v in-
stead of ¢y ~! in (9.9), hence his function W (g1)Wa(ngz) lives in C° (N, ¥\G),
instead of our C*(N,)\G) — this does not affect the functional equation.
The involution ¢ on G reads (g1, g2) — (defi(lgl), detgifgz)) on GLj xg,, det GL2.
The integral \if(%, Wi, Wa, ®) of Jacquet, though, does not fully correspond
to our (§®, j*W;), because it arises from applying the involution

Wi(g1) - Wa(ngz) — Wi(g1)w ™" (det g1) - Wa(ngs)w; ' (det(ngs))
to Whittaker functions, where w = (w,ws) are the central characters for the

two factors of 7, and n = . In contrast, our involution would read

1
W(g) — W(g)w(g), for g = (g1, 92). The two differ by a factor of wa(—1),
which is why this factor appears in Jacquet’s functional equation, but not
ours.

When the restriction of 7 to the subgroup SL2 G = GL, X Gy det GL2
contains an irreducible representation of the form ¢ ® o (notice that & ~ o
for SLy), then 7 is the restriction of an irreducible representation 7 [x] 75 of
GL%, with 7 ~ 75 ® (x o det), for some character x of F*. For such a 7,
consider the irreducible representation 7 = x X]o of G = A,q x SL2. One
defines the symmetric-square y-factor as

1 /y T’®7l’f¢}
X B, Sy, 1) 1= W00 2 ) 9.37)
’Y(X7§7§7 )

It clearly depends only on the L-packet of x X] 0.

For the following theorem, we consider half-density-valued relative char-
acters for the Kuznetsov formula, that we will also denote by J;, as we
denoted the corresponding generalized functions in In terms of the
coordinates (a, ¢) that we have been using (with a the value of the positive

5The Schwartz function @ of Jacquet does not live in the space F(X), but only on the
fiber of X — SLs over the identity element; however, we can convolve Jacquet’s function,
viewed as a generalized function, by a Schwartz measure on G to arrive at an element of

F(X).
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root character on 4,4, and ¢ our usual coordinate for N\ SLy /N), the (gen-
eralized) half-density J; is the product of the generalized function J by

the half-density |(| - (d*ad*( )%
9.5.2. Theorem. The Hankel transform
HSym2 : D;(Symz,%) (Nv Y/J\G/Nv 1/1) - D;((Symz)v

satisfies

NG/, )

1
2

1
H;me Jr =(m, Sme’ 9 V) - Jx, (9.38)

for relative characters J, on (N,y)\G/N,1)), understood as an identity of mero-
morphically varying functionals on DZ(SymZ 1 (N, Y\G/N,), as 7 varies in any
’2

family of irreducible representations of G.

Proof. By definition, Hg,2 =U" o HS oU ~! where I/ is the descent of the
unfolding map U to push-forwards modulo the SL§-action, and &* =
j¥ol.

We first study the transform
U oHx ol 71,

which is equal to the lower row of the following commutative diagram (us-
ing the notation introduced after Lemma 9.1.3), followed by the inversion
map j*:

D(2,L4) 4~ D(X) ——D(X) D (Z,Ly)

| | | |

D (N, $\G/N, ' D(X/SLy) ~%- D(X/SLy) — LD~ (N, $\G/N, ).

u

Write 7 as x[Xlo, and let 71 be an irreducible representation of GL; whose
restriction to SLy contains o as the unique (V, ¢/ ~!)-generic subrepresenta-
tion; we denote by w its central character. Let W(r1) = D®(N, 1\ GLg)
denote the Whittaker model of 71, and W' (71 ) the Whittaker model defined
with the inverse character ¢. Fix any dual pairing W (11 ® (w™! o det)) ~

V/\Tﬁ/) ; a Kuznetsov relative character for the representation 7 of GLy can
be thought of as the GLg‘ag-invariant generalized Whittaker half-density

Wy =Y WKW, € (D(N,9\ GLy xN, v\ GLp))",

where (W;, W,") runs over a dual basis of W(71) KW' (71 ® (w™! o det)).
We identify the space Z with (N\ GL2) Xg,, det (IV\ GL2), and we freely
restrict half-densities to subspaces, by choosing the necessary Haar half-
densities; these choices will not matter for the functional equation. Con-
sider the restriction of the half-density W, - (x o det) to Z; it is the pullback
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of the Kuznetsov relative character .J; for the representation 7 = x x] o of
G, up to a scalar that is independent of .
Let 7 be the representation 71 [X] 71 ® (x o det) of GL%. By the defigition

of the Rankin-Selberg ~-factors that we saw above, for every ¢ € D(X) we
have

1
f U'Tp - W, - (xodet) = 7(7,®,2,w)f Up - W, - (x odet).
7Z 7

If f is the image of Uy in DZ(Sme 1 (N,9\G/N, ), this can also be writ-
2
ten:

_, _ 1
U HxU 1f'=]7r:'7(7—a®7271/))f fJTI'

JN\G JN N\G/N

Thus, the adjoint of U o Hx o U~ acts on J; by the scalar v(7,®, 3, ).
On the other hand, by (8.18), Hx = .# a0 HS, so by (2.12) the adjoint of
Hoymz =U" 0 HS oU ~! acts on J; by the scalar

Y(7, ®, 5,1)

= = 7(71-’ Sym2a
Y0 §,1,%)

).

N | =

O

9.5.3. Remark. A careful choice of the duality between W' (11 ® (w™" o det))
and W(r) could lead to a direct proof of Statement (2) of Theorem[4.2.1]

9.6. Comparison with the boundary degeneration and the standard L-
function. Here F'is a non-Archimedean field. The asymptotics morphism

(3.6)
ey : S(Z,Ly) — ST(Z)
extends to the image of the space S(X) under the unfolding map U, which

we have denoted (after Lemma(9.1.3) by S~ (Z, L,;). The image of S~ (Z, Ly)
under efy will be denoted by S**(Z). There is a commutative diagram

S(Z,Ly) @ 5+ (2)

STT(N,Y\G/N,¢) Meas(N\G / N),

where the vertical arrows are the natural push-forward maps, and the bot-
tom horizontal arrow exists by an easy extension of Theorem [3.6.4; let us
denote it, too, by e*@. We are interested in the subspace

SE(Symz,l) (N’ ’Qb\G/N, w) < S__(Na w\G/Na Q;Z))

Denote by S;f(symh) (N\G/N) its image under €.
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Let Ag ~ A,q x A denote the Cartan of G; by the conventions of §2.2.1} it
is identified with an open subset of N\G / N. We also have corresponding
spaces of half-densities, with a map

*

_ e@ +
DL(Sym2,%)(N’ T/J\G/Nﬂﬁ) DL(Smeé)(N\G/N)?

by dividing by the half-density (|a|d*a - |¢|*d* )% in our usual coordinates

(a,¢) for Ayq x A (see Remark[9.2.1). Applymg the inversion map j on the

Aaq-coordinate of G, we get a similar space D L(Sym?2)v. 1) (N\G/N) of half-
2

densities on N\G /N, which is the asymptotic image of DE( (Sym2)v 1) (N, Y\G/N, ).
2

9.6.1. Theorem. There is a unique Ag-equivariant operator Hg,, 2 o making the
following diagram commute:

*

— %)
DL(Sme’%)(Aﬂ ¢\G/N,¢) ( )(N\G/N)
\LHSme i Sym
*
_ €z +
,DL((Sme)V,%)(N’ w\G/N7¢) D L((Sym ) %) N\G/N)

It is given by Hgy2 o = F 5,10 F_ Ko oF_5 By understood as regqularized

Fourier convolutions (see

The proof is very similar to that of Theorem and will be omitted. It
is, in fact, easier, since here we do not need to compare relative characters
on different spaces, but only on (N, ¥)\G/(N, 1)) — thus, the main input is
simply on the action of Hgy, > on relative characters, and the stated
Hgym? g 18 simply the only Ag-equivariant transform that can act on rela-
tive characters by the same gamma factors. Again, at no point will we need
to use the explicit formula (9.1)) for HSym Comparing this formula with
the theorem above, we discover again a very gratifying reality: Hg 2 is
simply a deformation of the abelian transform Hg,,> ! The nature of this
deformation, presently, escapes my understanding.

It is worth comparing with the calculation of the Hankel transform for
the standard L-function in a paper of Jacquet [Jac03], as presented in [Sak19b),
§8]. The group here is G’ = GL3 (or, more generally, GL,,, but here we will
restrict ourselves to GL2), and the analog of the operator 2 is an oper-
ator

Hstda

D_(Std (N’ w\G//N’ w) D[_/(Stdv ’%) (N7 w\G,/Nv 1/}> )

given by the formula

Hsta = F ¢ 1 09p(—e™) o F (9.39)

_52 =
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where &1, é; are the weights of the standard representation of the dual group,
and the factor )(—e~“1) in the middle denotes the operator of multiplica-
tion by this function.

Thespace D L(std, 1) (N ,Y\G'/N, ), here, is simply the twisted push-forward

(§2.2.7)) of the space of Schwartz half-densities on Mat,. The transform Hgq
descends from Fourier transform on the space of 2 x 2 matrices, and by
Godement-Jacquet theory satisfies the following functional equation for
half-density-valued relative characters:

Hqx = (St 5 0) - . (9.40)

(This is the analog of (9.38).)
The analog of Theorem 9.6.1is:

9.6.2. Theorem. There is a unique Ag-equivariant operator Hsiq, g5 making the
following diagram commute:

*

D sty N \G/N, ) —— Fsa (N\G/N)
\LHsm lHStd,@
D_((Std % (N w\G/N w) 2 D+((Std) %)(N\G/N)

It is given by Hgia, o5 = ]:—él, 10 -7:—62, 1 understood as reqularized Fourier con-
volutions.

Thus, again, the Hankel transform for the standard L-function on the
Kuznetsov formula is simply a deformation of its abelian analog!

10. LIFTING FROM TORI TO GLo

Let 7" be a one-dimensional torus, and r : LT’ — GL, the standard
2-dimensional representation of its L-group. That is, r identifies the dual
torus 7" with SO2 < GLg, and if 7" is split the action of the Galois fac-
tor is trivial, while if 7" is non-split, the image of LT’ is the disconnected
subgroup Oy < GLo.

Let7: ‘T — G = G,, x PGLsy be the composition of r with the natural
projection (the first factor being the image of the determinant map), where
LT = LT’ /{+1} is the L-group of a torus T mapping to 7"’ with kernel {+1}.
This map of L-groups should correspond to a functorial lift from 7" to G.
This functorial lift is realized in the project of endoscopy by studying the
unstable summands of the trace formula for SLs, but here we would like
to revisit the thesis of Akshay Venkatesh [Ven04], which reproduces this
lift by “beyond endoscopy” techniques, using the Kuznetsov formula. We
will deduce the local comparison independently, without direct reference
to Venkatesh’s thesis, but we will also comment, after the statement of the
main theorem, on the relation with his results.
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Interestingly, it will turn out that the endoscopic and the “beyond en-
doscopy” approaches are closely related to each other; in fact, we will see
that the local transfer directly produces a “geometric” map from S(N, )\G/N, 1))
to the space of “k-orbital integrals” for SLy hence (through endoscopy) to
the space S(T).

10.1. Statement of the results, and relation to Venkatesh’s thesis. Let T’
be a one-dimensional torus, with associated quadratic extension E and
quadratic character 7. The torus could be split, in which case £ = F' @ F.
We can identify T' with the kernel of the norm map Resg/rG,, — G, and
thus with a subgroup of SLy ~ SLr(Resg/rG,). The Weyl group W of T
in SLy acts on T by inversion, and its coinvariants on the Schwartz space
S(T') are canonically identified with S(T'/W) := the push-forward of S(T)

SL
to the space T J W = S:Lz To avoid confusion, I stress that the symbol t will

2
denote, as in the rest of the paper, the “trace” coordinate on T ) W, not an element
int.
The main result of this section is

10.1.1. Theorem. There is a linear map

with the following properties:

(1) It is (Gyy, n)-equivariant (for the unnormalized action).

(2) Its image is the subspace S(T)%/?, where 7./2 acts by inversion on T.

(3) The pullback of any unitary character 6 of T' is equal to the Kuznetsov
relative character Jr, where 11 is the endoscopic L-packet associated to 0

(see §10.4).
(4) It satisfies the fundamental lemma for the Hecke algebra: For E/F unrami-

fied non-Archimedean, the basic vector f1 g .21y € S, L (Sym? 1)(N Y\G/N, 1)
is mapped to 4&374%) times the basic vector of S(T') (the unit of the Hecke
algebra). Moreover, for every h in the unramified Hecke algebra of G, it
takes the image of h to (;gg)

corresponds to pullback under the L-embedding:
ol La,

7*h, where 7*, under Satake isomorphism,

(5) Finally, if da is the a Haar measure on T which is pulled back (in the
sense that it is equal on subsets mapping injectively) from the measure

SL
[t? — 4|_%dt in the trace coordinate t = t(a) on T | W ~ S:LQ' the
2
transfer operator Tr is given by the formula

7Er(CJ12() (dt) " A(n, ¥ ff <7« > (wrt)(z)d. (10.1)
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Here, f € SL_(Sym2 0 (N, ¢Y\G/N, ) is expressed as a measure in the same

two coordinates denoted by (c,¢) in §9
The proof of the theorem will be completed in §10.4

10.1.2. Remark. The fact that this map should be (G,,,n)-equivariant fol-
lows, of course, from the composition of 7 with projection to G,,, which
is equal to the quadratic Galois character attached to E/F. Thus, we could
have integrated f against n from the beginning, obtaining an element of the

space Sy g n\°|)<N ,9\ SLa /N, ), according to Proposition (because
the unnormalized integral against 7 is the normalized pushforward P54

of this proposition). Let f,, denote that element. Then, (10.1) can be read as
a map

Spadupe V- ¥\SLa /N, 90) — S(T)%2, (10.2)
given by

Tr(f)(a)

2~ mo [ g (D) aenuan a0

which, up to the scalar \(n, 1), is the “usual” Fourier transform of the mea-
sure u — f(u"!)n(u). The significance of working with the more com-
plicated space SZ(Sme’l) (N, \G/N, ) lies in the global application, where
the Euler product of the G,,-integrals over all places does not converge, but
corresponds to a pole of the Sym? L-function.

Now I will give a rough idea, without details, of how the transfer op-
erator of Theorem [10.1.1]is related to Venkatesh’s thesis. I refer to the ex-
position of [Ven04, §3] for the special case of the field Q, unless otherwise
stated, because it is based on the classical Kuznetsov formula and is simpler
to follow, notationally.

The basic, although very coarse, idea is that one should take an Euler
product of elements of SL_( A d,n|-\s)(N ,¥\SLa /N, 1), over all places, where
almost every factor is equal to the basic vector, and plug it into the Kuznetsov
formula. Classically, the Kuznetsov formula involves the Fourier coeffi-
cients ay,(f) of GLe-automorphic forms f (with fixed central character, here
n), and plugging in these non-standard test functions corresponds to writ-
ing down a “series of Kuznetsov formulas” associated to the Dirichlet series
of L(f,Sym, s) (which, because of the central character, can also be written
as L(f|sr,,Ad,n| e |°)). As observed in [Ven04], up to a factor that is an-
alytic at s = 1, this series is ), a,2(f)n"*, and the corresponding sum of
Kunzetsov formulas — or rather, of the discrete spectrum of their spectral
expansion — would be a sum of the form

f

n=1

am(f), (10.4)
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in the notation of that paper. The parameter m is an auxilliary parameter
which should be thought of as the result of replacing a basic function by
a Hecke operator acting on it. To compute the residue of this at s = 1,
Venkatesh computes the related expression (3) of his paper, or rather the
asymptotics as some variable X — oo of an alternate expression (18) that
involves a smooth cutoff function g € C°(R7 ), whose discrete terms read

Dihity) Y 9(5p)ane (Fan(h): (105)
f

10.1.3. Remark. The global analytic issues that are addressed by introduc-
ing the cutoff function g are beyond the scope of the present article, which
focuses on local transfer operators. For the discussion that follows I will
just focus on the formal structure of Venkatesh’s argument, trying to match
it to the local transfer operator of Theorem and will treat as
an avatar for the “limit of as s — 1”7, ignoring the appearance of the
function g. It is conceivable that one could avoid this cutoff function, fol-
lowing the techniques of [Sak19al], which are based on the idea of deform-
ing spaces of orbital integrals. I will also freely identify test measures for
the Kuznetsov quotient with test functions (that is, with orbital integrals);
the precise factors needed for a complete comparison with Venkatesh’s the-
sis will not be calculated here.

The geometric side of the sum above has the form (see equation (19) in

that article)
Z Zg <4W\/n2m> KS(n?,m; 0)7 (106)

n=1 ¢ ¢ ¢
where K S stands for a certain generalized Kloosterman sum. The func-
tions ¢ and h of the past two formulas correspond to the orbital integrals of
the Archimedean test function, and their spectral “Lebedev-Kontorovitch”
transform in terms of Bessel functions, respectively.

The key in relating Venkatesh’s argument to our transfer operator is to
identify the variables that appear in the equation above to our local coor-
dinates appearing in (10.1). For simplicity, we will take m = 1, which is
enough to convey the idea. It is simplest to start from an adelic setting,
produce a classical translation, and then relate it to the manipulations of
Venkatesh.

Adelically, we would write the Kuznetsov formula of SLy, over the base
field Q as

KTE(fofas) = D Fyjel=(©) = D f fCr, On(r)|r|*d*r, (10.7)

¢eQ CeQ
where we are being imprecise about the contribution of the singular orbits
corresponding to ¢ = 0. The test function f,,s, here, is obtained from
the pushforward of a factorizable f = ®p,<« fp, with factors in the space
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S;(Symgﬁl) (N,¢\G/N, ) of the corresponding local field. The above would

only converge for #s » 0, and we would seek to compute the residue at
s = 0 — see Remark[10.1.3]above.

Our quadratic character 7 would correspond to the Legendre symbol
(£) under the correspondence between idele class characters and Dirichlet
characters, where D is a square-free integer. Writing Zp = le p Ly, Kp
for the product of [ [, Z) with the subgroup of elements congruent to 1
in ZB, our test function f would be taken to be Kp-invariant in the vari-
able r; in particular, unramified outside of p|D. Using the decomposition
A*/Kp = Q* x (Z/D)* x R} (with (Z/D)* understood as a quotient of
Z},), we would rewrite the integral over A* in (10.7) as follows:

KTF(fyes) = Y, > Flgz, Onolx) - f Joelgr, Qyred,
(4.0)€(Q* xQ) z€(Z/D)* R

where we have written f = f; ® fy for its restriction to the finite and
Archimedean factors of the adeles, np for the restriction of 1 to Z7,, etc.
Writing f;](r, Q) = 2se(z/pyx fr(re, Q)np(z) where r and ¢ are in the finite
ideles (resp. adeles), a factorizable test function whose factors depend on 7
only at the primes dividing D, and choosing it so that it is only supported
on integers at every place, the above sum could be written

KTF(fyor) = >0 F{0,0O - fF 10 (O)
(1Q)e(Z0xQ)

(1) Y SF0) - f s (©)- (108)
(n,0)€(Z<0%Q)

Here, we have written f;_gml-\s for the integral of f,, over the positive, resp.
negative reals. For simplicity, let us assume that f, is supported on positive
reals, and drop the exponent.

As can be seen in [KL06], this expression corresponds to (10.6), for ap-
propriate choices of test functions, up to replacing the cutoff function by
the Dirichlet series (as discussed in Remark [10.1.3), and with the substitu-
tion ¢ = ~. I point the reader, in particular, to Proposition 3.7 in that paper,
which can be translated to SLy by using the property that, for a test func-
tion ® on GLy(Af) with central character 7, and for c € Z~¢ < Q* (so that
n(c) = 1), we have

Lo (D) () (1)) oot s -
JA;(I) ((n_l n) (1 :16) <n_1c _n0_1> (1 Z{)) v (@ + y)dady.

Combining [KLO6, Proposition 3.7] (with parameters n = 1, m; = n?,
mg = —1) with (10.8)), we see that (10.6) can be obtained by taking f,(n,e),
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at primes p not dividing D, to be the one corresponding to ® = 1gp,(z,)
(in the equation above). Equivalently, f,(n,e) corresponds to the orbital
integrals of the SL%-Whittaker function of the form ®; ® ®,,, where &, is

“ a_1> SLa(Zy). (See §2.2.1| for a discussion of the

supported on N (F) <

Kuznetsov formula in terms of a pair of Whittaker functions/measures.) Of
course, this is very close to the basic function of SL_(Sme 1)(N ,O\G/N, 1),

in the same sense that the Dirichlet series >, a,2(f)n=*"! is close to the
symmetric square L-function at s + 1 (i.e., their differences do not affect the
residue at s = 0). At primes dividing D, the corresponding test functions
of [KLO6] depend on 7, as do the functions f/ in (10.8).

Having related to its adelic version (10.7), let us now confirm that
the local transfer operator 77 of Theorem suggests the global ma-
nipulations of Venkatesh’s paper. In order to do that, we rewrite (10.1),
ignoring scalar factors and treating measures as functions, as an operator

f lifiJ n(r)mSJ f (””t’” i) b(z)ded*r. (10.9)

This is not a random change of variables. As we shall see, the inner
and the outer integral play a distinct role in the prooiﬁ of Theorem
and more precisely of Theorem[10.3.2} with the inner one corresponding to
formula for the inverse unfolding operator U _1, and the other one, a
Mellin transform, being (essentially) the composition P;, o HS, appearing
in ((10.2T)). It turns out that these two integrals correspond to the two
basic steps of Venkatesh’s proof; hence, it is not only our final formula,
but also its derivation which is very closely mirrored in the manipulations
of [Ven04].

The inner integral of is a Fourier transform, and suggests apply-
ing a Poisson summation formula, globally. Only for the purposes of this
subsection, we will be writing f for what is denoted by 7" in the rest of

this paper, that is, f(c,v) = §_ f (%, %) 1(z)dz. Then, applying the Poisson

vz

summation formula formally (without any claim to rigor) would rewrite
the Kuznetsov formula of (10.7) as

KTF(fyp) = [ bl 3 fom S

QA (n,0)e(@* xQ)
=f n)rl® > flre,v)dr, (10.10)
QA (1,0)eQ?

6Hopefully, putting this discussion ahead of the proof will serve as a motivation for the
reader!
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where we have used the fact that the Fourier transform of n — f(rn, 7),
with dual variable denoted % is

| sn Dyt = 121 | 1 Dyiare = | o).

The first main step of Venkatesh is, indeed, to apply the Poisson sum-
mation formula in the variable n, with ¢ fixed. This is done in two moves,
tirst over classes of n modulo c in order to take the Fourier transform of the
Archimedean component, and then as a summation over classes = € Z/c,
arriving at equation (20) in his paper. It is easily checked that the two steps
correspond, indeed, to an adelic Poisson summation formula in the vari-
able n, with dual variable corresponding to 7. Thus, the last expression of
corresponds to [Ven04, (20)].

The outer integral in is already embedded in (10.10). Classically,
it corresponds to a Dirichlet series in the parameter ¢, with the parameter
v fixed. Studying this Dirichlet series is indeed the second main step of
Venkatesh. This Dirichlet series is defined in [Ven04), §4.5.2], and denoted
Z(s). (The reader can also consult the actual thesis, [Ven02, Theorem 3],
where it is written more simply for the case of Q.)

As Venkatesh observes, this Dirichlet series exhibits a lot of cancellation
and does not have a pole at s = 0, unless v in the image of the map 7'(Q) —
T J W(Q). Locally, however, there is no pole, and the evaluation at s = 0
corresponds to the integral of f against 7 in the variable c. (This point is lost
in the translation between measures and functions: this integral looks more
like a Tate zeta integral at s = 1.) Nonetheless, our derivation of (10.1)), the
outer integral of is written as a composition of two more complicated
operators, Py oH$, see Theorem([10.3.2] One of the operators is essentially a
Fourier transform of the function ¢ — n(c) f(c, v), and the other is a residue
of its Tate zeta integral at s = 0 (corresponding to s = —1 in our current
coordinates). The need to write a simple integral in this complicated way
arises from the fact that the operator 77 is obtained as a “boundary value”
of certain orbital integrals on the Rankin-Selberg variety — the boundary
value itself interpreted as a x-orbital integral for SLy, and then related to
the torus via the endoscopic comparison of Labesse and Langlands.

Having, hopefully, given enough details to the interested reader to relate
this paper with the work of Venkatesh, we return to the rigorous discussion
in the local setting, in order to prove Theorem

10.2. Germs at zero. We continue using the notation of the previous two
sections. In addition, we will be identifying the torus A,q with G, via the
positive root character, so for a character x of A,q we may interchangeably
write L(x, %, s) or L(x, s) for its local Dirichlet L-function.

The group G,, = A.q acts on measures or functions on X /) SLs and
N\G /| N, and we can consider either the unnormalized translation action,

or the normalized one, descending from (8.1), (8.2), (9.11), and (9.10); that
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is, for measures, the normalized action is the product of the unnormalized

one with ¢ _%. In this section, we will be working, by default, via the nor-
malized action (which is more convenient for keeping track of various con-
stants), but will sometimes switch to the unnormalized action, explicitly
stating so (as in the main theorem, Theorem [10.1.1). Notice that, under the

identification A,q ~ G,, with the positive root character, 0 3 becomes the

character | o \% ; therefore, when (below) we apply the Mellin transform of
to the variable c of the quotient space X // SLy (on which A,q acts by 9),
its argument (a character of G,, ~ A,q) is compatible with the normalized
action.
As we have seen in the proof of Theorem for an element f € S(X/SLs),

the quotient £ is a section, over ¢ # +2, of the family of spaces S([V /T}]),
where T; is the special orthogonal group of the quadratic form c (the coor-
dinate on X // SLy) of discriminant d = —3(#> — 4) on the symplectic vector
space V. Hence, as ¢ — 0, it has the asymptotic behavior of or (7.3),

where ¢ there stands for the coordinate c:

f<;;5t) = C1(c) + Cat(c)n2_4(c), if t? — 4 is not a square;
f(;;ft) - Cu(c) + CQ,t(C) log(|c]), if t2 —4isa square.

I remind that the C;;’s (i = 1, 2) are smooth measures in the variable c.

Let S(X/SLz)o denote the collection of functions ¢ # +2 — C;c’t (0),as f
varies over all elements of S(X/SLy). By definition, we have a surjective
map

S(X/SLg) - S(X/SLa)o, (10.11)
that we will denote by f — [f]o.

For elements of the subspace S(X/SL2)°, the collection of measures %
belongs to the subspaces S([V/1;])° of (7.11); that is, their asymptotics are
of the form

1D _ come_it)

Let S(X/SLs)g denote the collection of functions ¢ # +2 — %(0), as f
varies over all elements of S(X/SL2)°. By definition, we have a surjective
map

S(X/SL2)° - S(X/SL2)g, (10.12)
that we will denote by f — [f]5.
The following is immediate:

10.2.1. Lemma. The kernels of the maps (10.11)), (10.12) are A.q-stable; hence,
Aaq acts on the spaces S(X /SLa)o, S(X/SLa)g. Under the normalized action on
S(X/SLy), these quotients decompose under the A,q-action into eigenspaces with

eigencharacters no 2, where n ranges over all quadratic characters of Aaq. For any
such n, the né %-eigenvectors are supported on the set of t # +2 with n2_4 = n.
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Notice that under the unnormalized action of A,q, the eigencharacters
become 76.

The quotients (10.11), can also be expressed in terms of Mellin
transforms. By Corollary[7.3.3we have:

(7150 = 2L 0,4) = —Avavol(F*) T Res,_y T

on 8(X/SL2)°. The Mellin transform, here, is, for any fixed ¢t # +2, the
scalar-valued Mellin transform of of the quotient %(o, t), understood
as a measure in the variable c. (In particular, ¢ = 1 is the base point that
we use to identify the set of points (c,t) with ¢ # 0 and ¢ fixed with the
torus A,q.) We will also be thinking of the product of the function ¢t —

%(X,t) by dt as a measure in the variable ¢, denoted f(x), and varying

meromorphically with x.

The analog of for [f]o is easiest expressed if we multiply the
Mellin transform of an element f € S(X/SLy) by L(xd%,—%,4)1 = L(x 1, )7*
(identifying A,q with G, via the positive root character), so that for 7,2 4 =

(Me2—af @ °,1) (10.13)

1 the double pole of the Mellin transform at x = 7,2_4] ® \% becomes simple.
Then, by Proposition for f € S(X/SLs) we have

Resg:lL(ntQ—éb % - 5)_1£(77t2—4| b |57 t)
t)=—L* —0)- 2 10.14
[f]o( ) (nt2—47 0) AVgVOl(FX) ) ( )

where L*(n;2_4, —0) denotes the leading term of the local Dirichlet L-function
L*(ng_4, —s) at s = 0. The same notation will be used in what follows for
the leading coefficients of other L- or v-factors.

10.2.2. Proposition. The map

[Flo = 7 (h2—a, 1,9) " [£o (10.15)
is an Anq-equivariant isomorphism:

S(X/SLa)g — S(X/SLa)g

which, in the non-Archimedean unramified case, maps the image of the basic vector
[x to L(n2_4, 1) times the image of the basic vector f<.

Proof. Theidea is, roughly, to define a map S(X/SLs) — S(X/SLs)° which

acts on Mellin transforms as multiplication by L(x, —$, %)_1. This can be
done, literally, in the non-Archimedean case, where L(x, —% %)_1 is the

Mellin transform of an element 4 in the completed Hecke algebra S(A.q);
the convolution action of i (under the normalizated action of A,q on S(X/SL2))
defines a surjection (in fact, bijection):

S(X/SLy) = S(X/SLy)°,
which, in particular, satisfies
(A f15 = L*(n2—4,—0)"'[f1o
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Indeed, the Mellin transforms satisfy
hx 1) = RO (),
and by (10.13), (10.14) we have

Ress:%ﬁ(ntz,d o |8)£(77t274| o |%,1)
AvgVol(F*)

[ F13() = —

RGSSZ%

L(ngz_4, % - 5)_1£(77t2—4| [%1)
AvgVol(F*)
= L*(n2—g, —0) "' [f1o(t).

At Archimedean places, we need to argue more carefully. Recall from
that S(X/SLz)° is obtained as the push-forward of a space of mea-
sures on X,q = [X/{£1}] whose Mellin transforms are Paley—Wiener sec-

—

tions of a sheaf &, over A,qc. The bundle &, was obtai_ned from the sheaf
&4a describing the Mellin transforms of elements of S(X ,q) by imposing a

condition of simple zeroes at the poles of the L-function L(x, —§, %) In par-

—_—

ticular, if h € S(A,q) is any element of the completed Schwartz algebra (see
whose Mellin transform has the same order and leading coefficient
(= L*(n,—0)"Yyas L(x,—9,3) tatx = 162 for any quadratic character 7,
then convolution by h defines a surjective map:

S(Xad) - S(Xad)lv
where the space on the right is the subspace of those elements of S(X.q)

whose Mellin transform in small neighborhoods of the points x = 775%, for
all n quadratic, belongs to the subsheaf &,.

By Lemma the sheaf &, is generated by its global (Paley—Wiener)
sections. That means, in particular, that for every element ®' € S (Xaq) we
can find an element ®° of (its subspace) S(X,q)° so that the Mellin trans-

forms of " and ®°, as elements of the fiber of &;, coincide at x = nd 7 with
n quadratic, and vice versa. Let f’, f° be the corresponding push-forwards
in S(X/SLz). As Corollary shows, the class [f°]5 depends only on
the values of ®°(x) at x = 702, with 7 ranging over all quadratic quarac-

ters. Thus, extending the definition of [ ]j to the space S(X,q)’, and taking
' =hx f, forany f € S(X/SLs), we deduce that the map

[flo = [f'l6 = [£°15
is an isomorphism
S(X/SLa)g — S(X/SLg)g,

and given as in the non-Archimedean case by multiplication by L*(n,2_4, —0) 1.
L(n12_471)

— =1 we obtain the isomor-
5(”]t2_471a¢)

Multiplying by the non-zero factor
phism of the proposition.
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The statement on basic vectors follows from the relation (8.22) between
their Mellin transforms.
U

10.3. k-orbital integrals. Now we will interpret S(X/SL2)g in terms of «-
orbital integrals for SLy. These are the usual orbital integrals for SLy over a
stable conjugacy class, twisted by a character « of the Galois cohomology
group which parametrizes conjugacy classes in the given stable class, but
since here there is at most one non-trivial character x, we will use this letter
just as a symbol for the following:

Let ) be a quadratic character, 7' = SLs a torus associated to this qua-
dratic character (in the sense that its splitting field is the quadratic field
associated to 7, or n = 1 and T is split), and let ¢, be the image of T'(F)

L
in€ := o= ; that is, €, consists of the closure of the set of t # +2 such

N2_y = M. %\Totice that here we are not using the notation ¢, for an alge-
braic variety, but for a subset of €(F").

We let S{;(S%) c Meas(C,,) denote the space of “k-twisted push-forward
measures”, that is, the image of a twisted push-forward map

tr"" : S(SLa) — Meas(¢,)

defined as follows:

e If » = 1, then this is just the restriction of the push-forward map

SL
tr : S(SLy) — Meas(S:Lz) to €,; its image S (52) consists of the

2
restrictions of elements of S (%) to ¢,, the closure of the set of hy-

perbolic conjugacy classes.
o If » # 1, then every t # +2 in ¢, has two conjugacy classes in its

preimage, and every class is represented by an element of the form
t —ct
c

class where 7(c) = 1 (that is, where ¢ is a norm for the associated

quadratic field) and —1 on the conjugacy class where 7(c) = —1.

Then we let tr"" ¢ be the push-forward to €, of the (restriction to

the preimage of ¢, of the) measure ¢ - F;,.

> . We let F;, be the function which is +1 on the conjugacy

SLy
Notice that, by using the coordinate ¢ of == we have trivialized the

torsor of conjugacy classes inside of any regular stable conjugacy class. This

is the usual trivialization by the rational canonical form. We let A,4 act on

the space Sg(g—lﬂz) by the character 7.
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10.3.1. Proposition. The map

)‘(nt2747 w)

1
S T 2 4|2 dt
’7*(771‘/274» 1711Z))| |

Pi i f = [flo) -

T L Y LT R PN MR
= —0)————Res ——35 °
T2 4, VEt(1,¢ o tI‘) s:% Ne2—4, 2 T2 4 s
(10.16)
defines an A,q-equivariant isomorphism
- ~ SL
S(X/SLa)o = DSy () ® 2.
n

Here, v*(ny2_4, 1,7) denotes the leading term in the Laurent expansion of the
function y(n2_y, 1 + s,%) at s = 0, and v, (1,9 o tr) is, similarly, the leading
term for the local Dedekind gamma factor of E; = F(+/t? — 4) at 1.

For F non-Archimedean and unramified over the base field, with the symplec-
tic form integral and residually non-vanishing, it sends the basic vector fx €
S(X/SLy) (the image of the basic vector 15 ) dx, with dz(X (0)) = 1) to the im-
age of the unit element of the Hecke algebra of SLy in P, S,’;(%) ®62, and, more
generally, for any h in the unramified Hecke algebra of G, sends h- fx to the image
of diag™h, where diag™ is the map of Hecke algebras H(G, K) — H(SLg, SLa(0))
which under Satake isomorphism corresponds to pullback under the diagonal em-
bedding of dual groups

PCGL, .
Proof. Recall that X ~ V' x SL(V). Fix a Haar measure dg on SL(V'), and let
dx be the measure on X which is its product with the measure |w| defined
by the symplectic form on V. Write f = ®dx for an element of S(X), where
® € F(X). The product ®|w|, restricted to the fiber X, of the map X —
SL(V') over a point g, is a Schwartz measure on that fiber, while the product

®|ydg is a Schwartz measure on the zero section Y = SL(V'). The restriction
map ®dz — P|ydg is an equivariant map

S(X) — S(SL(V)) ® 82

which does not depend on the choice of dg. The map P, of the proposition
will descend from that; we just need to compute the (surjective) composi-
tion of the arrows

S(X) ——= S(SLy) ® 62 H@né‘;(%)@fﬁ,

showing that it factors through the injective map from S(X/SL2)o given by
(10.18).

Assume that t = tr(g) # +2, so that the coordinate c of X J/ SL(V)
defines a non-degenerate quadratic form on X,. As we saw in the proof
of Theorem the discriminant of this quadratic form with respect to
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the symplectic form is d = —(¢* — 4). If we identify X, with Resp, /rGa,

where E; = F(v/t? — 4) is the corresponding quadratic extension (possibly

split) in such a way that the quadratic form c corresponds to its norm, then I

claim that the average volume of E;* (see (2.6)) with respect to the measure

de = I2lis

lc]

|t? — 4|*%Ress:0'yE(1 — s, otr), inthe non-split case;

|t2 — 4]72 (Ress—oy(1 — 5,40))%,  in the split case.
(10.17)

Indeed, let us compare the given volume of F; with the volume obtained

by identifying £, = F' @ F by means of a dual basis for the trace pairing
(z,y) — tr(zy) which, by [Sak19a), (2.26)] is equal to

AvgVol(E[) = {

Ress—ovE, (1 — s, o tr)

in the non-split case, where g, (1 — s, o tr) is the gamma-factor of the
functional equation of the Tate zeta integral for the trivial character on E,
with respect to a self-dual measure. It decomposes as in (7.14)

Ve, (1= s, otr) = Xnez_g, ) " v(1 = 8,0)7 (2 g, 1 — 5,9)),

with Res;—o7(1 — s, ¢) being, by the same result, the average volume of F'*.
In the split case, the average volume with respect to the self-dual measure
for ¢ o tr will be, by the same result, (Res,—oy(1 — s, 1))

Now, as in the proof of Proposition[7.4.3) the trace pairing can be related
to the symplectic form by w(x,y) = tr(Dzy), where y is the Galois con-
jugate of y and D is a traceless element such that the discriminant of the
quadratic form c is —ﬁ, and given this we can compute that the average

volume of E;* with respect to the symplectic volume is /| D?|p = [t? —4] —2
times the average volume with respect to the self-dual measure for the char-
acter ¢ o tr. This proves (10.17).

Now we apply Corollary Disintegrating the measure dg against
dt = d(tr), we obtain measures dg, on the stable conjugacy classes. Let f;
be the push-forward of the measure ®dg, (for t # +2) with respect to the
function c. Let a; denote the leading coefficient of the Laurent expansion of

Fi(x -1 #|%) at x = m2_4. Applying Corollary[7.3.2} we have
a; = £AvgVol(E)) - OF(Dly),

where ®|y is the restriction of ® to the zero section Y ~ SLy X, and
O (®|y) is its “k-orbital integral” of (7.10), taken against the measure dg,.
The sign is positive in the split case (where the pole of f,(x|e|*) is of order
two), and negative in the non-split case (where it is of order one).

The product a.dt is thus equal to AvgVol(E;*) times the image of ®|y dg
in ®, Sg(g—lﬂi), up to a sign that depends on ¢t. By Proposition the
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image of ®dx in S(X/SLa)o is equal to

- at ~ _AvgVol(E;) - OF(®]y)
-~ —AvgVol(F*) + AvgVol(F*) ’

[®dx]o(t)

hence the image of ®|ydg in P, S,’;(g%) is equal to:

FAvgVol(F™)
AvgVol(E/)

FRess—0y(1 — 5,7)
|2 — 4|2y, %_o (1 — 5,4 o tr)

1
A(myz_g, )|t* — 42
’Y* (nt2—47 ]-7 iﬁ)

where the signs on the first line are negative in the split case and positive
in the non-split case, vg,*_, denotes the leading term of the Laurent ex-
pansion at s = 0. The second equality of the formula follows from
(019,

The normalized action of A,4 multiplies the measure on V,4 by 0 3 and
shifts the base point in the definition of tr/""; thus, it acts on the projection
to S5(3k2) by 1.

For the statement on basic vectors, take ® = 1 X (o) and assume that
dg(SLz(0)) = 1. For unramified data, i.e., the symplectic form on V be-
ing integral and residually non-vanishing, this means that dz(X(0)) = 1,
so the product ®dz maps to the basic vector f5. Then, by the above, the
measure

[®dz]o(t) dt = [®da]o(t) - dt

— [@da]o(t) - d,

1
A2 g, )12 — 42
'Y* (nt2—47 17 ¢)

is equal to the image of the unit element of the Hecke algebra in ), Sg(g—ﬁ;)@)

[Pdx]o(t) - dt

52 and, more generally, for any element £ in the Hecke algebra of G, the
image of h - 15, dz under (10.16) is equal to the image of the element
(h+1%(0))lsL,dg, where by restriction to SLz we mean restriction to the zero

section X ~\ X. This is the image of h under the push-forward map under
m : G — SLs induced by A x SL3 > (a,g1,92) — gflgg, and by Lemma
this coincides with the restriction of the Satake transform of h to the
diagonal PGLy —G. O

Now we will define a similar map

S ~ SL
S(X/SLy)§ = @577<5T2) ®42.
" 2
It will not be the map that is induced from P, under the embedding (X /SLy)° —
S(X/SLs); such a map would be zero on hyperbolic conjugacy classes.
Rather, it will be compatible with the map of Proposition [10.2.2| between
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germs at zero, and such that the following diagram commutes:

P

T

S(X/SLa) < - - S(X/SLy) — 2@, S;(3)@at.  (1018)

[ Js

S(X/ SLQ)OCH- S(X/ SLQ)

although HS and H x do not commute with the embedding of S (X/SLy)°
in S(X/SLy). The dotted arrow in this diagram does not represent an ac-
tual map between the spaces, but the isomorphism of Proposition
between their germs at zero. Recalling the relation between the oper-
ators, we have:

10.3.2. Theorem. The map
P Lo L1 (0 Mo, 0) 16— 4]2dt

A 2 — 4|2 ;
_ (124, 9)| 2 Ress=%f(77t2_4! o |1) (10.19)

v*(1,9)

is an Anq-equivariant (for the normalized action) isomorphism:

N SLo
X/SLs); Si(
S(X/SLa)g @ SLQ

22y @4z (10.20)

which makes the diagram commute.

Its restriction to the n-summand satisfies the fundamental lemma for the Hecke
algebra, for F non-Archimedean and unramified over the base field, mapping the
basic vector f$ to L(n,1)~" times the image of the unit element in the Hecke
algebra of SLy, and similarly for its Hecke translates, as in Proposition

Moreover, the transfer operator

T = P2 oH ol (10.21)

is an A,q-anti-equivariant surjection (for the normalized action):

_ K SL2
SL(Sym2,1) (N) @Z)\G/N> ¢ @ S

The projection to the n-summand is an (Aaq, né_i)—equivariant quotient, given

by the formula:
J J <c > (xct)y(z)dr (10.22)
(when t is such that ne_, =

For any element h of the unmmzﬁed Hecke algebra of G the image of h- f1,(sym?2 1)
under Ty in Sy (gr2 SLz 2)® 52 is equal to the image of >33 C dlag*h where diag* de-
notes the map of Hecke algebras defined in Proposztzon 10 3.1
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10.3.3. Remarks. (1) For the unnormalized action of A,q the projection to
the n-summand is n-equivariant, exactly as it should be for the func-
torial lift corresponding to the representation 7 of L-groups (as in
the beginning of this section).

(2) The theorem will be complemented with a statement on relative
characters, see Proposition [10.4.4below.

Proof. This is just a combination of results already proven:
By Proposition(10.2.2} division by v*(n,2_4, 1, %) induces an isomorphism
of quotient spaces:

S(X/SLy)g — S(X/SLa)o,

and Proposition 10.3.1| proves the isomorphism (10.20).

The second expression in (10.19), in terms of a residue, follows from
(10.13), using the equality

—AvgVol(F™) = —Ress=0y(1 — s,9) = v*(1,9).

For the commutativity of (10.18), apply the relation (8.19) between the

operators Hx and H to the formulas (10.16), (10.19).
By Theorem 8.3.5|and the definition of S;(Sme N (N, Y\G/N,), the map

H oU “isan Aaq-anti-equivariant isomorphism (with respect to the nor-
malized action of A,4):

S;(Sme,l)

(N, 9\G/N, ) = S(X/SLy)°.

For the statement on basic vectors, we see from Theorems and
that H5 o U~ takes the basic vector frsym2,1y to C(1)¢(2) f§; moreover,
since it descends from a (G, t)-equivariant transform (where ¢ is the in-
volution on G induced by inversion on A), it will also send % - frsym?2,1)
to C(1)C(2)(t*h) - f, for every h € H(G, K). Under the correspondence
of Proposition between stalks at zero, f% corresponds to L(n,1)~!
times the basic vector f5, and by Proposition and the commutativ-

. . o 1o S(CE2
ity of (10.18), it is mapped under P to i)

Sg(g—ﬁz) More generally, the opera’for Py, carries h - f1gym2 1) to the image
of Ll diag*h in @, Sy (32) ® 53.
We can write an explicit formula for 7, using the formulas (9.19), (8.20)

fort/" and HS . Fix a quadratic character 7 (possibly trivial), and assume

times the basic vector of
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that ¢ is such that n = n,2_,4; then

2y}
Tof(t) = PloHs ot f(t) = “”’jﬁf)('f ) !

R )\( -1 C2 % 1 d>< Z;[_l 4—t2 —1 t ’ s
Res,_y (A w) 7| (@(Qm(@)d o) aatd ' f ) ((4=t2)e 1) | (nlef?)

_;, €S 1 ° ><. * ——1 B 20_1 % .S_%
_7*(1,1/1)R s0<((¢(.)77( )d*e) x1 U f>((4 t%) ,t)) (n]e|*~2).

Here, 1 denotes multiplicative convolution in the first argument of the

function /" f, but this function is then evaluated at ((4—t2)c~, ¢), so even-
tually we will are looking at the Mellin transform of the function

e eyt s

at the inverse character. The variable cis a “dummy variable” that serves as
the argument of the Mellin transform. Explicitly, this reads (recalling from
(7.5) the normalization of Mellin transform):

Reso—o §,(¥(L)n(e)d* o) «1 U™ F((4— 12)c™ " t)n(c)|c|

(1, 1,¢)
_ Resgo (0 (2)n(e)d* ) s U f(e, t)n(e)]el*
7*(1,1,4) '
We can use the definiton of 7/~ to expand this completely to
1
Tof(t) = L) -Ress—o

LLL < r) ’;> n(e)lel " n(ze)p(z + z)dxd™ 2

_ Ress—o 5.5, Sxf (z¢, L) |c*n(zzct)p(z + z)dzd* 2
(1L, 1,9)

(given that n(4 — t?) = 1), or use the functional equation of Tate zeta inte-

grals (2.12), to get

M Reseor(1+ 5,0) [ @ ol = [ @ e

which, using the formula for U/ ! becomes

LLf (Ti) W (x)dzn(c).

(10.23)

This proves (10.22).
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10.3.4. Remark. The simplicity of (10.22) is best understood through the
commutativity of (10.18), and the fact that the map from the bottom-right

S(X/SLs) to S,’f(g%;) ® 62 is essentially a twisted push-forward; see the

proof of Proposition [10.4.4

10.4. Transfer to tori. We now combine this with the Labesse-Langlands
theory of endoscopy [Lan80, LL79] for SLy, to get the transfer operator from
the Kuznetsov formula to a torus. First, let me summarize the results of
Langlands and Labesse:

We fix, as in Theorem [10.1.1} a quadratic character 7, the corresponding
quadratic algebra E over F, and the torus 7', the kernel of the norm map
Resg/pGm — G, considered as a subgroup of SLy ~ SLp(Resg/pG,). In
the non-Archimedean, unramified case, F' will be replaced by its ring of
integers o in these definitions. The L-group of T" has an L-embedding

F: 1T ~T % Gal(F/F) - LG = G, x PGLy x Gal(F/F),  (10.24)

as in the beginning of this section, whose projection to the PGL,-factor
factors through the Galois group of E/F, sends T to the diagonal torus,

and the non-trivial element of Gal(E/F’) to the Weyl element (1 1> SAfT

is non-split.
We let ¢ denote the isomorphism

0:S(T)w = S(T/W) = S(T)W

whose inverse is  times the composition of S(T)V — S(T') — S(T/W). In
other words, ¢ preserves the measure on every measurable subset of T' on which
the map to T | W is injective. Explicitly, there is a Haar measure da on T'
which, locally (that is, on subsets which injecto to 7' / W), satisfies da =

‘5224‘ , and if we write an element f € S(T/W) as ®(t)dt, we have

(f)(a) = +/|t(a)? — 4|2 (t(a))da. (10.25)
10.4.1. Theorem. There is an isomorphism
SLy

Tiw: Sy(g2) — SI)Y
given by
ME/E )
et ( vie—a’ ) ’

such that for every unitar},ﬂ character 6 of T' we have
’TL*LQ = Oy,

where:

7”Unitary” is automatic for  # 1, but the theorem includes the case of split tori.
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e in the split case, O is the character of the principal series representation
obtained by unitary parabolic induction from 6;

e in the non-split case, there is an L-packet (=restriction of an irreducible
representation of GLa) of SLo, consisting of two (possibly reducibleﬂ rep-
resentations w and w_ labelled so that 7 admits a Whittaker model for

the character <1 T) — = Y(x), such that O is equal to the difference

of characters
Or, —Or_.

For E/F unramified non-Archimedean, Ty 1, takes the basic vector of Sg(%)
(the image of the unit element of the Hecke algebra) to the basic vector of S(T')
(the unit of the Hecke algebra). Moreover, for every h in the unramified Hecke
algebra of SLy, it takes the image of h to 7*h, where 7*, under Satake isomorphism,
corresponds to pullback under the L-embedding 7.

10.4.2. Remark. The unramified Hecke algebra of T is trivial (~ C) if T"is
non-split; in that case, 7*h is the trace of h on the principal series represen-
tation of SLs induced from the unique non-trivial unramified character of
its Cartan; this is the same as the integral SSL2 hF;,, where F), is as in the

definition of 55”(%2) in 3‘
This formulation of the results of Labesse and Langlands is certainly

well-known to experts, but for the convenience of the reader I will outline
its reduction to the statements of the original papers.

Proof. To compare with the results of [Lan80, [LL79], first we need to relate
our trivialization of k-orbital integrals (along the rational canonical form

<1 _tl>) with that used in [LL79, Lemma 2.1]; the significant factor is the

K <M> (10.26)
79—

of loc.cit., where ' is what we denote here by 1, and the expression in brack-
ets can be identified with

factor

e—e
0 — 0’

where e,e’ € T(F) < E*, and €° fixed. The same factor appears in the
definition of a certain function yg on 7" in [Lan80, Lemma 7.19], except that
k' (our 1) was there denoted by w.

These factors depend on the choice of a base point €’ € T'(F); it is easy to
see that, if we choose the isomorphism of SLx(Resg / rG,) with SLy, and a
point ® € T(F), in such a way that the lower-left entry of the matrix of €” is

8The representations 7, 7_ are reducible if and only if # = ~' — in which case the
packet consists of 4 irreducible elements. However, at no point will we need to distinguish
between the irreducible components of 7 and 7_.
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equal to 1, these factors become equal to the restriction to 7" of the function
F, in our definition of x-orbital integrals in Thus, when we compare
the statement of the above theorem with the results of [Lan80, [LL79], these
factors will disappear, since we identified elements of S;(gr* Sla 2) as measures
on T J W by trivializing regular stable conjugacy classes along the rational
canonical form as above.

The statement on characters is equivalent to saying that, pulled back to
the space % with coordinates (c, t) as in 3 the difference ©,, — O,_ is
equal to the function

0, if F(Vt? —4) # E;
n(c)\(E/F, ) \/%), if 4,4 € T are the two elements with tr = ¢.

This is Lemma 7.19 of [Lan80], except that to fix the sign + that appears
at the statement of the lemma, one needs to look into the proof. Langlands’
normalization is that 7 has a Whittaker model for the upper triangular
unipotent group with respect to the character ¢, not ¢y~ as in our statement
of the theorem. (The description of 7, appears on p. 132 of [Lan80].) But
the result on difference of characters, then, which appears in his equation
(7.11), includes a factor of n(—c) (w(—c) in his notation), which means that
the torsor of conjugacy classes inside of a stable one is trivialized at ¢ = —1.
Applying the automorphism of SLy given by conjugation by the diagonal
element diag(1, —1), we obtain the statement with Whittaker character ¢)—*
and trivialization at ¢ = 1.

For a function ® on SLy, the image of the measure ®dg in 8“( is

equal to OF (®)+/[t? — 4|dt, where Of (®) is the k-orbital integral restrlcted
to values of ¢ with F'(v/ t2 —4) = E, and taken with a measure on the con-
jugacy classes that matches dg (in the sense that it disintegrates it against
+/|t? — 4]dt). The statement about transfer to S(T)" is then [LL79, Lemma
2.1], which states that a certain function y — ®7(y, ®) extends to a smooth

function on 7T'. That function, using our x-orbital integral which is based at
¢ = 1 hence absorbing the factor (10.26) of [LL79] is the function

ANE/F,p)/|t2 — 4|05 (®

Thus, the measure e — \(E/F, 1)/ | tr(e) Of. .(®)de, where de is any
Haar measure on 7', will live in S(7'), and it 1s ev1dently W-invariant. Its
push- forward to T /W, one can check is the measure )\(E /F, 1[))0”( )dt =

2ME/F, 1) \/—‘

mapping isomorphically onto their image in 7"/ W) equal to

SLo )

m Thus,

the “pullback” of % to T (in the sense of the lift ¢) is indeed an
element of S(T')". The fact that we obtain all elements of S(T)"V is implicit
in [LL79]], and easy to see. (One can produce many elements out of one by
multiplying by a smooth functionon 7" ) W)
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The fundamental lemma, i.e., the statement about basic vectors, is proven
in [LL79] before Lemma 2.4, and the equivariance with respect to the Hecke
algebra follows either by a similar direct calculation, or by the statement on
characters (once it is known, in the non-split case, that only for the trivial
character § and only when E/F is unramified is the packet {7} ,7_} un-
ramified, corresponding to the principal series of the non-trivial unramified
character). O

Having introduced the virtual character Oy, we backtrack for a moment
to complement the statement of Theorem [10.3.2] with a statement about
characters:

10.4.3. Theorem. For Oy as above, its evaluation at ¢ = 1, understood as a
function in one variable t, satisfies

(F1a1 1) Ople=1 = T+,

where J = Jr is the Kuznetsov relative character (“Bessel distribution”) of the
L-packet associated to ©g (or, equivalently, its (N, ~1)-generic element 7..), and
the composition of Fourier convolution #14 1 with multiplication by n is applied to
the space S(N, 1)\ SLa /N, 1)) of standard test measures for the Kuznetsov formula
Of SLQ

The Fourier convolution should be understood again as the Fourier trans-
form of a distribution.

Proof. The proof is identical to the proof of statement (2) of Theorem [4.2.1}
so I will only present the formal argument. Notice that the only difference
to that statement is the appearance of the character 7 in the Fourier convo-
lution, and the replacement of the stable character ©; by the endoscopic
character Q.

As in the proof of Theorem [#.2.1} let f € S((N,¢)\SLz /(N,¢)), and f x
dn its pullback to 512, an (N, 1)-equivariant measure (under left or right
translation) on the set of N-conjugacy classes on SLy. The pairing (which
should be understood as a regularized integral, as in the proof of Theorem
4.2.1)

(£.00) = |, ©n()f x dnlg)
~
is equal to the analogous pairing

<f7 ®H>

with the stable character, since 7_ is not generic (a fact that was used in the
proof of Theorem 4.2.1)), or to

(f,©9),
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for the same reason. On the other hand, as was explained in the proof of
that theorem, it is also equal to

f Jr, [
N\G/N

But ©y is only supported on the values of ¢ which are contained in the
image of T'(F') in T' J/ W, and is n-equivariant in the c-variable. Thus, we
have, formally,

(f,O4) = L (1) < J X n(c)W) dt.

The identification of the inner integral with .#14; o 7 now follows as in
(4.11); hence, (F1q,1 0 1)* O = Jr, . O

In §10.5/I will present a derivation of the formula for stable characters of
SLo based on the proposition above.

10.4.4. Proposition. The pullback of Oy € (S;;(S—Iﬂ;) ®46 %> " under the transfer

operator T,, of Theorem (10.3.2|is equal to Jyi, where 11 is the L-packet associated to
6.

Proof. As in (9.29), the transform U descends to a meromorphic family of
morphisms

S(X/SLOV))ia, ) = S (N, 9\ SLy /N, ).

1 &
L(Ad,x"1620e2)

tors through the image S

The proof of Proposition shows that, for almost all x, this map fac-
SLa I ) of a twisted push-forward map, and

Baa ’X(;?
computes its inverse,

S a(Naqu)\SIQ/Naw)_)S(SLz)

1 1
L(Ad,x"1620e2) Baq, x02

For x = 776*%, this inverse is given by the operator n o 14,1 = F14,1 0 1.

Notice that at x = 77(5% both the Mellin transforms of elements of

SL_(Ad 15 Q)(N, ¥\ SLy /N, 1) and of elements of S(X /SL(V))° have poles;
)X~ T020€e2
the former is stated in Proposition and the latter is Theorem [T0.3.2

o

which also shows that the residue, multiplied by the scalar factor m, :=
X)) |t2—4 % . . L 1
%, lives in Sg(gT;) ®d2.

Hence, taking residues of the Mellin transforms, we have a commutative
diagram:
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_ - i
SZ(Sym 1) (N> ?l)\G/Nﬂ/)) u 1S(X/SL2)O QS(X/SLQ)O
\L mo-Ress:Of(n5%+5)
14
S N SL, /N *> X /SL k (SLa
(Ad,msoe? ( w\ 2/ 7¢5 S( /S 2)(Aad 77677) S ( )®(52
(10.27)

where we have put exponents 1,2 above the two copies of S(X/SLs)° in
order to distinguish them.

I claim that the pullback of Oy to }S(X/ SL2)° under this diagram is equal
to Oy itself, understood as a function on X/SLy = % Granted that, the
proposition follows from Theorem

The claim follows from the commutativity of the diagram (10.18). Let us
recall that H x descends from symplectic Fourier transform § on the sym-
plectic vector bundle X — SLy; and that the map S(X/SLs) — S ”( SLz )®5 2
descends from the map that takes a measure ® - |w| x dg € S(X) to 1ts re-
striction to the zero section ®|s1,dg € S(SL2) (see Proposition [10.3.1). By
elementary properties of Fourier transform, the pullback of any general-
ized function © on SLj under the adjoint of

— S ,)

S(X) S(X restriction to S(SLQ) ®5%

zero section

is its pullback 7*© under the canonical projection 7 : X — SLy. We con-
clude that the pullback of the virtual character Oy to *S(X/SLs)° is equal
to ©y.

]

Combining the above with the theorem of Labesse and Langlands, The-
orem|10.4.1} setting 7r = T, © Tx, we can now prove Theorem [10.1.1

Proof of Theorem|10.1.1 Composing the Labesse-Langlands transfer 77, of
Theorem [10.4.1) with the transfer operator 7,. of Theorem [10.3.2} we obtain
10.22

the desired transfer operator 77. To compute it, we combine (10.22) with
the formula of Theorem [10.4.1] to write

Tr(f) —€<t ]’Efw ff (c > (zct)(z)da )

Explicating the lift /, we can write its argument as the product of the func-

tiont — (dt) 'NE/F, ) S, f (¢, L) n(xct)ip(x)da with the measure \/”‘itj,
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and the definition of ¢ states that this lifts to the pullback of the same func-
tion to 7', multiplied by the measure da. Thus, we get

TT(CQ(Q) = (dt)'NE/F, ) §,§, ] (e, §) n(act)p(z)dz
= (d)TNE/F, ), fo (5) n(zt)y(@)de,  (10.28)

with f;, as in (10.3).
The stated properties of this operator follow from the corresponding
properties of the transfer operators 7,. and 77,1, per Theorems|10.3.2}(10.4.1

and Proposition [10.4.4
O

10.4.5. Remark. As a check for our formulas, let us calculate the relative
characters on basic vectors. Hence, let /" be non-Archimedean, with ring of
integers o, and assume that the torus 7" is unramified (possibly split).

Let f € S(N,¢¥\G/N, ) be the image of the identity element of the Hecke
algebra, and 7 = x ® 7 an unramified representation of G = G,, x SLy,
whose L-packet we will denote by II. By (4.3),

¢(2)
R ICYERT)

Hence, if we replace f by the basic vector f (g2 1) € SZ(Sme D (N, Y\G/N, ),

¢(2)L(m, Sym?, 1)
<fL(Sym2,1)’ JH> T L(r,AdD)

Note that Sym2 denotes the descent of the Sme—representation of GLy un-
der GLy — G, x PGLy; that is, the adjoint representation of PGL» tensored
by the scalar action of G,.

If fr is the identity in the Hecke algebra of 7', and 6 is an unramified
character, we have (fr,6) = 1. On the other hand, the theorem states that

L(n,1) L(n,1)
¢(1)¢(2) ¢(1)¢(2)

1= (Fr,0) = { G Ty ) - (Fugsymny Ti0) =

_ L) <f g >: L(n,1)  ¢(2)L(r, Sym* 1)
C(1)¢(2) \TESy ) T ey e@) T Lz, Ady L)

where II is the endoscopic lift of § — that is: if T is split then IT = 1[x] the
principal series representation unitarily induced from 6, and if 7" is non-
split (so @ = 1), then Il = 7nx the principal series representation unitarily
induced from 7, the unique non-trivial quadratic unramified character.
One easily confirms directly that the right hand side is, indeed, equal to

1.
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10.5. An application: the Gelfand—-Graev—Piatetski-Shapiro formula. The-
orem provides the transfer operator from tori to the Kuznetsov for-
mula. On the other hand, we have already seen in Theorem how to
transfer between the Kuznetsov formula and the stable trace formula for
SLs. We will combine those two in order to obtain the well-known formula
for the stable transfer of characters from tori to SLa, when 7" is non-split:

O (t) = v012< e Solt). (10.29)

where:

e O3 is the stable character lifted from the character 6 of T', expressed
as usual in the trace variable ¢;

o Sy(t) = %\/%ﬁ) if a € T has trace t (and Sy is zero otherwise);

e x, denotes additive convolution in the variable ¢, with respect to an
additive Haar measure dt;
e the volume of T'is taken with respect to the Haar measure da which

is locally equal to m as before.

This is formula 2.5.4.(7) in the book [GGPS69] of Gelfand, Graev, and
Piatetski-Shapiro. In the split case, Sy is equal to the character of the lift,

i.e., the measure V012(T) ol is replaced by the delta measure at zero, and it

will become clear why this is so.

Theorem [10.1.T]states that the adjoint of the operator 776 takes the char-
acter 6 of the torus T to the relative character Jyj for the Kuznetsov formula
of G = SLy xG,,. This will be n-equivariant in the G,,-factor; let us now
ignore the G,,-factor, and use Ji to denote the restriction of the relative

character to SLy. For f € S(G), let f,(t) = §_ f(c,t)n(c), a measure in the
variable t. Then, (10.1) can be written:
Tr(f)(a) I (3)
da - J‘ ( )d.’[‘,

where t = t(a).

By Theorem[10.1.1

Jun = 716,
which from the above formula can easily be computed as
Ju(¢) = Am, ¥)n(¢) (w(e ) o | d*e) x S4(Q), (10.30)
where Sy(t) = %, with a, ! being the elements of T with t(a*!) =

t.
On the other hand, by Theorem

Ji = &, O,
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where 731, is given by multiplicative convolution by the measure (z)|z|d*.
Its adjoint (on generalized functions) will be given by multiplicative con-
volution by the measure ¢(1)|z|"1d* 2, and the inverse of that will be given
by convolution by ¢! (z)d* z.

Hence,

On(t) = (' (e)d e) » Ju(t)
= A1, 9) (¥ (0)d™0) * (n(t) (w(-’l)l . I’ldx-) * Sp(t)) -

If & denotes usual Fourier transform ®(y = (®(2)y(z)dzx (with self-
dual Haar measure with respect to ¢), the above can be wr1tten

On(t) = A ) [ v~ (tu)n(w)Solu)du
In the split case, where ) = 1, A(n, %) = 1, this just says that
O = Sy, (10.31)

the well-known formula for the character of a principal series representa-
tion.

Assume now that we are in the non-split case. Then 7 is the Fourier
transform of (n, 1,¢) ! ‘ v understood as a generalized function by a Tate

integral, and the above can be written

Am¥) m
v(n,1,9) ||

By (7.17), )‘fflww = Vof(T), where the volume of T is taken with respect
to the Haar measure da that is the quotient of the self-dual measure of the
associated quadratic extension E with respect to the character v o tr, and
the self-dual, with respect to 1, measure dt on F. I Claim that this is the

same as the measure da which, locally in 7, is equal to \/ﬁ Indeed, if

E = F(v/D) is the quadratic extension associated to the torus 7', and we
write z = x + yv D for an element, the self-dual measure with respect to

mn= *, Sp.

YPotris |4D|%d:zdy. Computing differentials for the sequence
1-T— RGSE/FGm - Gm — 1,

one sees that the multiplicative measure d*z = factorizes as the

2%~ Dy2|

product of the measure on 7" which is locally equal to p 2\l , and the mul-
y<|2

tiplicative measure on G,,. On T, the kernel of the norm map, we have

IDy?|2 = /|22 — 1], and together with the fact that 2 = L, this shows that

. . . dt
the quotient measure on 7' is the measure that is locally equal to =Tk
This proves the formula (10.29) for the stable characters.
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