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Keywords: The carbon dioxide (CO2)-based demand-controlled ventilation (DCV) has attracted prompt attention from the
€O Heating, Ventilation, and Air-Conditioning (HVAC) industry since its very first invention. Thereafter it has gone
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through several revolutions due to the rapid advancement in control and sensing technologies. Although a great
variety of COy-based DCV control strategies have been developed in the last two decades, there lacks a holistic
literature review that systematically analyzes and summarizes advances and applications of COy-based DCV in
commercial buildings. This paper examines the recent advances in the COz-based DCV in commercial buildings
and focuses on discussing the control-related issues in the applications of the CO2-based DCV by collecting and
assessing the available case studies in the recent two decades in terms of principles, complexity, and perfor-
mance. First, principles of the different COy-based DCV control strategies are elaborated, and their application
scenarios are summarized from the case studies. Second, advancements in sensing technologies and actuating
control devices are presented. On top of that, performance evaluation of the CO,-based DCV is conducted to (1)
quantify the benefit achieved from the state-of-the-art COy-based DCV; and (2) identify common issues and
challenges associated with the design and field implementation of the COy-based DCV. Finally, conclusions,
limitations, and perspectives for future research are summarized.

variable air volume (VAV) systems [3], multiple-zone single-path VAV
systems [4,5], multiple-zone VAV systems with multiple recirculation
paths [6], constant-air-volume systems [7], and split air-conditioning
systems [8].

Although a great variety of CO,-based DCV control strategies have
been developed in the last two decades, there lacks a literature review
that systematically analyzes and summarizes such applications. Such an
issue of a limited understanding of the various COy-based control stra-
tegies or CO; sensing has seriously impeded the development of this
technology and raised concerns from researchers and practitioners, e.g.,
Emmerich et al. [9]. On the other hand, the optimal design of HVAC
controls and appropriate field implementation are demonstrated to save
up to 30% annual HVAC energy use for conventional VAV systems
[10-13]. Likewise, different control strategies could yield different en-
ergy savings for implementing CO»-based DCV. However, few studies
conducted a holistic performance evaluation of various CO2-based DCV
control sequences. With the CO,-based DCV continuing to gain popu-
larity in commercial buildings, there is an urgent and practical need for a
holistic performance evaluation of the various COs-based DCV control

1. Introduction

The carbon dioxide (CO-,)-based demand-controlled ventilation
(DCV) has attracted significant research and application interests from
both heating, ventilation, and air-conditioning (HVAC) academia and
industry since decades ago [1], as the indoor CO2 concentration is an
effective bio-proxy for indicating the indoor air quality (IAQ).

The COy-based DCV is a control strategy for the building HVAC
system that modulates the actual outdoor airflow rate based on the in-
door CO3 concentration to maintain a good IAQ and reduce the building
HVAC energy consumption. One of the earliest studies of the CO5-based
DCV took place in an office building in Helsinki, Finland, in 1982 [2].
Since then, we have seen the prompt and widespread deployment of this
technology in hundreds of thousands of buildings worldwide. Mean-
while, the technology itself has also gone through many profound
changes and evolutions in this process. For instance, the CO5-based DCV
technologies have been explored with various control strategies in
different HVAC system configurations, including the single-zone
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Nomenclature

Symbol

A, zone area, m>

CR, zone criticalness

Coa outdoor CO, concentration, ppm.

C, return air CO, concentration, ppm.

Cs supply air CO, concentration, ppm.

Cser zone CO, concentration setpoint, ppm.

Css steady-state indoor CO5 concentration, ppm.

C, actual zone CO, concentration, ppm.

Cydesign ~ Steady-state CO, concentration at Vot-design y5m,

Cy-min CO5, concentration at Vo min, ppm.

Coref zone reference CO, concentration, ppm.

E, system ventilation efficiency

E, zone ventilation effectiveness

¢ indoor CO, generation rate per person, L/(sep)

P, number of people in the zone, p.

r Reference signal

R, area-based component of the ventilation rate

R, the people-based component of the ventilation rate

u Control signal/input

Upg Control signal/input of predictive controller

Ugg Control signal/input of feedback controller

v zone volume, L.

Vbz breathing zone required ventilation rate, L/s

Viz-a area component of the breathing zone outdoor airflow, L/s

Vbzp population component of the breathing zone outdoor
airflow, L/s

Viz zone discharging air flow rate, L/s

Voa measured outdoor air flow rate, L/s

Vot required outdoor air flow rate, L/s

Vot-design  design OA flow rate, L/s

Vot-min OA flow rate at minimum occupancy, L/s

Votmz required OA flow rate for the multi-zone HVAC system

Votsz required OA flow rate for the single-zone HVAC system

Vou Uncorrected required OA flow rate, L/s

V, zone ventilation rate, L/s

x State variables

y Output

Ydam OA damper position

Zy system level primary air fraction: largest zone primary air
fraction

Zpy zone primary air fraction: the fraction of the zone outdoor
airflow to the zone primary airflow

Abbreviation

ACH Air Change Rate Per Hour

AFMS Airflow Measurement Station

AHU Air Handling Unit

ANSI ASHRAE and American National Standards Institute

ARPA-E Advanced Research Projects Agency-Energy

ASHRAE American Society of Heating, Refrigerating and Air-
Conditioning Engineers

BAS Building Automation System

CO, Carbon Dioxide.

CIAI Indoor Air-Quality Index

CFFC Feedforward-Feedback Control

CRBMs Commercial Reference Building Models

CVRMSE Coefficient of Variation of the Root Mean Square Error

DCV Demand-Controlled Ventilation

DDC Direct Digital Control

DFDDTU Dual Fan Dual Duct VAV Terminal Unit

DOE U.S. Department of Energy

EES Engineering Equation Solver

ERV Energy Recovery Ventilator

HVAC  Heating, Ventilating, And Air-Conditioning

IAQ Indoor Air Quality

IDA InDoor Air

FPTU Fan-Powered Terminal Unit

MBE Mean Bias Error

MD Measurement Disturbance

MPC Model Predictive Controller

NDIR Non-Dispersive Infrared

NIST National Institute of Standards and Technology

OA Outdoor Air

OAR Outdoor Air Ratio

PFPTU  Parallel Fan-Powered Terminal Unit
PI Proportional-integral

PID Proportional-integral-derivative.
RL Reinforcement Learning

RP Research Project

SFPTU  Series Fan-Powered Terminal Unit

TAB Test, Adjust, and Balancing

T&R Trim-And-Respond

TVOC  Total Volatile Organic Compounds
VAV Variable Air Volume

vOC Volatile Organic Compounds

VRP Ventilation Rate Procedure

VSAT Ventilation Strategy Assessment Tool

sequences to summarize the existing experience and guide future
research.

1.1. Scope and objective

Considering all the limitations and gaps, this paper aims to present a
comprehensive review of the pros and cons of the CO,-based DCV con-
trol strategies as well as the sensor technologies developed and imple-
mented in the recent two decades. In addition, the performance of the
state-of-the-art COy-based DCV technology is assessed through a
comprehensive review of simulation-based and field-testing-based case
studies. In details, the following topics were reviewed:

e Emerging COy-based DCV control strategies and case studies with
better performances.
e Advancements in CO5 sensing technologies.

e A holistic performance evaluation of the state-of-the-art COy-based
DCV technology.

Various stakeholders are expected to benefit from this review, such
as the researchers, designers, engineers, control contractors, building
facility managers, and policymakers, whose work is involved with the
building ventilation system, indoor air quality, and/or CO2-based DCV
controls. It is noted that this review paper is focusing more on the VAV
system because the application of DCV in other systems (e.g., CAV) is
rather limited.

1.2. Literature pruning

The literature were collected in the following procedure [14]. First,
Google Scholar and Scopus by Elsevier were used as the search engine to
find the literature published in English. The keywords for the search
were {CO; or occupan*} and {demand control* ventilat*}. To highlight
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the latest progress, the literature were restricted to be published after
the year of 2000. This yielded a total of 1098 items in the first place.
Secondly, the literature in the pool were carefully and manually filtered
by removing the irrelevant items falling outside of the working scope.
For instance, the applications of DCV in residential buildings were
deemed irrelevant and dropped from the list. This pruning procedure
yielded 138 publications of interest, which include the journal article,
conference paper, project report, thesis, book section, and patent. For
those who are interested in research papers before 2000, please refer to
the previous review papers [9,15]. A word cloud analysis of the 138
publication titles is presented in Fig. 1. A stemming and lemmatization
method [16] was utilized to get rid of the redundant words and stop
words. Fig. 1 shows that computational “simulation,” “performance”
evaluation, system “monitoring”, development of “low”-cost sensors,
“smart” “HVAC” control strategy, and “optimization” of energy and
ventilation performance are most popular publication title words. In
addition, “occupancy” has become an emerging point in the CO-based
DCV, which is aligned with occupant-centric building design and oper-
ation in the last decades [17]. Finally, 63 publications were selected
manually that focused on the development and evaluation of CO2-based
DCV control strategies.

The paper is organized as follows. Section 2 elaborates on the
different types of COy-based DCV control strategies and summarizes
their application scenarios. Section 3 reviews critical control compo-
nents typically used in the DCV control (i.e., the CO sensor, outdoor air
flow rate sensor, and local terminal controls). The impacts of sensor
errors on the performance of the COy-based DCV especially discussed.
Section 4 assesses the benefits of energy savings for different CO2-based
DCV case studies and presents the practical issues and challenges when
the DCV is implemented in real commercial buildings. Section 5 con-
cludes this paper and discusses the perspectives for future research.

2. Review of COy-based DCV control strategies

This section reviews existing CO»-based DCV control strategies based
on an analysis of recent case studies. As shown in Table 1, three types of
COq-based DCV control strategies, as well as their subcategories, are
summarized from research papers, thesis, reports, standards, and
guidelines. These three types are rule-based controls, model-based
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Fig. 1. Word cloud analysis of the 138 publication titles.
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controls, and learning-based controls, respectively. Their existing ap-
plications in single-zone and/or multi-zone systems are also outlined.
The rule-based approach refers to a group of controllers in which control
actions are dictated by predefined rules. For example, the outdoor air
flow rate can be determined by the ventilation rate requirement from the
American Society of Heating, Refrigerating and Air-Conditioning Engi-
neers (ASHRAE) standards and/or guidelines. The model-based
approach involves an internal control model that adjusts the control
signals to achieve the desired behavior of the process. In the learning-
based approach, however, the controllers are learned from online data
along the trajectories of the control system in question. Three types of
CO3-based DCV control strategies and their subcategories are detailed in
the following sections.

2.1. Rule-based control

The rule-based controls can be further divided into three major
categories: Direct Outdoor Air (OA) Controls by the CO2 Setpoint, Venti-
lation Reset, and Ventilation & Zone Minimum Reset, which will be dis-
cussed with details in the following subsections.

2.1.1. Direct Outdoor Air (OA) controls by the CO, setpoint

In the first type of the rule-based DCV control, the CO5 setpoint is
directly used to alter the outdoor air damper position; thus, this method
is also known as the Direct OA Control by the CO3 Setpoint. This method is
widely used in both single-zone systems and multi-zone systems.
Depending on the number of CO5 setpoints used for controls, the Direct
OA Control by the CO> Setpoint could be further divided into the single
CO4, setpoint control and dual CO; setpoint control [18].

Fig. 2 illustrates the principles of the two varieties of direct OA
control. In the single setpoint control, the OA damper is adjusted to
maintain the indoor CO5 concentration at or below the fixed CO5 set-
point through a proportional-integral-derivative (PID) control. If the
OA damper reaches the minimum intake flow but the population in the
zone continues to drop, the OA damper remains at the minimum posi-
tion. Generally speaking, the single CO9 setpoint was suggested to be set
as the steady-state CO, concentration at the minimum occupancy of the
zone [18]. Lawrence [19] also recommended that the CO5 setpoint be set
as 90% of the steady-state concentration. The calculation of the
steady-state CO; concentration according to the ventilation re-
quirements in ANSI/ASHRAE Standard 62.1 is shown in Eq. (1). A table
of the recommended CO setpoints for different space types is provided
in Ref. [19].

8400E,

Coer =0.9(Cop + —5 1
' ( R, +R;;j:

; @

where Cq,; is the zone CO; concentration setpoint; C,, is the outdoor air
CO, concentration; E; is the zone ventilation effectiveness; R, is the
people-based component of the ventilation rate; R, is the area-based
component of the ventilation rate; P, is the number of occupants in
the zone and A, is the zone area.

Ke et al. [20] introduced a dual CO, setpoint control, which is
essentially an on-off controller that modulates the OA flow rate so the
indoor CO, concentration tends to stay between the two CO, setpoints.
When the indoor CO; concentration hits the upper limit, the design
ventilation rate will be used; while when the indoor CO5 concentration
decreases to the lower limit, only the area-component of the ventilation
rate will be used.

The User’s Manual of ASHRAE Standard 62.1 [21] proposed another
example of the dual CO, setpoint controls. This method adjusts the
outdoor airflow rate in proportion to the percentage of the CO3 signal in
the range of the two CO; limits, as shown in Eq. (2). It is noted that this
control strategy tends to over-ventilate the space at partial occupancy
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Table 1
Summary of CO»-based DCV control strategies.
Categories Control Strategies Reported System (Single- Pros Cons
Zone/Multi-zone)
Rule-based Direct OA control by the CO, setpoint (single CO, setpoint  Single-zone & Multi-zone e Easy implementation e Potential IAQ

control and dual CO, setpoint control)
Ventilation reset
Ventilation reset & Zone minimum reset

Single-zone & Multi-zone
Multi-zone

Model-based Predictive control

State Feedback Control

Single-zone

Learning-
based

Reinforcement learning-based control

Single-zone

o Widely applied in the field problems
e Demonstrated energy savings and e Lack of large-scale
ventilation compliance field tests
e Comparatively easy implementation
Single-zone & Multi-zone o Better performance if fine-tuned e Complicated
implementation
e Lack of field
demonstration
o Better performance after a long e Long training
training e Complicated
implementation
e Lack of field
demonstration

A

C,,,: CO, setpoint (zone, return air, supply air)

. Vormin < OA flow rate at minimum occupancy
/ Input: C,,,, Input: C, 40, % Diesian GA £t
v ; i -~ DESIEN oW rate
V("'m"" 4 VU"deSi ul ('z-min B Vor-mm ’ Var-(/esi on ot-design g

Reset Y/ V,, based on the CO,
PID control loop

Calculate yg,../ V,, based on the
proportional relationship of two Cc. -
CO; setpoints C..zoy0y, C.

C - CO, concentration at V/,

“z-design * 1-design

CO, concentration at 7/

‘z-min * ot-min

=N

A 4 A4

V,,: Required OA flow rate

OUtPUt: Ydam/ Vor

Olltpllt: Ydam/ Vot

Yaam : OA damper position

End End

(@) (b)

Fig. 2. Flowchart of (a) single setpoint control (b) dual setpoint control.

compared to the ventilation requirement from the ASHRAE 62.1 [18].
Therefore, it is less aggressive in the standpoint of energy savings
compared with the single setpoint control.

Cz — Cz—min

Vo=
szmin

(Vm—de.rign - Var—min) + Var—min ) (2)

szdes[gn -

where V,, is the required outdoor airflow rate; Vy;_gesign is the design OA
flow rate; Vir_min is the OA flow rate at minimum occupancy; C; is the
actual indoor CO, concentration; C,_mi, is the CO5 concentration at
Vot—min; Cz—design 1S the steady-state CO, concentration at Vo;_design-

The Direct OA Controls by the CO; Setpoint are not limited to single-
zone systems. When it comes to the multi-zone systems, the control
could be based on the CO; sensor in the common return duct, a repre-
sentative zone-level CO, sensor, or even the CO, sensor in the AHU
supply air main duct [22]. Due to the easy implementation, the direct
CO4, setpoint controls are widely used in multi-zone systems in field tests
[23]. For instance, in a 2015 field survey [23], 67% of the 98 buildings
in Minnesota that employed the CO3-based DCV were found to adopt
these controls, while 19% of them installed CO, sensors in the common
return duct.

The setting of the lower limit for the OA flow (i.e., Vye.min) could pose
a direct impact on the energy and ventilation performances of the direct
OA controls [23]. Currently, there lacks a consensus on the best practice,

but many researchers tend to set this value to be the area-weighted
ventilation portion as specified by the Ventilation Rate Procedure
(VRP) of ASHRAE Standard 62.1 [23].

Despite the significant energy-saving potential, the Direct OA Con-
trols by the CO2 Setpoint is also known to result in potential IAQ problems
for some zones due to the inconsideration of the system ventilation ef-
ficiency. Out of the concerns for the overventilation issue in some zones
and the underventilation issue in other zones, some studies [9,24,25]
discouraged the use of such control strategies for the multi-zone systems.

2.1.2. Ventilation reset

Fig. 3 depicts the flow chart of the Ventilation Reset algorithm for the
single-zone system and multi-zone system. Under the control sequence
for the single-zone systems, the system-level OA requirement is
dynamically reset following the minimum ventilation rule in the VRP of
ASHRAE Standard 62.1-2019, as shown in Eq. (3).

Ve =Vie—p + Vs = RyP. + RA; 3
where V,, is the breathing zone required ventilation rate; Vj, p and
Viz—a are occupant- and area-related components. R, is the people-based
component of the ventilation rate; R, is the area-based component of the
ventilation rate; P, is the number of occupants in the zone and A, is the
zone area.
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Start V pomin - Minimum OA flow rate

Vor-design - Design OA flow rate

Input: C, C,,V, E.
CI': Vd’:: V;r-de:im

V. : Zone discharging air flow rate

Input: C.(i), C,,V
E., G, Vili),Vor.design V,,: Uncorrected required OA flow rate

A

V,..-: OA flow rate for single-zone system

* Estimate P. from CO, models
* Calculate 7.
* Calculate 7, .

* Calculate V,, -

* Estimate P. from CO, models V- - OA flow rate for multi-zone system
* Calculate V., V,,, and E,,

P.: Zone occupant number

E,: System ventilation efficiency

Output: 7, .

Olltpllt: Vat»m:

E_: Zone ventilation effectiveness

C.,¢r: Zone reference CO, concentration

C.: Zone CO, concentration

(@ (®)

C, : Supply CO, concentration

C,.: Return CO, concentration

V: Zone volume

Fig. 3. Flowchart of ventilation reset control for (a) single-zone system (b) multi-zone system.

The dynamic occupant number can be estimated from the indoor CO,
concentration using multiple approaches (e.g., physical-based and data-
driven-based) [26]. Nevertheless, the steady-state physical-based model
is often used in most case studies [21]. This is because although the
actual system is usually not operated at steady-state and the CO2 con-
centration generally lags behind the change in actual occupant number,
the steady-state model is effective to calculate the required OA flow rate
to maintain an acceptable level of bioeffluent concentration. While the
required air flow based on the steady-state equations does not exactly
track the source strength of bioeffluents due to transient effects, it
generally guarantees an acceptable bioeffluent concentration [27,28].
Eq. (4) shows the steady-state equation to reset the ventilation rate for a
single-zone HVAC system. Afroz [29] verified the effectiveness of using
the steady-state CO, mass balance and proposed the involvement of
these equations into the Australian ventilation standard AS 1668.2 [30].

RA,

Vors: = E
< 7 "8400m

where Vs, is the required OA flow rate for the single-zone HVAC
system; C, is the return air COy concentration; E, is the zone air
effectiveness.

Instead of using the steady-state equation, Ng. et al. [31] adopted the
transient equation (as presented in Eq. (5)) that was discretized from the
governing differential equation in Eq. (6) by the forward Euler method.
The transient equation has a shorter response time and a higher occu-
pancy estimation accuracy for the highly dynamic occupancy. The re-
sults from an Engineering Equation Solver (EES) simulation indicated
that the transient equation could maintain an acceptable level of the
indoor CO3 concentration over the whole testing day for a single-zone
gymnasium. However, it also exhibited a random oscillatory behavior
though the actual occupancy was remained constant, possibly due to the
discretization of the derivative term used by the forward Euler method
as shown in transient Eq. (5), which increases the error propagation
compared with the case using the steady-state equation.

O -c V(e -c)

N = ,
At G

(5)

dC, (1)

Vv
dt

=N-G + V.-Cyy — V.-C, (1), (6)

where At is time step and i is the current step. C,, Cy, N, G, V,, and V
represent the indoor CO, concentration (ppm), outdoor CO, concen-
tration (ppm), number of people, indoor CO, generation rate per person
(L/(s-person)), ventilation rate (L/s), and zone volume (L) respectively.

For the data-driven ventilation reset algorithms, Rahman et al. [32]
investigated the Bayes theorem to estimate the occupancy based on the
indoor CO5 concentration and ventilation rate. Momeni et al. [33] used a
two-layer feed-forward neural network to predict the real-time occu-
pancy and the experiment was carried out to validate the proposed
control strategy. They compared the data-driven ventilation reset algo-
rithms with the steady-state and transient approach and concluded
limited improvements in terms of energy savings were observed [33].

For the multi-zone systems, the Ventilation Reset control could be
much more complicated since the zone-level OA requirement is different
while the OA fraction of the supply air is the same for all the zones. To
ensure a proper ventilation that satisfies the requirement of ASHRAE
Standard 62.1, the system OA intake should be modulated to guarantee
that the critical zone be supplied with an OA flow rate no less than the
standard requirement. This leads to a penalty that nearly all the other
rooms are over-ventilated in practice, and the unused OA from the non-
critical zones is accounted for during recirculation.

The real-time system ventilation efficiency, which is defined as the
efficiency with which the system distributes the OA to the ventilation-
critical zone, is thus calculated to correct the ventilation rate. Lin
et al. [34] evaluated the ventilation reset control in a classroom build-
ing. The results showed that 0.3%-11.0% of annual energy costs could
be saved depending on the climate zone. In the 2015 field survey of 98
buildings that employed the CO-based DCV in Minnesota [23], 15% of
the buildings used the Ventilation Reset control. The authors concluded
that such a strategy provided an excellent control over the indoor CO2
concentration and delivered good energy savings.

Despite the merits, there is a potential for further energy savings for
this control since some non-critical zones tend to be overventilated in
operation. A better practice is increasing the VAV box airflow rate of the
critical zone prior to increasing the system level OA because the
consequent increase in zone-level reheat energy usually consumes less
energy than the latter does for conditioning the excess outdoor air [35].
The relevant control sequence is called Ventilation & Zone Minimum
Reset, which is discussed in Section 2.1.3.
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2.1.3. Ventilation & zone minimum reset

The Ventilation & Zone Minimum Reset control carries forward the
sequences in Section 2.1.2 and further develops the zone-level ventila-
tion reset rules that interact with the system-level control.

Lin et al. [36] proposed two options to dynamically reset the zone
minimum primary airflow rate. The control logic is referred to as the
ASHRAE RP-1547 Logic [5]. Such control strategies could be broken
down into two levels: system level and zone level. The system-level
control is the same as that has been described in Section 2.1.2. On the
zone level, the minimum primary airflow rate of the critical zone is
dynamically reset to maintain the system operation at either a target
lower OA rate or a target higher system ventilation efficiency. Simula-
tion and field-testing results have shown that this type of control stra-
tegies could achieve significant energy savings in the climate zone that is
favorable for economizer operation (e.g., Oakland, CA) since the zone
minimum primary airflow setpoint could be lowered during operations
with the economizer mode. The simulation results for the same class-
room building as mentioned in Section 2.1.2 [36] showed that the
annual monetary saving ratios were 24.1% for Fairbanks, AK, and 46.2%
for San Francisco, CA.

Despite the advantages, the ASHRAE RP-1547 Logic also suffers from
some limitations, e.g., the control is too complex to comprehend, the
iterations used in the algorithm cannot be implemented in real control

( Start for CO, zone >

Zone Inputs: Cy,. E,. V,,
AHU Inputs: C, Z,, OA

From AHU:
C..Z,. OA
Rich

Rich
Calculate: Vy,. To AHU:
Voo Zp. CR, Zpy. Vi
Viz

Generate 2
requests

Generate 1
request until [
CR,<0.7

Generate 0

»

requests

v
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systems, etc. To address such limitation, O’Neill et al. [4] developed a
new control sequence on basis of the ASHRAE RP-1547 Logic. This new
control sequence is practical and implementable in typical single-duct
VAV systems with direct digital control (DDC) systems. Their logic is
referred to as the ASHRAE RP-1747 Logic [37]. As depicted in Fig. 4, the
ASHRAE RP-1747 Logic uses a trim-and-respond (T&R) control to reset
the zone minimum primary airflow based on the system outdoor air
status and the zone criticalness. The rationale behind it is that that when
the system is supplying a high fraction of outdoor air (e.g., when the
economizer is active and the primary air is OA Rich), no zone minimum
reset request is generated so all the zone minimum setpoints will fall
towards the ventilation minimum. When the system is not supplying
100% outdoor air, at some point the required outdoor air rate at the air
handler level will exceed the actual outdoor air rate (i.e., the primary air
is not OA Rich). At this point, requests will be generated in the critical
zone and the zone minimum airflow setpoint will rise all the way up to
zone maximum airflow setpoint, if necessary. O’Neill et al. [37] tested
the proposed logic in realistic simulations that accounted for dynamic
occupant behaviors and concurrent cooling loads. In addition, they also
implemented and assessed the stability of the proposed sequence in a
well-instrumented test facility in Iowa, U.S.

In the 2015 field survey of 98 Minnesota buildings that employed the
COg-based DCV [23], 19% of the observed system adopted the

V- : Breathing zone air flow rate
V,. : Zone required outdoor air flow rate

V,- : Zone primary air flow rate

V,.: Uncorrected required OA flow rate
V,.: Required OA flow rate

V,.: Measured OA flow rate

Z,. : Zone outdoor air flow rate ratio

Z, : Largest zone outdoor air flow rate ratio
E,: System ventilation efficiency

C,. : Breathing zone CO, concentration

C, : Supply CO, concentration

CR. : Zone criticalness

OA Rich: True whenV,, >V,,.

False when 7, <V,

CStalT for AHU SystenD
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Ventilation & Zone Minimum Reset control. Their analysis showed that
this sequence performed the best in terms of energy savings compared to
the other investigated sequences. However, it is noted that this control
strategy may still lead to a small risk of under-ventilation when the
system operates at the economizer mode under cold weather, possibly
due to the fact that a small amount of outdoor air may be sufficient to
meet the building cooling load. In addition, as DCV reduces outdoor air
intake airflows for ventilation to the building, the minimum limits may
need to be applied in this control strategy to ensure that an adequate
makeup is provided for building exhausts to facilitate the building
pressure control.

Recently, the ASHRAE RP-1747 Logic had been further expanded to
the multi-zone VAV systems with multiple recirculation paths [6,38].
Although the DCV control sequences for these systems have not yet been
finished partly due to the mathematical complexity of CO, mass balance
equations and the ASHRAE Standard 62.1 requirements for these sys-
tems, the similar DCV control sequences of the following systems have
been developed and evaluated using the virtual testbed of the Iowa
Energy Center’s Energy Resource Station: parallel fan-powered terminal
unit (PFPTU) with a constant volume fan; series fan-powered terminal
unit (SFPTU) with a constant volume fan; and dual fan dual duct VAV
terminal unit (DFDDTU) - snap acting control [39]. ASHRAE RP-1819
report [6] provides the details of this simulation-based COs-based
DCV study of VAV systems with multiple recirculation paths.

2.2. Model-based control

The model-based controls can be further divided into two major
categories: Predictive Control, and State Feedback Control, which will be
discussed with details in the following subsections. Fig. 5(a) depicts the
flow chart of the model-based control strategies and Fig. 5(b)-5(d) show
the commonly used formulation of the model-based controllers. Fig. 5(b)
and (c) are the predictive controllers which are discussed in Section
2.2.1 and Fig. 5(d) is a generalized structure of the state feedback
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v

ot-min » Vw—deyr n

Calculate V,, based on the
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non-linear process

i
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controller which is discussed in Section 2.2.2.

2.2.1. Predictive control

In Predictive Control strategies, the required OA flow rate is deter-
mined by an internal control model which predicts the impact of the
disturbances (e.g., varied occupancy) on the controlled variables (e.g.,
CO;, concentration) and adjusts the control signals (e.g., zone air flow
rate) to achieve the desired behavior.

Lu et al. [40,41] used a simple open-loop predictive model from Eq.
(7) to determine the ventilation rate in a single-zone sports training
arena. The occupant number was estimated from the CO, sensor mea-
surements. The control strategy was verified to have a similar energy
and ventilation performance to that of the PID controller.

C,(1)=Cy + (C,(0) = Cyy) ¥, %)
where Cg; is the steady-state indoor CO, concentration (ppm).

Gruber et al. [42] proposed a combined feedforward-feedback con-
trol (CFFC) for the ventilation control in an office room. Apart from the
predictive loop, a parallel feedback loop was added. As shown in Fig. 5
(b), the predictive controller first computed the control signal (i.e., zone
air flow rate) required to maintain the CO5 setpoint, and eventually, the
entire control was managed by the parallel feedback controller.

Gruber et al. [42] also implemented a closed-loop model predictive
controller (MPC), which was more complex than the CFFC. As illustrated
in Fig. 5(c), a sequence of future optimal control signals (i.e., zone air
flow rate) was determined by the optimizer over a control horizon with
considerations of cost function and constraints, but at the current time
step, only the first control signal was implemented. The horizon was
then moved forward, and the procedure was repeated. When designing
the MPC in this case, the parameters such as the volume of the room as
well as the time constant of the HVAC system components in their
predictive model need to be carefully estimated. In addition, tuning the
weights in the objective function can also be extensive and
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Fig. 5. (A) Flowchart of model-based control; and exemplary control block diagrams of b) combined feedforward-feedback control (c) receding horizon model

predictive control (d) state feedback control.



X. Lu et al

time-consuming. The results from Gruber et al. [42] showed the per-
formances of the CFFC and the MPC were very similar with small errors
and time delays of the estimated occupancy. But for the large estimation
errors and delays, CFFC has a large CO; concentration deviation over the
setpoint especially when the occupancy is underestimated. However, the
closed-loop MPC could still reside close to the setpoint.

Liu et al. [43] implemented a multivariate MPC in a server room for
energy efficiency and an acceptable indoor CO» concentration. The
multi-objective genetic algorithm was developed to find the optimal
ventilation setpoints. The results showed that the proposed MPC
controller outperformed the baseline Proportional-integral (PI)
controller with an energy-saving ratio of 5.22% and 13.39% less CO,
content over the setpoint.

Rackes et al. [44] proposed a multi-objective optimization strategy
to determine the OA flow rate and zone temperature setpoints in a
multi-zone medium office. The medium office in the Commercial
Reference Building Models (CRBMs) developed by the U.S. Department
of Energy (DOE) was used as the virtual testbed. The objective function
was to minimize the HVAC energy consumption, indoor COy concen-
tration, and total volatile organic compounds (TVOC) concentration.
The control strategies were tested in different typical days. The simu-
lation results showed that the control strategy could save 20-30% en-
ergy consumption in winter with the IAQ being unchanged or improved.
Besides, some cases in summer and mild seasons also showed significant
IAQ improvements with a low energy cost.

Instead of using a centralized approach, Wang et al. [45] proposed a
distributed model-based optimization strategy for the multi-zone
ventilation system. In this control strategy, the system- and zone-level
airflow rates were optimized in a distributed manner and coordinated
by a central agent. The proposed distributed approach was reported to
have a similar control performance with that of the centralized approach
but provides better scalability and reconfigurability.

2.2.2. State feedback control

The differential equation Eq. (6) has nonlinear dynamics due to a
multiplication of the ventilation rate and indoor CO, concentration
[46]. In State Feedback Control strategies, different feedback lineariza-
tion methods have been investigated to design a linear controller in the
existing case studies.

The direct feedback linearization technique was employed by
Ref. [47] to compensate for the nonlinearity in dynamics and the pro-
posed control strategy performed better than the PID controller. Kang
et al. [111] linearized a multi-input multi-output HVAC system
including the CO5 concentration using the feedback linearization tech-
nique [48]. On top of that, two linear controllers, i.e., a pole placement
and a linear-quadratic regulator, were designed to regulate the linear-
ized system at the desired CO2 concentration and temperature setpoints.
Lachhab et al. [49] linearized the bilinear differential equation of the
single-zone ventilation system and formulated a state-feedback
controller as shown in Fig. 5(d). The experiment results showed that
the state-feedback controller outperformed the PID and ON/OFF con-
trollers in terms of fan energy consumption and indoor CO5 level [49],
but was inferior to the MPC in terms of these two metrics as well as the
control metrics such as the settling and rise times [50]. Skrjanc et al.
et al. [51] designed an internal model control system with an inner loop
after the linearization, which constantly checked the indoor CO, con-
centration, and adjusted the OA flow rate accordingly to achieve a
desired CO5 concentration. The results showed the proposed internal
model control improved the indoor CO2 concentration significantly
compared to what the PI controller achieved.

It can be concluded that for the model-based control strategies, most
studies are targeted at demonstrating the efficacy of the controller
design. The model-based controller designs are generally complicated
due to the system’s nonlinearity. The parameters in the control model as
well as the exogenous inputs need to be accurately estimated. These
limitations prevent the practical application of the model-based control

Building and Environment 223 (2022) 109455

strategies to be used in field testing. In addition, the majority of the
studies only considered the ventilation control, with only two studies
[44,48] accounting for the collaborative control of both zone CO5 con-
centration and zone air temperature.

2.3. Learning-based control

Reinforcement learning (RL) was used to control the single-zone
ventilation system to keep the indoor CO5 concentration at or below
the setpoint while reducing energy consumption [52]. The experimental
results revealed that Q-Learning, a model-free online RL technique,
could save 78.08% more energy consumption compared to the ON/OFF
controller. Compared with the PI controller, the RL controller consumed
1.74% more energy, but achieved a slightly better CO5 concentration
level. Heo et al. [53] developed a deep reinforcement learning (Deep Q
Network) controller to optimize the energy and IAQ (evaluated in terms
of the indoor PM10 level) in a subway station. After 50,000 episodes of
training, the controller could save 14.4% energy and still control the
PM10 concentration to an acceptable level. It is noted that although the
same methodology could be theoretically applied to the RL-based
COq-based DCV, the particularly long training time of the RL agent is
a major hurdle for the RL controller to be used in real applications.

3. Control components

This section reviews the issues of critical control components on the
DCV system performance. The CO, sensor and OA flow sensor are two
critical sensor types in the COs-based DCV control strategies. Section 3.1
reviews the performance of the CO, sensors and summarizes the best
practice of the CO, sensor placement due to the uneven CO, concen-
tration spatial distribution. Section 3.2 discusses the issues with the OA
flow measurement. Section 3.3 reviews how the sensor error impacts the
performance of the COy-based DCV control strategies. Section 3.4 re-
views the issues of the local controls of actuating control devices on the
DCV system performance.

3.1. CO;, sensor

With rapid developments in sensing technologies, the price of the
commercial COz sensor for DCV systems has reduced from $400-500 per
sensor in 1998 [54] to as low as $20 per sensor today [55]. Although the
new CO; sensing technologies keep emerging [56-58], the commercial
CO, sensors used in DCV systems today are still mainly based on
non-dispersive infrared (NDIR) detection. This technique has been long
subject to the sensor drift issue due to the aging of the light source and
the accumulated dust or particles [9]. As another prevalent type, the
electrochemical CO5 sensors are also used in some DCV control products
but they do not last as long as NDIR sensors [15]. In the last 20 years, the
performance of CO3 sensors for DCV systems has been evaluated for
multiple times through either laboratory testing or field tests.

3.1.1. Sensor performance

Fisk et al. [59] first evaluated the accuracy of 44 NDIR-based CO,
sensors located in nine commercial buildings in 2006. The tested CO4
sensors were frequently found to have more than 20% error for the
measurement of the peak indoor-outdoor CO, concentration differences.
In addition, no clear relationship was found between the sensor accuracy
and sensor age. A follow-up larger-scale field testing was conducted in
2010 [60]. The accuracy of 208 single-location CO; sensors in 34
commercial buildings was evaluated. The results showed that the ac-
curacy level of the investigated single-location CO; sensors was
frequently lower than the required accuracy level in the by-then latest
California Title 24 Standard, i.e. 75 ppm [61]. The average absolute
value of error was as high as 154 ppm. In addition, significant differ-
ences were found between the average sensor accuracies from different
manufacturers. The multi-location CO, measurement system with more
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expensive sensors demonstrated a higher accuracy level according to the
field testing results.

In 2009, Maripuu [62] conducted a functional testing of the different
types of commercial CO sensors in the laboratory including the NDIR
sensors and the electrochemical sensors. A total of 12 different models of
CO4 sensors were tested. The functional testing results showed that the
majority of COy sensors fulfilled the manufacturer-specified accuracy.
The tested NDIR sensors had a higher accuracy level over the electro-
chemical sensors, while the latter showed a somewhat shorter response
time. In addition, the long-term stability of the NDIR CO, sensors was
assessed in one existing DCV system with the sensors having a history of
five years. The results showed that the majority of the tested CO5 sensors
had reasonable long-term stability. The absolute drift was less than 30
ppm for most of the time, while the average drift was about 18 ppm.

A similar functional testing was conducted in the same year for 15
models of NDIR wall-mounted CO; sensors in the Iowa Energy Center
[63]. A total of 45 sensors were evaluated, with three sensors being
selected for each model. The performance evaluation included the ac-
curacy, linearity, repeatability, hysteresis, humidity sensitivity, tem-
perature sensitivity, pressure sensitivity, and long-term aging effects.
The testing results showed a wide variation in sensor performance
among the various models. In some cases, a wide variation occurred
among the sensors of the same model. To be specific, none of the sensor
models or individual sensors met the manufacturer-specified accuracy
level. The error of many new CO» sensors could reach 75 ppm during the
testing, and higher than 200 ppm on some occasions. Most of the sensors
performed moderately in terms of nonlinearity, repeatability, and hys-
teresis. The humidity level did not have a significant impact on the ac-
curacy level, while the temperature and pressure variations did. In the
one-year consecutive testing, a wide variation in aging effects
occurred among the different sensor models. Some models showed an
aging effect of less than 30 ppm deviation in one year, while some
showed a large deviation up to 300 ppm.

In 2014, three models of inexpensive commercial NDIR sensors were
evaluated in an experimental chamber to determine their steady-state
and transient responses to CO, concentration [64]. It turned out that
all the three sensors responded linearly and accurately within a 5% error
range when being tested at CO; concentrations from 400 to 1900 ppm.
In addition, the three models were not significantly affected by tem-
perature due to the feature of the built-in temperature compensation.

Recently, Berquist et al. [55,65] tested three models of low-cost
NDIR CO, sensors in the laboratory chamber. It was noted that for one
model, 19% of the measurement errors fell outside of the range specified
by the manufacturer, while the other two models achieved reasonable
results in terms of accuracy, linearity, repeatability, and hysteresis. The
authors concluded from the testing results that the low-cost CO5 sensors
($20 each) may not be suitable for the DCV application, but the sensors
which cost around $60 per m? are good enough for such a purpose.

Table 2
Comparison of the requirements for CO, sensor performance.

DOE ARPA-E — SENSOR
program [67]

Building energy codes

Building Energy e Sensor Precision: 75 e Commercial price (including
Efficiency ppm at a 600 and 1000 the sensor installation and
Standards ppm concentration commissioning): <0.08 $/ft?

Sensor Calibration
Frequency: < once
every 5 years

Title24 [61]

Sensor Precision: +£30 ppm,
400-2000 ppm

Sensor Drift: <10 ppm/year
o Lifetime:> 3 years

ASHRAE e Sensor Precision: 50 o Selectivity: < 5 ppm change
Standard 189.1 ppm at 1000 ppm : pp 8
N for common gases such as
[66] concentratione

water vapor and volatile
organic compounds (VOCs)
commonly found in building
applications.

Time response: <1 min
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Table 2 lists the requirements for CO5 sensor performance in the
existing building energy standards [61,66] as well as the SENSOR (i.e.,
Saving Energy Nationwide in Structures with Occupancy Recognition)
program [67] of the U.S. Department of Energy (DOE) Advanced
Research Projects Agency — Energy (ARPA-E). The left column shows the
required CO; sensor performance in the present building applications
while the right column shows the minimum requirement for the research
and development, which reflects the anticipated COy sensor perfor-
mance for the future applications: low cost, high accuracy, more
robustness, and long lifespan.

As can be summarized from the above trend reviews of the CO,
sensor performance, although some studies have proved that the inex-
pensive NDIR CO; sensors might be accurate enough for the DCV
application [55,62,64,65], a high level of uncertainties and errors still
exist for the CO, concentration measurement in many case studies. For
instance, some testing results showed that many CO, sensors could not
meet the accuracy level required by the building codes [59,60,68] or
stated in the manufacturer’s specifications [65]; besides, the testing also
showed a wide variation in the measurement even for the same sensor
model [63]. Therefore, alternatives to low-cost NDIR sensors are still
needed. In addition, the sensor calibrations during the deployment and
maintenance thereafter are periodically required to ensure the func-
tionality of the DCV systems.

3.1.2. Sensor placement

Although many existing multi-zone DCV systems use the single CO,
sensor in the common return duct since it is the least expensive
approach, it is not recommended, as mentioned in Section 2.1.1. If the
common return duct approach was adopted, the local code officials
should be consulted and a more conservative CO5 setpoint may need to
be considered [23]. For the CO; sensor placement in the zone, several
standards and DCV guidance documents all suggest that the sensors
should be installed between 3 ft and 6 ft above the floor or at the
anticipated height of the occupants’ heads [61,66,69].

Some studies also provided recommendations for sensor placement
based on their investigations of the CO, concentration spatial distribu-
tion. For instance, Mui et al. [70] suggested placing the sensor near the
return duct with a more conservative setpoint (20 ppm down) in order to
achieve an acceptable IAQ considering the uneven COy concentration
distribution. Based on the field measurements, Fisk et al. [60] suggested
that the measurements collected near the return-air grilles may be pre-
ferrable to the measurements collected at wall-mounted locations since
the CO, concentrations at return grilles did not vary much. Using CFD
simulations, Pei et al. [71,72] also showed that the sensors placed near
the room exhaust had discrepancies less than 55 ppm for the mixed
ventilation mode. However, it is noted that the higher ventilation rates
are used in this study which represented variable air volume systems
with an economizer mode or dedicated outdoor air system. In the field
tests of DCV systems in schools and classrooms [73], the measured CO»
concentration near the return air grill showed good correspondence to
the CO5 concentration measured in the zone near the occupants. For the
displacement ventilation, the wall-mounted CO; sensors at breathing
height may be more suitable and yielded relatively smaller errors than
the sensors placed near the room exhaust due to the thermal stratifica-
tion [74,75]. Apart from that, a couple of studies verified that the sen-
sors placed on the desk were unstable, and the readings would vary
significantly mainly due to the impact of the occupant’s thermal plume
[76-78].

From the above reviews, it could be concluded that there is no one-
for-all best location for the CO, sensor placement, since the CO5 con-
centration distribution varies zone by zone. Overall, the CO5 sensors
should not be placed in proximity to the occupants, or near the doors and
windows. For the mixed ventilation, the placement near the return-air
grilles might be more suitable, while for the displacement ventilation,
the wall-mounted sensor placement might be more suitable.
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3.2. Outdoor airflow sensor

DCV operation does not only depend only on the input of CO; sensors
but also involves the measurement of OA flow rate for some control
strategies (e.g., ASHRAE RP-1747 Logic). An airflow measurement sta-
tion (AFMS) with the thermal dispersion air velocity sensor is proved to
have a measurement error generally less than 10% [79]. Hacker [23]
tested the accuracy of AFMS in five DCV systems and the results indi-
cated that these sensors performed accurately for most of the time and
over a range of airflows. The accuracy level of the AFMS usually de-
grades at a low outdoor air intake flow rate. This is because the OA
intake is generally sized for the economizer mode; hence the AFMS
would become less accurate when the DCV is activated if the OA duct-
works for economizer mode and DCV operation are not separated in the
design.

3.3. Sensor error impact

The impact of the sensor error on DCV systems has been analyzed
qualitatively and quantitively by many studies. Berquist [55] qualita-
tively analyzed the impact of the sensor performance degradation on the
DCV systems. For example, if the CO, sensor has a negative error, it
would cause the DCV system to activate later and deactivate earlier than
desired and would likely reduce the IAQ and building energy con-
sumption. Limited resemblance to a linear line would make the activa-
tion or deactivation of the DCV system’s operational modes more
uneven.

Lu et al. [80] quantified the sensor error impact of the CO, sensors
and OA flow sensors in a multi-zone single-path DCV system which
implemented the control strategy introduced in Section 2.1.3. The re-
sults showed that the sensor errors had a larger impact on the ventilation
performance than the energy performance. In addition, to reveal the
sensor importance in this DCV control strategy, a stochastic approach
was conducted using a sensitivity analysis. The results show that energy
savings potential and ventilation performance were influenced mostly
by the accuracy of system-level sensors (i.e., the CO2 sensors at the
supply duct and OA duct). The accuracy of zone-level airflow sensors
had a negligible impact on both energy savings and ventilation perfor-
mance. The accuracy of the zone-level CO; sensors, however, had a more
significant influence on the ventilation performance compared with the
zone-level airflow sensors. The accuracy from the CO; sensor in the zone
with relatively large loads (i.e., critical zones) moderately affects the
energy savings and ventilation performance. This information is critical
and valuable for the practitioners during their maintenance and
commissioning process. A similar methodology was applied to the zone
VAV systems with multiple recirculation paths to rank the sensors with
the largest error impacts [6].

3.4. Local controls

Apart from sensor non-idealities, local controls in actuating control
devices such as VAV terminal units, would also impact the performance
of the DCV control.

VAV terminal units might fail to perform as expected when a very
low airflow setpoint is commanded based on the DCV strategies. Liu
et al. [81,82] identified the major factors (i.e., inlet conditions, low
variable air volume damper positions, and low airflow rates) that caused
the inaccuracy and instability of VAV terminal unit performance.
Through a massive VAV box laboratory testing [83], it is reported that
most VAV terminal units are highly accurate down to about 0.003 inch
velocity pressure (VP) and controllable minimum setpoints are
approximately 8%-12% of the maximum airflow. This low achievable
controllable minimum setpoints could benefit the implementation of
DCV controls and bring more energy savings.

In addition, potential air balancing issues between the zone termi-
nals (e.g., incorrect zone terminal damper control) could also cause
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overventilation or underventilation. Zhao [84] compared several
different outdoor airflow control sequences of a multi-zone VAV system
in the laboratory setting. The results suggested that although some of the
control sequences could meet the outdoor airflow rate requirement at
the system level, the problem of overventilation and underventilation
happened frequently at the zone level regardless of the control strategies
for the system-level outdoor airflow. Different model-based air--
balancing methods were thus studied to realize more accurate airflow
controls. Jing et al. [85] developed a physical model for the airflow
network using a Bayesian linear regression. This model was used to
control the VAV damper position without causing an uneven distribu-
tion of the outdoor air. Cui et al. [86] built a data-driven model for the
duct branch system to control the damper’s angle based on the desired
airflow rate. The proposed data-driven black model did not require the
detailed duct fitting information as its input. An experiment was con-
ducted in a DCV system to verify the simulation results. The results
showed that the proposed method could effectively alleviate the over-
ventilation problem.

4. Performance evaluation of the CO,-based DCV

Two research questions arise while evaluating the performance of
the CO5-based DCV: (1) How much benefit could be achieved from the
DCV control strategy? (2) What are the practical issues when the DCV is
implemented in real buildings? The following section discusses these
two questions from the perspective of practical implementation. Section
4.1 introduces the common baseline for the performance evaluation and
Section 4.2 presents the overview of the performance metrics that are
commonly used. Simulation-based, experimental, field-testing ap-
proaches to conducting the performance evaluation were reviewed and
described in Section 4.3. A detailed discussion is presented in Section
4.4. Section 4.5 summarizes the rising issues during the deployment and
operation in real buildings.

4.1. Baseline

The selection of the baseline for quantifying the impact of a DCV
control varies based on use cases. The most commonly-used baseline is
the same HVAC system with a fixed outdoor airflow rate which is
calculated based on ASHRAE Standard 62/62.1 Section 6.2 (e.g. Refs.
[34,36,37]), California Title 24 [87] (e.g. Refs. [4,38]), or InDoor Air
(IDA3) Class 3 in EN 13779 [88]. There are also studies that compared
the proposed DCV strategies with the existing ones. Therefore, the
baseline in these cases would be the system in which the existing DCV
strategies were implemented.

4.2. Evaluation metrics

4.2.1. Energy and economics

The source and site energy savings of the HVAC system are often used
to evaluate the performance of a DCV from the energy perspective [4,
38]. The breakdowns of HVAC energy savings such as cooling, or
heating are also used by some special cases.

From the economics perspective, total cost savings [34,36], cost
savings per area and cost savings per design outdoor airflow rate [23],
and life cycle cost savings per area [87] are used. To demonstrate the
cost-effectiveness of the DCV system, the simple payback period is
calculated in some studies [23,89,90], as shown in Eq. (8).

Spev

Ny, = c
DCV

®

where Spcy is the annual utility savings coming from the COy-based DCV
strategy as compared with the baseline case and Cpcy is the installed cost
associated with the implementation of COy-based DCV.
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4.2.2. Ventilation

Most existing studies quantify the ventilation performance of a DCV
by analyzing the indoor CO. concentration level. For instance, the
excessive indoor CO5 content, which is defined as the integration of the
indoor CO, concentration over a recommended limit, could be calcu-
lated to serve this purpose [43,45]. Some studies used the peak and
average indoor CO; concentration as the ventilation metric [3,32,44].
The IDA classes [73] and indoor air-quality index (CIAI) [53] for indoor
CO;, concentration were also used to represent the CO; level. In addition,
the outdoor air ratio (OAR), as shown in Eq. (9) was used as a
system-level ventilation metric in some studies for multi-zone VAV
systems [4,37,38]. The system OAR smaller than 1 denotes the system
outdoor air is insufficient.

Voa

OAR =%
VOI

9

where V,, is the actual outdoor air induced into the AHU and V,, is the
required outdoor air by the building codes or standards, where the value
of V, is limited to the design value.

4.3. Evaluation approaches

4.3.1. Simulation

Building energy and IAQ simulations were typical tools in terms of
assessing the benefits of implementing the COy-based DCV. Fig. 6 depicts
the general framework of a simulation engine and its components,
including the building zone thermal load module, zone COy/contami-
nant module, HVAC system and component module, and the system
controller that implements the DCV control strategies. The major inputs
related to the operation of a DCV include the occupancy profile data,
which influences the zone CO2 concentration, and the configuration of
the building HVAC system. It is noted that although there have been
different simulation tools to implement such a framework; however,
different tools may have their own assumptions and limitations. It is
recommended to choose the simulation engine based on the actual needs
and the HVAC system so that the characteristics could be captured via
simulation [91]. Table 3 summarized pros and cons of mainstream
simulation tools for modeling CO,-based DCV systems.

The early design brief of CO»-based DCV systems [69] introduced the
use of several building energy simulation tools to enable the proper
modeling of the COy-based DCV system. The early tools include DOE-2
[95], eQuest [96], and Virtual Environment [97]. The DCV strategies
in these tools are simulated by controlling the outside air volume on the
system level with a sensor in the return air duct of a single-zone system
or with multiple sensors in the indoor spaces served by a multi-zone
system. On the zone level, a zone minimum flow fraction is specified
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Fig. 6. The general framework of the simulation engines to perform the eval-
uation of CO,-based DCV.
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Table 3
Summary of pros and cons of mainstream simulation tools for modeling CO,-
based DCV systems.

Building Pros
Simulation

Software

Cons

CONTAM [92] e Built-in simple DCV
controllers

Multi-zone IAQ and
ventilation analysis

program

Not capable of modeling
complex control strategies
Not for building energy
analysis

VSAT [90] e Could simulate specific
ventilation strategies for
several common building
types

A user-friendly and self-
explanatory interface

Not capable of modeling
complex control strategies
Limited HVAC system types
and DCV control strategies

Hard to simulate the
dynamic behavior of DCV
controls and local controls
Hard to reflect realistic
airflow distribution

Built-in modules to model
the code-compliant CO,-
based DCV for common
HVAC systems

Accurate load and
infiltration calculation

EnergyPlus .
[93]

.

Modelica [94] e Could support dynamic
behavior of DCV systems
Could support pressure-
related calculation and
reflect realistic airflow

distribution

Significant modeling efforts
and expertise

Large computational time
for the annual performance
evaluation

to reset the zone minimum airflow rate upward or downward based on
the determined zone OA flow rate requirements. Although these simu-
lation tools provide a quick prediction of the energy impacts of DCV,
they are not capable of modeling complex control strategies and HVAC
air loop systems. In addition, these tools provide less realistic simulation
results due to the simplified algorithms such as the simulation of the
radiant effects and the infiltration effects.

In an early study, Persily et al. [98] used the multi-zone IAQ and
ventilation analysis program CONTAM [92] to simulate the IAQ impacts
of the DCV since some simple DCV control strategies, such as the dual
CO4, setpoint control, were incorporated into the CONTAM program as a
built-in feature. However, the CONTAM energy analysis feature is usu-
ally not as accurate as that obtained from the other building energy
performance simulation tools [99].

Braun et al. [90] developed the Ventilation Strategy Assessment Tool
(VSAT) that could simulate specific ventilation strategies for several
common building types. The tool has a wuser-friendly and
self-explanatory interface and can calculate the energy and economics
results easily with customized inputs. One limitation of VSAT is that it
only incorporated limited HVAC system types and DCV control strate-
gies into the program; thus, the application is limited.

Considering the limitations of the above simulators, EnergyPlus [93]
and Modelica [94] stand out as the two mainstream simulation plat-
forms to be used for modeling the CO»-based DCV systems. EnergyPlus
has built-in modules to model the COs-based DCV as specified by the
VRP defined in ASHRAE Standard 62.1-2019 for single and multiple
path systems, and the indoor air quality procedure [100]. It also sup-
ports the easy modeling of the dual CO; setpoint control as discussed in
Section 2.1.1 above. For the complex rule-based CO3-based DCV, the
control sequence can be coded with the built-in Energy Management
System (EMS) module, which provides a high-level and supervisory
control to override selected aspects of EnergyPlus modeling (i.e., zone
minimum air flow rate, system minimum OA flow rate). Since the
infiltration and inter-zonal air flow rate pose an influence on the indoor
CO5, concentration, the built-in airflow network module could be used to
realistically model these effects. Another workaround is to couple
CONTAM with EnergyPlus to run a co-simulation. For instance, the
co-simulation platform combining EnergyPlus CONTAM [92] has been
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successfully adopted for evaluating the control strategy as discussed in
Section 2.1.3 [4]. In such a co-simulation framework, the zone infil-
tration flow rate and zone mixing air flow rate are passed from CONTAM
to EnergyPlus, and EnergyPlus takes care of zone contaminant calcula-
tion and DCV. Although the EnergyPlus-based simulation provides a far
better fidelity than the earlier simulators do, it still has the limitations
for simulating the dynamic behavior of the DCV controls and local
controls. Furthermore, it is hard to reflect the realistic airflow distri-
bution in EnergyPlus if the airflow network module is not used, which
may influence the modeling results.

These limitations related to controls could be properly addressed
using Modelica [94]. Modelica is an equation-based, object-oriented
language to model complex engineered systems that are described by
coupled systems of differential, algebraic and discrete equations. Jor-
issen [101] developed a validated Modelica-based airflow model using
existing sensors from a real office building with 23 zones being tested.
Validation results showed that the Modelica model could accurately
compute the total mass flow rates in the airflow system, proving the
validity of the model and demonstrating the use of Modelica to perform
detailed building airflow calculations. Merema et al. [102] modeled the
COq-based DCV system of a lecture room using the Modelica models
from the IDEAS library [103]. The simulated results were compared and
calibrated based on the monitoring data of room temperatures and CO,
concentrations. The simulated energy consumption was evaluated
against the measured energy consumption using the mean bias error
(MBE) and the coefficient of variation of the root mean square error
(CVRMSE) to ensure that the predictions were reliable. The following
parameters were adjusted during the calibration: thermostat convective
fraction of the zone air temperature sensor, the air infiltration rate, the
capacity of zone air, the PI setting of the VAV local controllers, and the
CO, generation rate. The results demonstrated that the convective
fraction, the air capacity, and the airtightness were the key calibrated
parameters. After the calibration, both the heating and fan energy
consumption fell in good agreement with the measured data with an
MBE of 4.8% and —1.8%, respectively. Apart from using the available
models in the IDEAS library, the system OA controller and zone-level
local controllers in the Modelica Buildings Library [104] are also
readily available for implementing the DCV control following the VRP
framework defined in ASHRAE Standard 62.1-2019. Despite the great
flexibility of modeling the dynamics of the DCV systems using Modelica,
it is worth mentioning that modeling with Modelica usually takes great
modeling efforts and computational time, especially for the annual
performance evaluation.

4.3.2. Experiment/field-testing

The performance evaluation of DCV through field tests often involves
data collection at different locations at both the system level and zone
level. The data could be usually obtained from the building automation
system (BAS). However, when the data is not available from the BAS, or
when the BAS data is not reliant, installing data loggers is usually the
only solution. The collected data should be processed for calculating the
relevant performance metrics (e.g., energy savings).

It is extremely difficult to conduct comparative experiments for the
DCV case and baseline case, which needs to have identical weather
conditions, internal gains, and occupancy profiles. Therefore, the sepa-
rate experimental data for the DCV case and baseline case are usually
collected in practice. The performance metrics are then normalized
based on varying factors such as the weather condition, occupancy
profile, etc. Lawrence et al. [3] used this approach to estimate the daily
and hourly cooling and heating energy savings from a real building that
deployed the DCV.

In some other field studies, the energy-saving potential was esti-
mated from the measured outdoor air flow rate and fixed design outdoor
airflow rate; hence the saved energy was actually the energy used to
condition the extra intake of OA. Hackel et al. [23] used this approach to
estimate the cost savings of six multi-zone VAV systems in Minnesota.
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Obviously, this method did not consider the zone terminal reheat en-
ergy; thus, the energy savings were usually underestimated.

4.4. Discussion

Table 4 summarizes the performance evaluation of different DCV
control strategies in the last two decades. The compared baseline, per-
formance metrics, evaluation approach, and testing conditions are pre-
sented to guide the practitioners. In particular, different influencing
factors are discussed in the following sections, including building types,
system configurations (i.e., single-zone or multi-zone), climate zones,
testing periods, etc. Section 4.4.5 presents of a high-level summary.

4.4.1. Building types

Most studies were conducted on a single building type, and most of
the object buildings are office buildings. From the studies that included
various building types, a general takeaway is that the greatest cost
savings occur in buildings that have dynamic and unpredictable occu-
pancy levels, such as auditoriums, gyms, and retail stores [3,89,98]. In
other words, the building spaces with constant occupancy patterns or
low occupant densities are generally not ideal candidates for imple-
menting CO»-based DCV considering the energy-saving potential.
Although most of such studies are targeted at the single-zone systems,
the conclusion could be safely extended to the multi-zone systems [23].

4.4.2. System configurations

Early studies of the rule-based DCV control strategies usually focused
on the single-zone system, while the recent studies tend to extend the
focus to the multi-zone system. Instead of using the CO, mass balance
equation to derive the relationship between the ventilation rate and CO4
concentration, the data-driven approaches are gaining popularity to
estimate the occupancy from CO- sensing for the control implementa-
tion [32,33,105]. However, such data-driven occupancy estimation
approaches do not significantly improve accuracy but become rather
complicated for implementations in real applications. Unlike the
rule-based DCV control strategies, most model-based DCV control stra-
tegies are for the single-zone system and are often only demonstrated in
the zone-level ventilation control.

4.4.3. Climate zones

In terms of the impact of climate zones, various studies conclude that
the greatest cost savings are likely to be achieved in the climate zone
with a hot summer and/or cold winter [34,36-38,89,98] regardless of
the DCV control strategies and system types. It is also noted that the
ventilation & zone minimum reset control strategy, as discussed in Section
2.1.3, has a high energy saving ratio even for the mild weather condition
with the air-side economizer operation because the zone minimum
airflow setpoint could be lowered during the economizer mode. How-
ever, due to the mild thermal loads, the simple payback periods still
might be high.

4.4.4. Other aspects

For the testing periods, some rule-based DCV studies investigated the
annual performance while all the model-based DCV control strategies
only covered a limited testing period. For the evaluation approaches,
most studies conducted either simulation or field testing, while only one
study evaluated the proposed DCV strategies through both simulation
and field testing [4]. The majority of the rule-based DCV strategies have
been evaluated through the high-fidelity virtual testbed or field tests;
however, most of the model-based DCV strategies were evaluated in the
simulation environment. For the baseline, most studies used the con-
stant outdoor airflow rate calculated from ASHRAE Standard 62.1 VRP.
In contrast, some other studies compared the newly-proposed DCV
control strategy with the existing one [32,33,40,44,49].
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Table 4
Summary of performance evaluation of different CO»-based DCV control strategies.
Control Year/  DCV Control Simulation/ System Type  Room/ Climate Evaluation Baseline Energy Saving Ventilation
Category Ref. Strategies Field Test Building Period
Type
Rule- 2003 Direct OA Field Test Packaged Schools, fast 2 different Summer Constant Cost saving: No change or
based [3] control (PI) rooftop unit food climate zones and winter rate 4-23% for improved
& heat restaurants, in California weeks (ASHRAE 62 cooling; small CO,, level
pump; drug stores VRP) for heating
Single zone
2003 Direct OA Simulation Packaged Classroom, 16 different Whole year Constant Cost saving: Not
[89] control (PI) (VSAT) rooftop unit auditorium, climate zones rate 2.7-51%j; mentioned
& heat gym, office, in California (ASHRAE 62 Payback year:
pump; restaurants, VRP) 0.4-39 with an
Single zone retail store average of 2
years
2003 Direct OA Simulation Single zone Office, 6 cities in the Whole year Constant 10-80% Average CO,
[98] control (dual (CONTAM) conference U.s. rate level 100
CO, setpoint room, lecture (ASHRAE 62 ppm higher;
control) hall, VRP) VOC level
classroom, 2-3 times
fast food higher
restaurant
2012 Direct OA Simulation Multi-Zone Office 7 cities in U.S. ~ Whole year Constant 15-23% Not
[22] control (supply (eQuest) building rate mentioned
air, PI) (ASHRAE
62.1 VRP)
2014 Direct OA Field Test Package air Office Gifu, Japan One Without DCV ~ 20-30% Not
[106, control (PI) conditioner building summer and energy mentioned
107] with energy day, one recovery
recovery winter day ventilator
ventilator (ERV)
2014 Direct OA Field Test Multi-Zone Classroom Venice, Italy Cover Constant 31% heating Not
[108] control (PI) building whole ventilation energy in mentioned
summer airflow rate winter and
and winter 40% fan energy
2012 Ventilation Field Test Multi-Zone Office Hongkong, Cool spring Two-stage 45-52% No change or
[109] reset with building one China day, direct OA improved
limited sensors floor Summer control CO,, level
day, Cold
Winter day
2014 Ventilation Simulation Multi-Zone Office 16 climate Whole year Constant Cost saving: Not
[34] reset (steady- (Energyplus) building zones in U.S. rate 0.3-11% mentioned
state CO4 (ASHRAE
balance) 62.1 VRP)
2020 Ventilation Simulation Single Zone University West One day Constant 5-9% Maintain
[110] reset (ANN) (MATLAB) auditorium Lafayette, U. (March 10, rate compared to similar CO,
S. 2019) (ASHRAE mass balance level
62.1 VRP); method
Ventilation
reset

(steady-state
& transient

CO,, balance)
2020 Ventilation Field Test Single Zone Office Seoul, Korea Three days Dual CO, 10% less 6% higher
[32, reset (Bayesian building setpoint ventilation rate  average CO,
105] MCMC) control to dual CO, level
setpoint
control
2015 Ventilation Simulation Multi-Zone Office 16 Climate Whole year Constant Cost saving: Not
[36] reset + zone (Energyplus) building zones in U.S. rate 24.1-46.2%; mentioned
minimum reset (ASHRAE $0.36-0.98/
62.1 VRP) cfm
2019 Ventilation Simulation Multi-Zone Office 4 climate Whole year Constant 9%-32% Outdoor air
[37] reset + zone (Energyplus building zones in U.S. rate ratio
minimum reset + CONTAM) (ASHRAE
& Field Test 62.1 VRP)
2020 Ventilation Simulation Multi-Zone Office 4 climate Whole year Constant 7%—21%; Outdoor air
[38] reset + zone (Energyplus building zones in U.S. rate $0.2-0.42/cfm ratio
minimum reset + CONTAM) (ASHRAE
62.1 VRP)
2015 Direct OA Field Test Multi-Zone Office; Minnesota, U. Whole year Constant Maximum 34% Poor CO,
[23] control; library; S. rate of AHU energy level for
Ventilation gallery (ASHRAE consumption; direct OA
reset; 62.1 VRP) $0.05-0.43/ft%,  control by
Ventilation $0.39-1.14/ return duct

CO,, sensor

(continued on next page)
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Table 4 (continued)
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Control Year/  DCV Control Simulation/ System Type ~ Room/ Climate Evaluation Baseline Energy Saving Ventilation
Category Ref. Strategies Field Test Building Period
Type
reset + zone cfm, Payback
minimum reset year:4-8
2020 Discrete Field Test Multi-Zone Lab room Dalian, China Two hours Constant 6.1% Not
[111] outdoor air flow ventilation mentioned
rate airflow rate
determination (55% of the
maximum
0OA)
Model- 2013 Open-loop Simulation Single Zone A sports Finland Two weeks Dual CO, NA (ventilation  Slightly
based [41] predictive (Matlab/ training setpoint rate: 34-38%) higher
Simulink) arena control average COy
level
2014 Model Simulation Single Zone A server East Two weeks Direct OA 5.2% CO,, content
[43] predictive (Matlab/ room Netherland control with reduced by
control Simulink) PI controller 13.39%
2014 Multi-objective Simulation Multi Zone Office Philadelphia, Cold winter ~ Constant 20%—-45% of Nearly
[44] optimization (EnergyPlus building u.s. day, hot rate HVAC site unchanged
+ GenOpt) summer (ASHRAE energy in Jan. or improved
day, and 62.1 VRP); CO;, level
mild fall Ventilation and TVOC
day reset DCV level
2020 Multi-agent Simulation Multi-Zone Medium Hong Kong, Hot and Constant 11%-19% Lower CO2
[45] based (Matlab + office with China humid day; rate content by
distributed TRNSYS) six rooms cool and (ASHRAE 59%-100%
optimization dry day 62.1 VRP)
2014 Linearization Simulation Single zone Single room Not Five hours NA NA NA
[48] and controller mentioned
design (LQR and
pole placement)
2018 Linearization Field Test Single zone Lab room Rabat, Three days On/off, PID 47% compared Fewer
[49] and controller ventilation Morocco controller to off/on the fluctuations
design (state system controller; 21%  of CO, level
feedback compared to to the varied
control) PID controller occupancy
2014 Linearization Simulation Single zone Gallery Not Sixteen PI controller 3% Fewer
[51] and controller ventilation mentioned hours fluctuations
design (Internal system of CO; level
model control) to the varied
occupancy
Learning- 2014 Reinforcement Simulation Single zone Single room Not One day PI controller 1.74% Nearly
based [52] learning ventilation mentioned unchanged
system or improved
CO,, level
4.4.5. Summary 4.5. Prevailing issues in design and operation

From Table 4 and the above analysis, we can see that the perfor-
mance of DCV systems varies significantly with the factors such as the
control sequence, building and system configuration, occupancy
schedule, climate zone, and baseline determination. Therefore, it is
difficult to provide an overall conclusion on the maximum benefits from
the state-of-art DCV control strategies. To give a high-level summary, we
choose the office building as the benchmark building type and the
constant OA flow rate calculated from the ASHRAE 62.1 VRP as the
baseline. The following conclusions could be reached from this review
study:

e For the single-zone office building, under the premise that the
ventilation requirement is maintained, the cost savings of DCV usu-
ally range from 2.7 to 12.5%, depending on the control sequence and
climate zone. In most cases, the simple payback period is less than
two years.

For the multi-zone office building, under the premise that the
ventilation requirement is maintained, the cost savings usually range
from 0.3 to 46.2% depending on the control sequence and climate
zone. The ventilation reset with the zone minimum reset control
logic achieves the best performance regarding cost savings among all
the DCV control strategies in field testing. In most cases, the simple
payback period is estimated to be between four to eight years.
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While the impacts of the CO,-based DCV in terms of energy savings
and ventilation have been well investigated and demonstrated, little is
known about the rising issues during its deployment and operation in
real buildings. This section reviews the existing field evaluations to fill
this knowledge gap. Table 5 summarizes all the emerging issues iden-
tified from the cases studies of field testing, with the topics ranging from
design, deployment, and commissioning, to system operation.

Acker et al. [25] conducted a field testing in six commercial buildings
where the COy-based DCV was implemented between 2006 and 2008.
One of the six buildings failed the control loop testing when the physical
output of the CO; sensor did not signal the damper movement. All the
buildings failed the outdoor supply air balancing test. The authors
ascribed the incorrect OA rate to the inappropriate test, adjust and
balancing (TAB) process with limited design specification schedules of
DCV system information. The authors also pointed out that the
multi-zone systems that only use CO5 sensors at the common return duct
cannot guarantee the indoor air quality for the critical zone due to this
zonal averaging CO; sensor location. The CO,-based DCV systems in this
case did not operate as expected due to the control loop error, poor
sensor placement, and improper TAB with the information provided in
design documents.

Schibuola et al. conducted a long-term performance monitoring of
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Table 5
Summary of the issues during the DCV design and operation.
Year/ DCV Control Strategies Building/System Issues/Problems
Ref.
2011 Direct OA control Four office buildings, two schools e Broken control link between CO, sensors and outside air damper positioning.
[25] e Poor sensor placement at the return main duct.
e Improper TAB with the information provided in design documents.
2014 Direct OA control Classroom building; A rooftop unit with two internal e Untuned PID controller.
[108] AHUs (not a typical HVAC design)
2018 Direct OA control Four lecture rooms and landscaped offices o Inappropriate design minimum and maximum air flow rate according to the
[73] realistic occupancy.
e Wrong CO, sensor placement.
2019 Direct OA control New schools e Wrong CO, sensor placement.
[114]
2017 [4] Ventilation & zone Medium office buildings; Single path multi-zone VAV o The limits set in the complex rule-based control strategies caused a small risk

minimum reset systems

of underventilation.

The inappropriate setting of control parameter some control parameter
settings such as the dead band and time delay.

Required zone minimum lower than the VAV box controllable minimum in
some cases.

The potential risk of under-ventilation when determining the design outdoor
air flow rate.

The potential of the building pressurization issues.

the CO2-based DCV system in a classroom building [108] and a library
[112,113] using the direct OA control based on the return duct CO,
sensor. The results showed that the PI controller caused significant os-
cillations around the CO; concentration setpoint due to the impacts of
the dynamic occupancy and inertia of the system. After the manual
tuning of the proportional gain, a considerable OA flow rate reduction
with a better control of the indoor CO, concentration level was realized,
which indicated that the COy control loop tuning in an individual
building is critical for the control strategy implementation.

Merema et al. carried out two half-month monitoring studies of the
COy-based DCV systems in school and office buildings [73]. Although
the tested control strategies ensured a good IAQ and energy savings for
all the cases, there still emerged some issues related to the control design
of the minimum and maximum OA flow rate as well as the CO5 sensor
position. The first issue was found in an office building where the OA
was at the minimum airflow rate for 67% of the time which indicated
that the minimal airflow rate setpoint could not meet the requirement of
the actual occupancy. The second issue was noticed in the lecture room
where the CO5 sensor installed above the return air grille with a higher
value compared to the values measured in the occupied zone.

Simanic et al. [114] conducted a long-term indoor air quality
monitoring of the newly built low-energy schools in Sweden. They found
that the schools with CO»-based DCV provided satisfactory indoor cli-
mates in terms of CO5 concentration levels. However, they identified one
issue regarding the sensor placement. The short circuit between the
supply air and the exhaust air devices due to high supply air tempera-
tures would underestimate the CO5 levels in the occupied spaces.

In the ASHRAE Project 1747 [4], the developed DCV logic was tested
through a series of full-scale operational tests at the Iowa Energy Cen-
ter’s Energy Resource Station facility from November to December
2016. The field testing demonstrated the successful implementation of
the proposed DCV logic in a real HVAC control system with close
compliance with the ventilation requirements of Standard 62.1 under
varying occupancy and operating conditions. The tested control se-
quences were generally stable for most operation scenarios, though
several issues were identified in the testing period. First, the complex
rule-based control suffered from a stability issue due to the incorrect
setting regarding the hysteresis and therefore, some limits were added to
ensure the stability of the control. However, this may result in a small
risk of underventilation in circumstances where transients lead to the
fluctuating ventilation requirement. Second, some control parameter
settings such as the dead band and time delay are critical and sensitive to
the tuning of the OA control. In addition, the trim and response rate for
the zone minimum rest may need to be tuned for a stable operation.
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Thirdly, the zone required OA in some cases was found to be lower than
the VAV box controllable minimums. This may slightly limit the airflow
reductions and energy savings associated with DCV operation in econ-
omizer modes. Fourthly, the assumption of the design system ventilation
efficiency equal to 1 might be conservative to ensure compliance with
Standard 62.1 at all times. Therefore, the designer for this control
strategy should determine the design outdoor air intake flow with care.
Fifth, the control strategy does not account for the building pressure
control.

5. Conclusions and future directions
5.1. Concluding remarks

This review paper focuses on the DCV control-related topics, along
with the performance assessment through available case studies. We
reviewed the publications regarding the “control” system, including the
available COy-based DCV control strategies and sensors for the COo-
based DCV controls. The conclusions are summarized as follows:

e Direct OA Controls by CO2 Setpoint are mostly widely used in earlier
DCV applications and could be adopted in both single-zone and
multi-zone systems. However, some practitioners have specific con-
cerns about implementing control strategies for the multi-zone sys-
tems due to the potential adverse impacts on IAQ.

Ventilation Reset control dynamically resets the OA flow rate, which
derives the real-time occupancy from the steady-state mass balance.
Transient equations and other data-driven methods could also
replace the steady-state equations. However, the merits of these
approaches need to be further demonstrated.

Ventilation & Zone Minimum Reset is the most promising control
strategy for multi-zone systems due to the dynamic interaction be-
tween the system and zone level OA control. This type of control
strategy can save significant energy costs in climates that are
favorable for economizing because the zone primary airflow mini-
mum setpoint could be lowered during the economizer mode at the
system level.

For the model-based control strategies, most studies are targeted at
demonstrating the efficacy of the controller design. The model-based
controller designs are generally complicated due to the system’s
nonlinearity. In addition, the parameters in the control model and
the exogenous inputs need to be accurately estimated. This prevents
the implementation of the model-based control strategies at a large
scale in the field.
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The application of learning-based controller in DCV systems is still
premature. The particularly long training time of the RL agent is a
significant hurdle for the real-world applications of learning-based
controllers, which is a well-known problem for applications in
many other domains as well [115].

Many model-based and learning-based control strategies only
consider the ventilation control of the indoor CO5 concentration. To
our best knowledge, only two studies accounted for the collective
control of both zone CO; concentration and zone air temperature.
Commercial CO5 sensors mainly used in DCV systems today are still
NDIR sensors, although the price per sensor could be reduced to $20.
Although a few studies prove some inexpensive NDIR CO3 sensors (~
$60 per sensor) would perform sufficiently accurately for the DCV
[55,62,64,65], significant uncertainties of the measurement errors
still exist in many cases.

The accuracy of the AFMS will degrade at the low outdoor air intake
flow rate, and a separate OA ductwork for the economizer is
suggested.

Local controls in actuating control devices such as VAV terminal
units would impact the performance of the DCV control. VAV ter-
minal units might fail to perform as expected at very low airflow
rates but the minimum controllable setpoints could be approximately
8%-12% of the maximum airflow. In addition, potential air
balancing issues between the zone terminals could cause over-
ventilation or underventilation. Different model-based air-balancing
methods were studied to realize more accurate airflow controls.

Finally, a performance evaluation of the CO»-based DCV is con-

ducted. Two research questions are being answered: (1) How much
benefit could be achieved? (2) What are the common issues during the
design and operation? The summarized answers are listed as follows:

The associated benefits would be varied with different control se-
quences, building and system types, occupancy schedules, climate
zones, and the compared baselines.

The most considerable cost savings from COy-based DCV occur for
buildings with variable and unpredictable occupancy levels, such as
auditoriums, gyms, and retail stores. However, the most studied
building type is the office building. For the single-zone and multi-
zone office buildings, the cost savings range from 2.7 to 12.5% and
0.3-46.2%, respectively, which depends on the implemented se-
quences and climate zones. In most cases, the payback period was
less than two years for single-zone systems, and the payback period
was estimated between four and eight years for multi-zone systems.
The ventilation reset strategy with the zone minimum reset performs
better than all other field implemented DCV control strategies.

The common issues for the field implementation include the
incomplete information regarding the COy-based DCV in the design
document, inappropriate TAB procedure during the deployment and
commissioning, inappropriate sensor placement, wrong settings of
the critical control limits and parameters, and untuned local
controller. It can be seen that the commissioning is a crucial step for
the COy-based DCV to achieve the expected performance.

5.2. Future research questions and directions

This review covers important and urgent topics regarding the

control-related issues for COy-based DCV in commercial buildings, but
also identifies gaps with potential improvement suggestions for further
research, which are summarized as follows:

The low-cost commercial NDIR CO2 sensors still have reliability is-
sues. Therefore, alternatives to low-cost NDIR sensors are desper-
ately needed.

There is limited guidance on recommissioning of the CO5-based DCV
system, and the best practices of the sensor calibration and system
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maintenance of the DCV systems are largely unknown. The auto-
mated fault detection and diagnostic for the DCV systems are lacking.
Our review indicates the importance of setting the design and control
parameters in the rule-based DCV control strategies, such as the
design OA higher and lower limits and the hysteresis parameters in
the control sequences. Future investigations are needed to provide
insights on the optimal parameter settings.

Our review identifies the lack of field tests of advanced rule-based
COg-based DCV strategies, as listed in Section 2.1.2 — Section 2.3,
especially for the multi-zone system. Although the ventilation & zone
minimum reset control has demonstrated its efficacy in the ASHRAE
RP 1747 functional test, there are limited field tests for this relatively
new strategy in the real building operation. The vast of majorities of
new sequences are only tested through simulation-based studies. All
the model-based sequences were only tested in the simulation envi-
ronment. However, the simulation has inevitable shortcomings and
artifacts such as the assumption of the well-mixed air, the simplifi-
cations of the local controls, etc. ASHRAE 1747 project functional
tests did show rare cases where CO5 concentration exceeds 2000
ppm. However, this is never shown in its simulation.

Although the model-based controllers are hardly implemented in the
field, the results from the model-based optimization have the po-
tential to be extracted into the expert knowledge and used in the
rule-based control strategies [116]. The future work of the
model-based controllers should be compared to the
high-performance rule-based control strategies identified in this
paper.

There exist limited comparative studies between the CO2-based DCV
strategies and the DCV strategies from occupancy detection using
other sources [117]. The comparisons need to include the sensor
performance, the performance evaluation from the energy and
ventilation perspectives, the implementation complexity, the costs of
the installation and maintenance, etc.

There exist no comprehensive studies that compare the performance
of different CO9-based DCV strategies in a standardized setting. For
future performance evaluation, different CO,-based DCV strategies
should be tested in the same test conditions such as the building and
system type, the climate condition, the occupancy schedule, etc. A
general performance index that considers the trade-off between en-
ergy and ventilation performance should be developed.

5.3. Limitations of this review paper

The limitations of this review paper are also outlined as follows:

An exhaustive literature search described in Section 1.2 has been
implemented to collect all the recent publications and reports related
to COy-based DCV applications. However, the findings and conclu-
sions of this review paper might still be restrained since the meth-
odologies and control methods analyzed herein are inevitably
limited to the literature available. For example, the application of
COg-based DCV in VAV systems is discussed in detail, while the other
system configurations, such as the CAV system, are only briefly
mentioned in this paper since the majority of the returned case
studies from literature research are focused on the VAV system.
Furthermore, the application of learning-based controls in CO5-based
DCV systems is somewhat limited in the existing literature; hence
this paper does not present a deep analysis of it.

Advanced control algorithms (e.g., model-based/learning-based
controls) and sensing technologies are rapidly evolving but have
yet to be applied on a large scale in CO,-based DCV applications. This
will provide an unprecedented opportunity for stakeholders to levi-
tate the energy efficiency and penetration rate of CO2-based DCV to
the next level. This review paper didn’t discuss this topic in-depth
since researchers are still trying to figure out how these technolo-
gies can be better incorporated into building systems. However, it is
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believed that the basic control algorithms of DCV elaborated in this
paper should be able to provide practical guidance on the develop-
ment of learning- and sensing-driven DCV control strategies in the
future.
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